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Electric Field Controlled Heat Transfer Through Silicon and
Nano-confined Water
Onur Yenigun and Murat Barisik

Department of Mechanical Engineering, Izmir Institute of Technology, Izmir, Turkey

ABSTRACT
Nanoscale heat transfer between two parallel silicon slabs filled with deio-
nized water was studied under varying electric field in heat transfer direc-
tion. Two oppositely charged electrodes were embedded into the silicon
walls to create a uniform electric field perpendicular to the surface, similar
to electrowetting-on-dielectric technologies. Through the electrostatic
interactions, (i) surface charge altered the silicon/water interface energy
and (ii) electric field created orientation polarization of water by aligning
dipoles to the direction of the electric field. We found that the first mechan-
ism can manipulate the interface thermal resistance and the later can
change the thermal conductivity of water. By increasing electric field,
Kapitza length substantially decreased to 1/5 of its original value due to
enhanced water layering, but also the water thermal conductivity lessened
slightly since water dynamics were restricted; in this range of electric field,
heat transfer was doubled. With a further increase of the electric field,
electro-freezing (EF) developed as the aligned water dipoles formed
a crystalline structure. During EF (0.53 V/nm), water thermal conductivity
increased to 1.5 times of its thermodynamic value while Kapitza did not
change; but once the EF is formed, both Kapitza and conductivity remained
constant with increasing electric field. Overall, the heat transfer rate
increased 2.25 times at 0.53 V/nm after which it remains constant with
further increase of the electric field.

ARTICLE HISTORY
Received 18 April 2019
Accepted 2 June 2019

KEYWORDS
Nanoscale heat transfer;
electro-wetting; electro-
freezing; Kapitza resistance;
phonon transport; molecular
dynamics

Introduction

Heat transfer control is crucial in the thermal management applications keeping the working
temperatures at a desired condition. Specific for micro/nano-technologies, thermal management is
challenging due to the extremely high heat fluxes required and complications developing in heat
transfer mechanisms at nanoscales. For this reason, heat transfer control has become one of the main
obstacles for further technological developments. Consequently, innovative techniques such as smart
materials/systems were developed to control heat transfer at micro/nanoscales. For example, steering
heat transfer toward heat sinks using nano-engineered materials [1], designing thermal conductiv-
ities by tailoring nanostructures [2, 3], and controlling convection using specialized surfaces [4, 5]
are examples of passive control techniques. However, recent technologies require more sophisticated,
active control techniques for need-based heat transfer.

One of the major active heat transfer control techniques emerged from the use of an electric
field to manipulate the solid and/or liquid domains, and their interface couplings. For example,
the major challenge of boiling heat transfer known as the Leidenfrost phenomenon could be
resolved by the aid of an electric field [6–8]. The vapor film formed on a surface can be removed
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by drawing liquid toward the surface with an applied electric field to boost surface wetting. Also
known as electrowetting, interface energy between solid and liquid can be actively controlled by
an electric field [9]. Electrowetting-on-dielectric (EWOD) is its main application where the
electrodes are covered by a dielectric layer acting as a capacitor. Variation of wetting angle as
a function of the applied electric field was examined theoretically by the Lippmann–Young
equation [10, 11]. Fundamentally, an electromechanical force is applied on the system as the
Maxwell stress tensor. In the case of an ionic liquid, the prominent net force develops on the
ions, which is the conventional EWOD principal. On the other hand, in the case of a deionized
polar liquid, a bulk force can only be formed on its dipoles if there is a non-uniform electric
field, as described in dielectrowetting applications using dielectrophoretic forces [12]. Instead,
a polar dielectric liquid can be controlled by manipulating its molecular dipole distribution in
a uniform electric field. For example, dipolar water molecules tend to orient along the applied
electric field direction, and such reorientations and shifts produce a net stretching action [13–16].
Orientation polarization in water dominates the intermolecular forces as a function of the electric
field strength that water elongates in the direction of the electric field known as electrostretching
[15]. Alteration of dipole distribution results in a change of phase transitions of water [17]. Water
molecules start to form crystalline structures, even at room temperature, under an electric field,
which is known as electro-freezing [18–20]. The ice-like structures were imaged at room
temperature by means of atomic force microscopy [21, 22]. Such structural manipulations were
proven to be useful for active thermal conductivity control of both solids [23, 24] and
liquids [25].

In addition to fundamental convective and conductive heat transfer mechanism, resistance to
thermal flow at the interface of dissimilar materials is a determining mechanism for the heat
transfer at micro and nanoscales. Interface thermal resistance (ITR) develops due to the phonon
mismatch, and it is frequently characterized by the Kapitza length [26, 27]. ITR is the most
dominant heat transfer mechanism at nanoscale due to the increase of surface-to-volume ratio.
There are multiple experimental, theoretical, and computational studies regarding the dependence
of ITR and the resulted heat transfer on interface properties, such as surface wetting [28–30],
surface temperature [31, 32], surface atomic density [33], and liquid pressure [34]. Overall,
manipulation of surface wetting was conceived as the most effective way to control ITR.
Multiple studies were dedicated to characterizing the effect of various forms of surface modifica-
tions, such as surface patterning [35, 36], surface conditions [37], coating material [38–40], and
thickness of solid coating [41], which provide a passive ITR control. Instead, coupling at the
liquid–solid interface can be actively controlled using an electric field. In our earlier studies, we
implemented such an idea for manipulation of the momentum coupling (velocity slip) at water/
graphene interface and achieved control of the mass flow rate [42–43]. To the best of our
knowledge, ITR control via electric field has never been investigated in the literature.

In this study, we are investigating a smart thermal management concept, where the heat transfer
rate can be controlled actively by changing the electric field applied onto the micro/nano-fluidic
system. Electric field affects both water hydrodynamics and its coupling with the silicon surface.
Water thermal conductivity, water density layering, and ITR will be studied as a function of electric
field strength.

Simulation details

Water confined between two silicon slabs was simulated as illustrated in Figure 1. Cross-sectional
area of the computational domain was 3.8 × 3.8 nm in the surface parallel directions where
periodic boundary conditions were applied. The distance between 5.4 nm thick silicon slabs was
5.7 nm and (0,0,1) crystal plane was facing the fluid. Non-equilibrium molecular dynamics
(NEMD) simulations were performed with LAMMPS (Large-scale Atomic/Molecular Massively
Parallel Simulator) algorithm.
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SPC/E water model composed of Lennard-Jones and Coulombic potentials is used with SHAKE
algorithm to constrain the bond lengths and angles of this rigid model. Stillinger–Weber potential is used
for the Si–Si interactions, which considers two-body interactions with an additional many body
dependence [44]. Interactions between water and silicon also calculated by the combined Lennard-
Jones and Coulombic potentials. Parameters for the interactions between similar molecules such as O–O
and Si–Si were taken from the corresponding models. However, the parameters determining the
interactions of the specific liquid/solid couples are still under investigation. Frequently, interaction
parameters for dissimilar molecules are calculated using simple mixing rules as a function of parameters
of the pair of identical molecules. However, the interaction parameters between identical molecules are
optimized for a bulk material system that parameters calculated based on a mixing rule cannot recover
the correct behavior at the given solid/liquid interface. In our earlier wetting study based on MD,
measured contact angles of water nano-droplets showed that experimentally measured hydrophobic
behavior of silicon surfaces can be recovered when the silicon–oxygen interaction strength is 12.5% of the
value predicted using the Lorentz–Berthelot mixing rule [45]. Hence, we employed this interaction
strength value in the current study. The molecular interaction parameters for each molecule pair used in
the simulations are given in Table 1.

Atoms in the outmost layer of both silicon slabs are fixed to their original locations tomaintain a fixed
volume system, while the remaining atoms throughout the domain were free tomove. The fixed outmost
silicon layers were selected as electrodes to apply equally distributed charge per molecule. Negative and
positive charges with equal absolute value were assigned at the electrodes of the right and left side.
A uniform electric field develops in the surface normal direction. Applied surface charge densities were
varied between 0.05 and 0.6 C/m2, which resulted in electric fields strengths varying between 0.09 and
0.96 V/nm, similar to earlier MD studies [15, 16, 20, 42]. Although applied electric fields seem high for
experimental studies, it is not totally impractical [18]. For example, the pulse discharge method engages
pulse voltages through two electrodes in an aqueous environment to generate an electric field on the
order of 1 V/nm [18, 46, 47] similar to studied electric field strengths.

The particle–particle particle-mesh solver was used to calculate long-range Coulombic interac-
tions of the periodic slab system. By using the Verlet algorithm with a time step of 0.001 ps,
Newton’s equations of motion were integrated. Simulations were started from the Maxwell–

Figure 1. Simulation domain.

Table 1. Molecular interaction parameters used in the current study.

Molecule pair σ (Å) ε (eV) q (e)

O–O 3.166 0.006739 −0.8476
H–H 0 0 +0.4238
Si–Si 2.095 2.168201 0
Si–O 2.6305 0.01511 Varies
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Boltzmann velocity distribution for all molecules at 323 K, while NVT (constant number of
molecules, constant volume and constant temperature) ensemble was applied with Nose Hover
thermostat keeping the system at 323 K. To reach an isothermal steady state, initial particle
distribution was evolved 2 × 106 time-steps (2 ns). Afterward, one-dimensional heat transfer between
silicon slabs was created using the Nose Hover thermostat applied only to the outmost six layers of
the both silicon slabs. Left and right side thermostats were maintained at 363 and 283
K temperatures to induce heat flux through the liquid/solid interfaces. Such high-temperature
gradients can be developed by using the electron beam of a transmission electron microscope or
the plasmonic nanoantenna, similar to thermophoresis [48] or heat-assisted magnetic recording [49,
50] applications. At the same time, NVE (constant number of molecules, constant volume and
constant energy) ensemble was applied to the remaining silicon and water molecules. Simulations
were performed for an additional 15 × 106 time-steps (15 ns) to ensure that the system attains
equilibrium in the presence of the heat flux and time averaging is performed after the equilibrium is
achieved. The computational domain was divided into 124 slab bins with the size of 0.1343 nm for
temperature profiles. Smaller bin size, 1476 slab bins with the size of 0.0113 nm, was also employed
to resolve the fine details of the near-wall water density distributions.

Results

A positive uniform surface charge density was applied on the left electrode section as the anode
while an equal but negative uniform surface charge density was applied on the right electrode
representing the cathode. Hence, a uniform electric field was created in the system pointing from left
to right. In Figure 2, resulting temperature distributions at different electric field strengths of 0, 0.18,
0.35, and 0.79 V/nm were plotted. The temperature profiles show variation by the applied electric
field. Temperature profiles are linear in the water domain except the very near-wall regions, where
temperature profile fluctuates due to the density layering created by the Van der Waals force field of
surface and the electric field. When the electric field strength reaches to 0.79 V/nm, temperature
profile starts to fluctuate through the whole channel. Such behavior is expected, since the corre-
sponding amplitude of the electric field is enough to cause electro- freezing [15, 16, 20, 42]. When
electro-freezing occurs, water molecules start forming an ordered structure. Due to these ordered
structures, number of molecules fluctuate for the case of current fine binning through the domain.
Instead, if a coarser binning was applied as an average of every four bins, for instance, a linear
temperature profile would be obtained. This means that, Fourier’s Law of heat conduction is still
applicable in highly ordered water system under the effect of an electric field. Temperature profiles

Figure 2. Temperature distributions at electric field strengths of 0, 0.18, 0.35 and 0.79 V/nm.
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for the case with electric field strength of 0.79 V/nm, by both fine and coarse binning are given in
Figure 2 using similar markers with different sizes. Furthermore, there is a jump between silicon and
water temperatures at the interface due to the phonon mismatch. This is the well-known interfacial
thermal resistance.

Next, we studied the density distributions of water under different electric field strengths. We
presented the results of the studied electric fields range of 0–0.96 V/nm in two groups as low and
high electric fields. The high field denotes the range through which electro-freezing develops. In
Figure 3, water density distributions at low electric field range varying between 0 and 0.40 V/nm
were given. The well-known density layering extending a couple of molecular diameter length from
the surfaces develops while density reaches its thermodynamic value of 1 g/cm3 at the rest of the
channel. Two distinct density peaks are observed while a third one at very near surface develops at
high electric fields. Near-wall density layers are pulled toward the surface by increasing electric field.
Water penetrates under the first silicon layer in the zero-charge case similar to earlier studies [31,
45]. The increase of electric field develops further water penetration into the silicon surface. This can
be also denoted as a change of surface energy or surface wetting. By the increasing surface charges
(i.e. increasing electric field strength), the number of molecules near-wall regions increases, which
enhances the interfacial energy of the initially hydrophobic silicon surface.

Details of water density were studied with a higher resolution near both hot and cold surfaces in
Figure 4. In a closer view, it is observed that the water penetration into silicon is negligible at zero-
electric field case due to the hydrophobic behavior of the silicon surface as documented in the silicon
wetting study of Barisik and Beskok [45]. However, with increasing electric field strength, water
molecules penetrate into and further under the first silicon layer. At the electric field strength values
of 0.35 and 0.4 V/nm, water fills the molecular gaps of the second silicon layer. The nearest density
peak and penetration increases by the increase of electric field strength. By the formation of the

Figure 3. Water density distributions at low electric field range.

Figure 4. Water density distributions at low electric field range (a) near hot surface with positively charged electrode and (b) near
cold surface with negatively charged electrode.
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nearest third density peak for electric field values higher than 0.26 V/nm, other two density peaks
decrease, and move slightly toward the surface. The water profiles near left and right surfaces are
identical at zero-charge case, even though the surface temperatures are different. Density layering
was found independent of surface temperature for hydrophobic surfaces in our earlier study [31].
However, under electric field, water dipoles tend to line up with the electric field direction that
oxygen molecules try to face positive electrode while hydrogen molecules turn toward negative
electrode. Hence, non-symmetrical distribution develops by increasing electric field. This is called
polarity bias which particularly observed at nano-droplets as a variation of contact angle in the
electric field direction when it is parallel to surface.

Density distributions of water under high electric field range of 0.44–0.96 V/nm are given in
Figure 5. The first sign of electro-freezing was observed at 0.44 V/nm on the right side of the water
domain. Temperature profile of 0.44 V/nm case shows that water temperature changes from 330 to
310 K from left side to right side. We know that electric field shifts the phase transition of water [15,
16, 20, 42]. Since the water at temperatures higher than 325 K remains as a liquid, we can simply
state that 0.44 V/nm results in the change of freezing temperature to approximately 325 K. Electric
fields higher than 0.44 V/nm results in complete freezing of water that the whole water domain gets
in solid like ordering. The closer view of the near-wall water density distributions at high electric
field range are given in Figure 6. Water density ordering is in transitions at 0.44 V/nm, but water
structure remains unchanged for higher field strengths.

The molecular orientations of water at different electric field strengths are presented in Figure 7. As
described through the density distributions, water molecules first get attracted to the dielectric silicon
surfaces and penetrate in and under the first silicon layer. First crystal ordering develops at 0.44 V/nm

Figure 5. Density distributions of water at high electric field range varying from 0.44 to 0.96 V/nm.

Figure 6. Water density distributions of high electric field range (a) near hot surface with positively charged electrode and (b) near
cold surface with negatively charged electrode.
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that we can observe the water molecules at a hexagonal structure near to the cold side of domain
(Figure 7e). By increasing the electric field further, the complete crystallization develops. Such crystal-
line structure formation is a result of electric field-induced change in hydrogen bond network [42]. At
strong electric field, random molecular motions and hydrogen bond dynamics become restricted into
electric field direction that water forms a crystalline structure. These structures developed in the single
crystalline form, except the case at electric field strength of 0.61 V/nm which created two grains with
different crystal ordering. In order to observe the crystal structures, we rotated the systems to have best
snapshot in Figure 7. Single crystalline structures can be easily seen in Figure 7f, i and j while the view
of both grains developed at 0.61 V/nm is given in Figure 7g,h.

A detailed characterization of the crystalline structure is studied in Figure 8. Different views of the
silicon/water domain at 0.88 V/nm are presented. Just simple three-dimensional and side view given
in Figure 8a,b presents the highly ordered water molecules. When the system is viewed at different
angles, a perfect (0,0,1) and (1,0,1) crystallographic ice planes can be observed in Figure 8c,d,
respectively. This can validate the perfect crystalline structure as the results agree with the electro-
freezing study of Yan and Patey [20].

Next, we studied the water temperature profiles normalized with their average values under low
and high electric field strengths in Figure 9a,b, respectively. At low field range prior to electro-
structuring, temperature profiles vary by applied electric field. Basically, the slopes of the tempera-
ture profiles are increasing with the increasing electric field while the temperature difference between
hot and cold reservoirs is kept constant. On the other hand, at the same temperature difference,
temperature gradient of high electric fields cases remained unchanged by the increase of field
strength. For comparison reasons, we added low electric field case of 0.4 V/nm (no freezing) in

Figure 7. The snapshots of the silicon/water system at electric fields of (a) 0, (b) 0.18, (c) 0.35, (d) 0.40, (e) 0.44, (f) 0.53, (g) 0.61, (h)
0.61, (i) 0.79, and (j) 0.88 V/nm.
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Figure 9b. After the electro-freezing developed at 0.44 V/nm case, temperature profiles of different
electric fields are almost identical.

Figure 8. The snapshots of the silicon/water system under 0.88 V/nm electric field at (a) 3D view, (b) side view, (c) ice (0,0,1) view,
and (d) ice (1,0,1) view.

Figure 9. Normalized temperature profiles of water under electric fields varying from (a) 0 to 0.4 V/nm and (b) 0.4 to 0.96 V/nm.
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Observed change of temperature gradients at a constant temperature difference is due to the change
in the heat flux. In the current system, heat transfer is determined by the thermal resistances to (i) heat
transfer by conduction and (ii) heat transfer through interfaces. In the next sections, we studied the
variations in the thermal conductivity of water and ITR at different electric field strengths.

First, water thermal conductivities calculated from the measured heat fluxes and temperature
gradients. Since the temperature profiles of water are linear (Figure 9), we used Fourier’s Law of heat
conduction as k ¼ q=ð@T=@zÞjliquid to calculate conductivities of water, where (q) is the heat flux and
(∂T/∂z) is the temperature gradient. Results are presented in Figure 10a. For the zero-electric field
case, thermal conductivity was calculated as 0.82 W/mK at the average temperature of 325 K, which
agrees with the literature [51]. With increasing electric field, thermal conductivity of water slightly
decreases with the increase of electric field strength in the low electric field range (<0.44 V/nm). This
is due to the restricted molecular diffusion and hydrogen bonding activities of water molecules
under electric field. After reaching electric field strength of 0.44 V/nm, water thermal conductivity
shows a sudden jump due to the formation of crystalline structure. Thermal conductivity of water
increases 1.5 times when electric field strength reaches to 0.53 V/nm and then remains constant with
the increased electric field. There is just one exception that thermal conductivity decreases some at
0.61 V/nm. Interestingly, at electric field strength of 0.61 V/nm, the perfect crystalline structure is
disturbed when the water molecules form two crystalline grains. Formation of grain boundaries
interrupts the heat transfer that the thermal conductivity is reduced at this electric field.

Next, ITRs were characterized by calculating Kapitza lengths. Based on the temperature jump at
the liquid/solid interface (ΔT) and the temperature gradient of the liquid (∂T/∂z), Kapitza length
(LK) was calculated using LK ¼ ΔT=ð@T=@zÞjliquid. Results are given in Figure 10b for both hot and
cold surfaces. Kapitza length shows a drastic decrease by the application of electric field. In the low
electric field range, LK reduces to 1/5 of its original value. This can be attributed to enhanced surface
wetting decreasing the ITR. Solid/liquid coupling improves by the increased water density near
surface as a function of electric field. Minimum ITR develops approximately at 0.40 V/nm right
before the electro-freezing starts. While the LK on hot surface is lower than the LK on cold side at the
zero-electric field case, LK on hot side becomes higher than the cold side value through the low
electric field range. Temperature dependence of LK at liquid/solid interface described in detail in our
earlier study [31]. Simply, variation of LK by temperature is determined by the temperature
dependence of phonon dynamics on hydrophobic surfaces, while it is dominated by the temperature
dependence of near-surface liquid layering on hydrophilic surfaces. For such a case, electric field
shifts the surface wetting from hydrophobic to hydrophilic and water domain still acts as a liquid at

Figure 10. (a) Thermal conductivity of water and (b) Kapitza length as a function of electric field strength.
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low electric field range without freezing. Once the water molecules form crystalline structure, the
ITR slightly increases. This is due to decreased coupling by the shrink of liquid system at the
crystalline form. At high electric field range, LK values on hot surface are lower than LK on cold
surface and their difference slightly increases by the increasing electric field. This behavior is
agreeing with enhanced phonon activities at higher temperatures described by classical phonon
dynamics theories of solids. After electro-freezing, water system acts as a solid and water structure
closer at higher temperature excites and vibrates more lowering the phonon mismatch. The average
of LK at hot and cold side remains constant by the increase of electric field in this high field range.
Furthermore, grain formation was found affecting only the water thermal conductivity, not the
interfacial thermal resistance. We also measured thermal conductivities of silicon slabs at different
electric field, which remained constant at around 9 W/mK, independent of the applied electric field.

The heat flux values for both low and high electric filed ranges are normalized with the heat flux
value of the zero-electric field case and given in Figure 11. The heat flux changes with the variation
in water thermal conductivity and interfacial thermal resistance by the applied electric field. In the
low electric field region (0 < E < 0.40 V/nm), the heat flux increases with the increasing electric field
strength, which agrees well with the increase in the slope of the water temperature profiles. Even
though the thermal conductivity of water decreases slightly in the low electric field region, the
significant decrease in the interfacial thermal resistance doubles the heat flux compared to the zero-
electric field case. In the case of further increase of the electric field, first, heat flux continues
increasing during the crystal formation. Water domain is partially crystallized at 0.44 V/nm and
turns completely crystalline at 0.53 V/nm, and water thermal conductivity increase through this
electro-freezing range. The heat flux reaches 2.25 times of zero-electric field value at 0.53 V/nm.
After the complete crystalline structure is formed (E = 0.53 V/nm), the heat flux remains constant, as
the further increase in electric field strength does not change the thermal conductivity and interfacial
thermal resistance.

Conclusion

We introduced and described the manipulation of heat transfer through nanoscale fluidic systems
via an applied electric field. The heat flux can be more than doubled by an electric field in the surface
normal direction. Observed behavior was described by characterizing electric field effects on heat
transfer mechanisms. Fundamentally, a uniform electric field applies electrostatic forces on dipolar
water and manipulates its dipole orientation. Hence, surface wetting and molecular distribution of
water can be controlled as a function of electric field strength. Simply, increasing the electric field
enhances the solid/liquid coupling at the interface and decreases the ITR substantially until electro-
freezing occurs, after which it almost remains constant. On the other hand, increasing the electric
field restrains the molecular dynamics in the water domain and decreases the thermal conductivity

Figure 11. Normalized heat flux through the nano-confined water as a function of applied electric field strength.
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slightly until the electro-freezing, during which thermal conductivity increases suddenly but once the
full formation developed conductivity remains constant. As a result of these two occurrences, heat
flux increases with the increase of electric field up to full formation of electro-freezing. At a constant
temperature difference, heat transfer rate increased 2.25 times from zero-electric field to 0.53 V/nm
field strength.
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