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#### Abstract

Combining first-principles calculations with Landauer-Büttiker formalism, ballistic thermoelectric transport properties of semiconducting two-dimensional transition metal dichalcogenides (TMDs) and oxides (TMOs) (namely $\mathrm{MX}_{2}$ with $\mathrm{M}=\mathrm{Cr}, \mathrm{Mo}, \mathrm{W}, \mathrm{Ti}, \mathrm{Zr}, \mathrm{Hf} ; \mathrm{X}=\mathrm{O}, \mathrm{S}, \mathrm{Se}, \mathrm{Te}$ ) are investigated in their 2 H and 1 T phases. Having computed structural, as well as ballistic electronic and phononic transport properties for all structures, we report the thermoelectric properties of the semiconducting ones. We find that 2 H phases of four of the studied structures have very promising thermoelectric properties, unlike their 1 T phases. The maximum room temperature $p$-type thermoelectric figure of merit $(Z T)$ of 1.57 is obtained for $2 \mathrm{H}-\mathrm{HfSe}_{2}$, which can be as high as 3.30 at $T=800 \mathrm{~K}$. Additionally, $2 \mathrm{H}-\mathrm{ZrSe}_{2}, 2 \mathrm{H}-\mathrm{ZrTe}_{2}$, and $2 \mathrm{H}-\mathrm{HfS}_{2}$ have considerable $Z T$ values (both $n$ and $p$-type), that are above 1 at room temperature. The 1 T phases of Zr and Hf -based oxides possess relatively high power factors, however their high lattice thermal conductance values limit their $Z T$ values to below 1 at room temperature.
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## I. INTRODUCTION

Thermoelectric (TE) materials make it possible to drive electric currents using temperature gradients, and conversely cooling of a system just by using a voltage difference, namely the Seebeck and Peltier effects, respectively. The performance of TE conversion is quantified by the dimensionless figure of merit $Z T$, which includes strongly interrelated electronic and thermal transport properties. Because of this interrelation among Seebeck coefficient ( $S$ ), electrical conductance $(G)$, and thermal conductance $(\kappa)$, significant enhancement of $Z T$ is an extremely difficult task. Therefore improvement of TE efficiency has been relatively slow, and typical $Z T$ values do not exceed 1 for bulk materials [1]. With the advances in the production of low-dimensional structures, a new quest for high performance TE materials gained acceleration [2-7]. The advent of atomically thin graphene provided a new platform to study transport and thermoelectric properties in two and one dimensions (2D and 1D) [8-10]. However, the absence of an electronic band gap in 2D graphene and ultrahigh thermal conductivity suppress its thermoelectric efficiency [11-15]. Still, there are numerous proposals to enhance the TE performance of graphene [9,16-26]. A more recent family of 2D materials, semiconducting TMDs and TMOs attracted attention due to the wide range of band gaps and lower lattice thermal conductivities. One of the most detailed studies on stability, electronic, mechanical, and magnetic analysis of single layer TMDs and TMOs belongs to Ataca et al. [27]. The majority of the theoretical studies have been devoted towards

[^0]$\mathrm{MX}_{2}$ ( $\mathrm{M}=\mathrm{Mo}, \mathrm{W} ; \mathrm{X}=\mathrm{S}, \mathrm{Se}$ ) monolayers [28-36], few layers [37-42], hybrid nanoribbons [43,44], or heterostructures [45]. Phonon engineering [46], band structure engineering [47], and strain engineering [48-52] approaches were also employed extensively with the aim of improving thermoelectric performance of $\mathrm{MX}_{2}$ structures. In addition to Mo and W based compounds, there are also a few studies Zr and Hf based TMDs in their 1T phases [53-57]. However, a comprehensive study on thermoelectric properties of pristine TMD/TMOs, specifically the 2 H phase of $\mathrm{Ti}, \mathrm{Zr}$, and Hf based structures, is still lacking. Here, we focus on expanding the library of 2D TMD/TMO candidates starting with an investigation of their ballistic properties. Electronic transport, thermal transport, and thermoelectric properties of 26 dynamically stable semiconducting TMDs/TMOs are explored. Structural parameters are computed for obtaining accurate electronic band structures and vibrational spectra based on $a b$ initio calculations. Thermoelectric coefficients are computed by combining first-principles calculations and Landauer-Büttiker formalism. Also band gap corrections are performed using hybrid HSE06 functionals when necessary.

## II. METHODS

The geometrical optimization and electronic structure calculations are performed using density functional theory (DFT) using plane-wave basis sets [58] by employing projector augmented wave (PAW) potentials [59]. The exchangecorrelation potential has been approximated by generalized gradient approximation (GGA) using Perdew-BurkeErnzerhof (PBE) functionals [60]. The plane-wave cutoff energies are found to be in the range from 250 to 500 eV with
convergence tests for each structure. The irreducible Brillouin zone is sampled using the Monkhorst-Pack scheme with grid sizes of $n \times n \times 1 \quad(n=5-15)$ according to the convergence tests [61]. The convergence thresholds for ionic and electronic relaxations are set to $10^{-3} \mathrm{eV} / \AA$ and $10^{-6} \mathrm{eV}$, respectively. During the geometry optimization process, cell shape and volume are preserved. The vacuum spacing is set to $15 \AA$ to avoid any spurious interactions between layers. In order to correct the band gap values Heyd-Scuseria-Ernzerhorf (HSE06) [62] hybrid functionals are used for selected five $\mathrm{MX}_{2}$ structures, where 0.25 exact Hartree-Fock and 0.75 PBE exchange mixing and the screening parameter of $0.2 \AA^{-1}$ are used. The calculations are performed non-spin-polarized and spin-orbit interactions are not taken into consideration. The interatomic force constants (IFCs) are obtained by employing density functional perturbation theory (DFPT) [63]. Phonon band structure and heat capacity calculations are performed by using the PHONOPY package [64].

The cohesive energy $\left(\mathrm{E}_{c}\right)$ per atom is computed as

$$
\begin{equation*}
E_{\mathrm{coh}}=\left(n_{\mathrm{X}} E_{\mathrm{X}}+n_{\mathrm{M}} E_{\mathrm{M}}-E_{\mathrm{MX}}^{2}\right) /\left(n_{\mathrm{X}}+n_{\mathrm{M}}\right) \tag{1}
\end{equation*}
$$

Here, $n_{X(M)}$ denotes the number of chalcogen (transition metal) atoms in the unit cell. $E_{X(M)}$ is the energy of the isolated single atoms, and $E_{M X_{2}}$ is the total energy of the $\mathrm{MX}_{2}$ monolayer. In order to gain an understanding on bond characteristics, charge transfer calculations are conducted by using the Bader method [65]. The percent ionic character (\%IC) of metal and chalcogen/oxygen atoms can be calculated roughly as [66]

$$
\begin{equation*}
\% I C=\left\{1-\exp \left[-0.25\left(X_{\mathrm{A}}-X_{\mathrm{B}}\right)^{2}\right]\right\} \times 100 \tag{2}
\end{equation*}
$$

where $X_{\mathrm{A}}$ and $X_{\mathrm{B}}$ are electronegativities of the constituent atoms.

Electronic transmission spectrum is given by the number of transmission channels in the ballistic limit. Since each studied structure exhibits hexagonal symmetry, their transmission spectra are isotropic. Therefore both transmission spectra and thermoelectric coefficients are given along one direction. Dense $k$-point meshes $200 \times 200 \times 1$ and $100 \times$ $100 \times 1$ are used in calculating transmission spectra using PBE and HSE06 functionals, respectively.

Derivation of the electronic coefficients is performed by using $[67,68]$

$$
\begin{equation*}
L_{n}(\mu, T)=-\frac{2}{h} \int d E \tau_{e l}(E)(E-\mu)^{n} \frac{\partial f_{\mathrm{FD}}(E, \mu, T)}{\partial E} \tag{3}
\end{equation*}
$$

with $n$ being an integer, $\tau_{e l}(E)$ the electronic transmission spectrum, and $f_{\mathrm{FD}}(E, \mu, T)$ the Fermi-Dirac distribution function at temperature $T$ and chemical potential $\mu$. Using $L_{n}$, one can express the electrical conductance $(G)$, Seebeck coefficient $(S)$, and the electrical part of the thermal conductance $\left(\kappa_{\mathrm{el}}\right)$ as $G=e^{2} L_{0}, S=\left(L_{1} / L_{0}\right) / e T$, and $\kappa_{\mathrm{el}}=\left(L_{2}-\right.$ $\left.L_{1}^{2} / L_{0}\right) / T$, respectively.

Phonon thermal conductance is calculated using Landauer formalism [69,70],

$$
\begin{equation*}
\kappa_{\mathrm{ph}}=\frac{1}{2 \pi} \int d \omega \hbar \omega \tau_{p h}(\omega) \frac{\partial f_{\mathrm{BE}}(\omega, T)}{\partial T} \tag{4}
\end{equation*}
$$

where $\omega$ is the vibrational frequency, $f_{\mathrm{BE}}$ stands for BoseEinstein distribution function, and $\tau_{p h}(\omega)$ is the phonon


FIG. 1. Crystal structures of TMDs and TMOs. The 2 H phase (a) and the 1 T phase (b). The Brillouin zone, reciprocal lattice vectors, and the high symmetry points are given in (c).
transmission spectrum obtained from counting phonon modes with an average of $200 q$ points in the transverse direction. After computing the electronic and phononic contributions to the transport, the dimensionless thermoelectric figure of merit is obtained using

$$
\begin{equation*}
Z T=S^{2} G T /\left(\kappa_{\mathrm{el}}+\kappa_{\mathrm{ph}}\right) \tag{5}
\end{equation*}
$$

## III. STRUCTURAL AND ELECTRONIC PROPERTIES

$\mathrm{MX}_{2}$ monolayers consist of three atomic layers in the sequence of $\mathrm{X}-\mathrm{M}-\mathrm{X}$. These sublayers are arranged in the well-known two phases (polymorphs): trigonal prismatic 2 H which is a member of $P \overline{6} m 2\left(D_{3 h}\right)$ symmetry group and octahedral 1T which belongs to the $P \overline{3} m 1\left(D_{3 d}\right)$. Schematic representation of 2 H and 1 T phases from top and side views are shown in Figs. 1(a) and 1(b), respectively, and their first Brillouin zone is given in Fig. 1(c).

We first perform geometry optimizations and check the dynamical stabilities of the TMD/TMO monolayers by checking whether all vibrational frequencies are real and positive. While all 2H structures group-VIB (Cr, Mo, W) TMDs/TMOs are dynamically stable semiconductors, their 1 T phases are unstable. Their distorted $1 \mathrm{~T}_{d}$ phases are dynamically stable, but all are metallic and therefore they are not within the scope of this study. On the other hand, both 2 H and 1T phases of group IVB (Ti, $\mathrm{Zr}, \mathrm{Hf}$ ) TMDs/TMOs are dynamically stable and semiconducting. The structural parameters which determine the geometry are tabulated in Table I. The obtained parameters are in good agreement with the literature [71].

For a given phase, $d_{\mathrm{MX}}$ increases with increasing $a$. However, different phases $(2 \mathrm{H}$ and 1 T$)$ of a given $\mathrm{MX}_{2}\left(\mathrm{ZrSe}_{2}\right.$, $\mathrm{HfS}_{2}$, and $\mathrm{HfSe}_{2}$ ) follow an opposite trend. For example, the 1 T phase of $\mathrm{ZrSe}_{2}$ has larger $a$ than its 2 H phase but smaller $d_{\mathrm{MX}}$ and $h$. For these structures, $a$ is always larger for the 1 T phase, whereas $d_{\mathrm{MX}}$ is reduced by $\sim 0.7 \%$ and $h$ is reduced by $\sim 6-7 \%$. Bond angles $\theta_{1}$ and $\theta_{2}$ follow opposite trends. Comparing two $\mathrm{MX}_{2}$ structures, one observes that the structure with larger $\theta_{1}$ has smaller $\theta_{2}$. Also $\theta_{1}$ of the 1 T phase of a given structure is always larger than that in the 2 H phase.

For compounds of the same phase, $E_{\text {coh }}$ decreases with increasing $a$ as expected. A comparison of 2 H and 1 T phases of the same TMD reveal that $E_{\text {coh }}$ is always larger for the 1T

TABLE I. Structural and electronic properties of semiconducting TMDs and TMOs, which are dynamically stable. The lattice parameter of the unit cell $(a)$, bond lengths $\left(d_{\mathrm{MX}}\right)$, layer heights $(h)$, bond angles $\left(\theta_{1}, \theta_{2}\right)$, band gap $\left(E_{\mathrm{g}}^{\mathrm{PBE}}\right)$, cohesive energy $\left(E_{\text {coh }}\right)$, transferred charge to $\mathrm{X}\left(\rho_{M}\right)$, charge received by $\mathrm{X}\left(\rho_{X}\right)$, and the fractional ionic character (FIC), respectively. Bond lengths and angles are shown in Fig. 1 and electronic band structures are illustrated in Fig. S2 [93].

| MX ${ }_{2}$ | Phase | $\begin{gathered} a \\ (\AA) \end{gathered}$ | $d_{\text {MX }}$ <br> (Å) | $h$ <br> (A) | $\begin{gathered} \theta_{1} \\ (\mathrm{deg}) \end{gathered}$ | $\begin{gathered} \theta_{2} \\ (\mathrm{deg}) \end{gathered}$ | $\begin{gathered} E_{\mathrm{g}}^{\mathrm{PBE}} \\ (\mathrm{eV}) \end{gathered}$ | $\begin{gathered} E_{\text {coh }} \\ (\mathrm{eV} / \text { atom }) \end{gathered}$ | $\begin{gathered} \rho_{\mathrm{M}} \\ \left(e^{-}\right) \end{gathered}$ | $\begin{gathered} \rho_{\mathrm{X}} \\ \left(e^{-}\right) \end{gathered}$ | FIC <br> (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{CrO}_{2}$ | 2H | 2.63 | 1.91 | 2.32 | 74.77 | 86.96 | 0.37 | 5.34 | 1.48 | -0.74 | 54.51 |
| $\mathrm{CrS}_{2}$ | 2H | 3.04 | 2.29 | 2.94 | 79.82 | 83.26 | 0.93 | 4.17 | 1.00 | -0.50 | 19.07 |
| $\mathrm{CrSe}_{2}$ | 2H | 3.21 | 2.43 | 3.14 | 80.59 | 82.68 | 0.75 | 3.64 | 0.81 | -0.41 | 17.97 |
| $\mathrm{CrTe}_{2}$ | 2 H | 3.48 | 2.64 | 3.41 | 80.63 | 82.66 | 0.53 | 3.09 | 0.56 | -0.28 | 4.73 |
| $\mathrm{MoO}_{2}$ | 2 H | 2.83 | 2.05 | 2.47 | 74.18 | 87.39 | 0.91 | 6.24 | 1.67 | -0.84 | 33.61 |
| $\mathrm{MoS}_{2}$ | 2 H | 3.18 | 2.41 | 3.13 | 80.77 | 82.55 | 1.67 | 5.14 | 1.07 | -0.57 | 4.31 |
| $\mathrm{MoSe}_{2}$ | 2 H | 3.32 | 2.54 | 3.34 | 82.12 | 81.54 | 1.44 | 4.60 | 0.83 | -0.42 | 3.73 |
| $\mathrm{MoTe}_{2}$ | 2 H | 3.55 | 2.73 | 3.61 | 82.74 | 81.07 | 1.08 | 4.04 | 0.52 | -0.26 | 0.09 |
| $\mathrm{WO}_{2}$ | 2H | 2.83 | 2.05 | 2.48 | 74.34 | 87.27 | 1.36 | 7.02 | 1.83 | 0.92 | 25.29 |
| $\mathrm{WS}_{2}$ | 2H | 3.19 | 2.42 | 3.14 | 80.87 | 82.47 | 1.79 | 5.80 | 1.21 | -0.61 | 1.20 |
| WSe ${ }_{2}$ | 2H | 3.32 | 2.55 | 3.35 | 82.44 | 81.30 | 1.54 | 5.19 | 0.92 | -0.46 | 0.90 |
| WTe ${ }_{2}$ | 2 H | 3.55 | 2.74 | 3.62 | 82.89 | 80.96 | 1.06 | 4.54 | 0.58 | -0.29 | 1.68 |
| $\mathrm{TiS}_{2}$ | 2H | 3.34 | 2.45 | 3.02 | 75.99 | 86.07 | 0.73 | 5.17 | 1.49 | -0.75 | 23.69 |
| $\mathrm{TiSe}_{2}$ | 2H | 3.49 | 2.58 | 3.24 | 77.61 | 84.89 | 0.60 | 4.68 | 1.39 | -0.70 | 22.51 |
| $\mathrm{TiTe}_{2}$ | 2H | 3.74 | 2.80 | 3.57 | 79.28 | 83.66 | 0.19 | 4.12 | 1.23 | -0.61 | 7.54 |
| $\mathrm{ZrO}_{2}$ | 1 T | 3.28 | 2.12 | 1.93 | 79.05 | 100.95 | 4.44 | 7.71 | 2.54 | -1.27 | 67.14 |
| $\mathrm{ZrS}_{2}$ | 1 T | 3.69 | 2.57 | 2.90 | 88.59 | 91.41 | 1.20 | 5.89 | 2.05 | -1.02 | 32.34 |
| $\mathrm{ZrSe}_{2}$ | 2H | 3.71 | 2.73 | 3.38 | 76.61 | 85.62 | 0.79 | 5.21 | 1.80 | -0.90 | 31.07 |
|  | 1T | 3.80 | 2.71 | 3.17 | 90.73 | 89.27 | 0.51 | 5.35 | 1.87 | -0.94 | 31.07 |
| $\mathrm{ZrTe}_{2}$ | 2H | 3.93 | 2.94 | 3.73 | 78.83 | 83.99 | 0.45 | 4.62 | 1.58 | -0.79 | 13.78 |
| $\mathrm{HfO}_{2}$ | 1 T | 3.24 | 2.11 | 1.93 | 79.38 | 100.62 | 4.87 | 7.90 | 2.32 | -1.16 | 68.17 |
| $\mathrm{HfS}_{2}$ | 2 H | 3.53 | 2.57 | 3.13 | 74.92 | 86.85 | 1.09 | 5.78 | 1.84 | -0.92 | 33.61 |
|  | 1 T | 3.64 | 2.55 | 2.89 | 88.90 | 91.11 | 1.29 | 6.00 | 1.91 | -0.95 | 33.61 |
| $\mathrm{HfSe}_{2}$ | 2 H | 3.67 | 2.70 | 3.36 | 76.78 | 85.50 | 0.88 | 5.25 | 1.68 | -0.84 | 32.34 |
|  | 1T | 3.76 | 2.68 | 3.14 | 90.92 | 89.08 | 0.60 | 5.42 | 1.76 | -0.88 | 32.34 |
| $\mathrm{HfTe}_{2}$ | 2 H | 3.90 | 2.91 | 3.69 | 78.63 | 84.14 | 0.36 | 4.61 | 1.48 | -0.74 | 14.79 |

phase. That is to say, 1 T phases of studied Zr and Hf based compounds are energetically more stable, in agreement with previous studies [72-76]. According to Table I, TMOs exhibit the highest ionic character in general, which is because of the largest charge transfer between the transition metal and the oxygen atoms. 1T- $\mathrm{HfO}_{2}$, which has the highest cohesive energy and the widest electronic band gap shows the highest ionic character, whereas $2 \mathrm{H}-\mathrm{MoTe}_{2}$ possesses fractional covalent character.

Electronic band diagrams of the investigated structures are plotted in the Supplemental Material (see Fig. S2) [93]. The 2H phases of group-VIB dichalcogenides are direct band gap semiconductors, whereas their oxides have indirect band gaps. Group-IVB dichalcogenides and oxides are all indirect semiconductors. Electronic band gaps ranging between 0.19 eV and 4.87 eV are obtained with PBE functionals. HSE06 calculations are performed for materials which have a $E_{\mathrm{g}}^{\mathrm{PBE}}$ less than 0.5 eV . This is because the main effect of the hybrid functional to the band structure is to increase the band gap with changing the band dispersions only slightly. When the band gap of a structure is less than $10 k_{B} T$, simultaneous contribution from the holes in the valence band and electrons in the conduction band suppresses the Seebeck coefficient [77-81]. The effect of hybrid functionals on electronic transport and thermoelectric properties will be discussed in more detail
later. The electronic band diagrams of $2 \mathrm{H}-\mathrm{CrO}_{2}, 2 \mathrm{H}-\mathrm{TiTe}_{2}$, $2 \mathrm{H}-\mathrm{ZrTe}_{2}$, and $2 \mathrm{H}-\mathrm{HfTe} 2_{2}$ within $\mathrm{PBE}+\mathrm{HSE} 06$ functionals are presented in Fig. 2. Band gap values are increased to 0.90, $0.97,1.05$, and 0.93 eV for $\mathrm{CrO}_{2}, \mathrm{TiTe}_{2}, \mathrm{ZrTe}_{2}$, and $\mathrm{HfTe}_{2}$, respectively.

## IV. VIBRATIONAL PROPERTIES

It is necessary to check whether imaginary or negative frequencies exist in phonon dispersions to check the dynamical stabilities of the structures. We note that dynamical stability is a necessary condition but not conclusive for experimental realization. When both 2 H and 1 T phases of $\mathrm{MX}_{2}$ monolayers are considered, 30 structures are found to be dynamically stable. Four of these structures are excluded in this study as they are either metallic or semi-metallic. Phonon spectra of the remaining 26 structures are given in the Supplemental Material (see Fig. S1) [93]. A cautionary note is in order here. Smearing is a computational tool that smoothens the Fermi distribution function around the Fermi energy. It is a necessary ingredient in DFT calculations. Even graphene can be found dynamically unstable if appropriate smearing is not used. There does not exist a recipe for determining the smearing method or value. There are a few methods to implement smearing, most of them without a clear


FIG. 2. Calculated electronic band structures of selected $2 \mathrm{H}-\mathrm{MX}_{2}$ compounds; $\mathrm{CrO}_{2}, \mathrm{TiTe}_{2}, \mathrm{ZrTe}_{2}, \mathrm{HfTe}_{2}$ based on PBE (red solid line) and PBE+HSE (blue dashed line) functional. Fermi level is set to zero for all subfigures.
physical meaning. Fermi-Dirac smearing, on the other hand, is interpreted as electronic temperature. Being only applied on electrons and not on ions, it should be not confused with real temperature. Still, Fermi-Dirac smearing is used to identify temperature dependent stabilization in certain cases [82-84]. In this work, we implement Fermi-Dirac smearing and scan possible smearing values systematically.

For lower values of smearing ( $\sigma=0.05 \mathrm{eV}$ ) $2 \mathrm{H}-\mathrm{TiS}_{2}$, $2 \mathrm{H}-\mathrm{ZrSe}_{2}$, and $2 \mathrm{H}-\mathrm{HfS}_{2}$ out-of-plane ZA mode possess negative frequencies around the high symmetry points, whereas $2 \mathrm{H}-\mathrm{HfSe}_{2}$ has negative frequencies ony around the $K$ point. When the smearing is increased ( $\sigma=0.4 \mathrm{eV}$ for $2 \mathrm{H}-\mathrm{HfSe}_{2}$ and $\sigma=0.5 \mathrm{eV}$ for $2 \mathrm{H}-\mathrm{TiS}_{2}, 2 \mathrm{H}-\mathrm{ZrSe}_{2}, 2 \mathrm{H}-\mathrm{HfS}_{2}$ ) all phonons frequencies are found positive. These $\sigma$ values are in the same range with those used in the literature $[82,85,86]$.

The phonon band gap, which separates the acoustic modes from the six optical branches, decreases with decreasing mass difference between the constituent elements of $\mathrm{MX}_{2}$ compounds. The acoustic bandwidths become narrower with increasing average mass, whereas all bands are pushed towards lower frequencies with increasing total mass of the compounds. In previous studies, in which phonon-phonon scattering was taken into account, the scatterings were limited when a band gap is present. Therefore the absence of a phonon band gap was found helpful to reduce lattice thermal conductivity. Conversely, in the ballistic regime, the presence of a phonon band gap reduces lattice thermal conductivity,

TABLE II. Phonon thermal conductance values for various temperatures.

|  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $M$ | $\kappa_{p h}(\mathrm{nW} / \mathrm{K} / \mathrm{nm})$ |  |  |  |  |
| $M X_{2}$ | Phase | 300 K | 500 K | 800 K |  |
| $\mathrm{CrO}_{2}$ | 2 H | 2.09 | 2.49 | 2.66 |  |
| $\mathrm{CrS}_{2}$ | 2 H | 1.24 | 1.34 | 1.37 |  |
| $\mathrm{CrSe}_{2}$ | 2 H | 0.83 | 0.87 | 0.88 |  |
| $\mathrm{CrTe}_{2}$ | 2 H | 0.60 | 0.62 | 0.63 |  |
| $\mathrm{MoO}_{2}$ | 2 H | 1.63 | 1.89 | 2.00 |  |
| $\mathrm{MoS}_{2}$ | 2 H | 1.03 | 1.10 | 1.13 |  |
| $\mathrm{MoSe}_{2}$ | 2 H | 0.72 | 0.75 | 0.76 |  |
| $\mathrm{MoTe}_{2}$ | 2 H | 0.54 | 0.55 | 0.55 |  |
| $\mathrm{WO}_{2}$ | 2 H | 1.29 | 1.48 | 1.56 |  |
| $\mathrm{WS}_{2}$ | 2 H | 0.83 | 0.89 | 0.91 |  |
| $\mathrm{WSe}_{2}$ | 2 H | 0.66 | 0.68 | 0.68 |  |
| $\mathrm{WTe}_{2}$ | 2 H | 0.50 | 0.51 | 0.51 |  |
| $\mathrm{TiS}_{2}$ | 2 H | 0.95 | 1.00 | 1.02 |  |
| $\mathrm{TiSe}_{2}$ | 2 H | 0.95 | 0.99 | 1.00 |  |
| $\mathrm{TiTe}_{2}$ | 2 H | 0.70 | 0.72 | 0.73 |  |
| $\mathrm{ZrO}_{2}$ | 1 T | 1.45 | 1.71 | 1.81 |  |
| $\mathrm{ZrS}_{2}$ | 1 T | 0.83 | 0.87 | 0.89 |  |
| $\mathrm{ZrSe}_{2}$ | 2 H | 0.54 | 0.55 | 0.56 |  |
| $\mathrm{ZrTe}_{2}$ | 1 T | 0.71 | 0.72 | 0.73 |  |
| $\mathrm{HfO}_{2}$ | 2 H | 0.55 | 0.56 | 0.56 |  |
| $\mathrm{HfS}_{2}$ | 1 T | 1.28 | 1.50 | 1.60 |  |
|  | 2 H | 0.65 | 0.67 | 0.68 |  |
| $\mathrm{HfSe}_{2}$ | 1 T | 0.71 | 0.74 | 0.75 |  |
|  | 2 H | 0.51 | 0.51 | 0.52 |  |
| $\mathrm{HfTe}_{2}$ | 1 T | 0.59 | 0.61 | 0.61 |  |
|  | 2 H | 0.48 | 0.49 | 0.49 |  |
|  |  |  |  |  |  |

simply because there is no transmission within gap. Briefly, both a wide phonon band gap and reduced phonon frequencies decrease thermal conductance and enhance the TE performance. Thermal conductance of the investigated TMD/TMOs at various temperatures are listed in Table II. $2 \mathrm{H}-\mathrm{CrO}_{2}$ is composed of the lightest atoms in the group, hence has the largest phonon thermal conductance at all temperatures. As temperature increases thermal conductance of $\mathrm{CrO}_{2}$ increases considerably. A similar trend appears for all the TMOs, which is associated with the relatively higher $\omega_{\max }$ values, because of oxygen being the lightest element in group VIA. As will be discussed later, 2 H phases of $\mathrm{ZrSe}_{2}, \mathrm{ZrTe}_{2}, \mathrm{HfS}_{2}$, and $\mathrm{HfSe}_{2}$ are found to be both $n$ - and $p$-type promising thermoelectric candidates. In order to clarify influence of thermal properties on thermoelectric performance, vibrational spectra and transport properties are presented in Fig. 3, only for these four materials.

In a previous study, which investigated the thermal conductivities of 2 H group-VIB TMD family by using the Boltzmann transport equation [87], it was found that the thermal conductivities of sulfides $\left(\mathrm{MS}_{2}\right)$ and selenides $\left(\mathrm{MSe}_{2}\right)$ increase as M changes from Cr to Mo , and from Mo to W , due to the rapid increase in the phonon relaxation time. In contrast to this, we find that $\kappa_{\mathrm{ph}}$ decreases as M changes from Cr to Mo to W at the ballistic limit, because of increasing atomic masses. This inverse behavior is validated with the calculation


FIG. 3. Phonon dispersion relations, phonon transmission spectra, and phonon thermal conductance as a function of temperature of $\mathrm{ZrSe}_{2}, \mathrm{ZrTe}_{2}, \mathrm{HfS}_{2}$, and $\mathrm{HfSe}_{2}$ are shown, respectively.
of correlation between average atomic mass of the unit cell and phonon thermal conductance, where $\% 80, \% 78$, and $\% 77$ inverse correlations are found for $300 \mathrm{~K}, 500 \mathrm{~K}$, and 800 K , respectively. In addition, it is found that the correlation between $m$ and $\kappa_{\text {ph }}$ does not change at even higher temperatures.

We also note that in a recent theoretical study the ballistic thermal conductance value of $\mathrm{MoS}_{2}$ was reported as $1.06 \mathrm{nW} / \mathrm{K}$ for a sample having a width of 1.27 nm [88]. The corresponding thermal conductance per width value ( 0.84 $\mathrm{nW} \mathrm{K}{ }^{-1} \mathrm{~nm}^{-1}$ ) is considerably less than our present result $\left(1.03 \mathrm{nW} \mathrm{K}{ }^{-1} \mathrm{~nm}^{-1}\right)$. The disagreement is because we employ a fine sampling of the $k$ points in the transmission spectrum, whereas Cai et al. uses only the $\Gamma$ point. Hence they find a stepwise transmission spectrum like in a onedimensional system, which overestimates the contributions from low energies.


FIG. 4. Heat capacities at various temperatures from 300 K to 1000 K are shown for the semiconducting compounds in the 2 H phase.

The vibrational heat capacity at constant volume is calculated using

$$
\begin{equation*}
C_{v}=k_{B} \int d \omega \rho(\omega) p(\omega, T) \tag{6}
\end{equation*}
$$

where $\rho$ is the phonon density of states, $p(x)=-x^{2} \partial f_{\mathrm{BE}} / \partial x$, $f_{B E}=1 /\left(e^{x}-1\right)$ being the Bose-Einstein distribution function, and $x=\hbar \omega / k_{B} T$. In Figs. 4 and 5 the vibrational heat capacities are plotted at $T=300 \mathrm{~K}, 500 \mathrm{~K}, 800 \mathrm{~K}$, and 1000 K . At lower temperatures, the heat capacity is dominated by low frequency modes which possess low group velocity and larger phonon density of states. Therefore, heavier compounds, like Hf and Zr based structures, have higher heat


FIG. 5. Heat capacities at various temperatures from 300 K to 1000 K are shown for the semiconducting compounds in the 1 T phase.
capacities at 300 K . At increased temperatures, the differences in the $C_{v}$ tend to decrease. At 1000 K , the function $p(x)$ is almost constant and equal to unity in the entire spectrum. The heat capacities approach the classical limit, which is proportional to the number of modes per unit cell.

## V. THERMOELECTRIC PROPERTIES

According to the Mott formula $[20,89,90]$

$$
\begin{equation*}
\left.S(T, \mu) \approx \frac{\pi^{2} k_{\mathrm{B}}^{2} T}{3 e} \frac{d \ln \tau(E)}{d E}\right|_{\mu}, \tag{7}
\end{equation*}
$$

the logarithmic derivative of the electronic transmission determines the Seebeck coefficient at low temperatures. Namely, the abrupt changes in the transmission spectrum gives rise to large Seebeck coefficient and power factor. The structures studied in this work agree with this rule of thumb. The thermoelectric coefficients, $S, P$, and $Z T$, for various temperatures are tabulated in Table III. The chemical potential $(\mu)$ is chosen around the band edges where $Z T$ is maximized. The difference between $\mu$ at the valence band edge (conduction band edge) and the $\mu$ where $p$-type $Z T$ ( $n$-type $Z T$ ) is maximized is crucial for determining the optimal doping levels of the semiconductor (see Table S1) [93]. One observes that most of the 2 H group-VIB TMD/TMOs have relatively low $Z T$
values compared to the 2 H group-IVB TMD/TMOs. Notably, oxide compounds from group VIB show considerably weak TE performance due to their low atomic masses and hence high $\kappa_{p h}$. While $p$-type $Z T$ values of the group-VIB TMOs reach a maximum value around 0.11 at room temperature, the corresponding values for $n$-type $Z T$ can be as high as 0.16 . There are various theoretical studies on the TE properties of $\mathrm{MX}_{2}(\mathrm{M}=\mathrm{Mo}, \mathrm{W} ; \mathrm{X}=\mathrm{S}, \mathrm{Se})$ monolayers. In a previous work, $n$-type $Z T$ of the most studied $\mathrm{MoS}_{2}$ monolayer was predicted 0.04 by using the Boltzmann equation and equilibrium molecular dynamics (EMD) simulations [33]. Wickramaratne et al. obtained different $n$-type ZT values $(0.87 / 1.35)$ by adopting layer thickness dependent and constant $\kappa_{p h}$ values in diffusive regime calculations. In another work, reported $Z T$ values are overestimated compared to our findings for well-studied $\mathrm{MoS}_{2}, \mathrm{MoSe}_{2}, \mathrm{WS}_{2}$, and $\mathrm{WSe}_{2}$ in the frame of ballistic transport [30]. In addition, previously reported $p$ and $n$-type $Z T$ values $(0.58 / 0.25)$ in the ballistic regime are consistent with our results $(0.47 / 0.22)$ [34]. Also, there is an agreement on the results of Huang et al. that $p$-type $Z T$ of $\mathrm{MoS}_{2}$ at room temperature and $n$-type $Z T$ of $\mathrm{WSe}_{2}$ at high temperatures are found to be higher than those of the $\mathrm{MoSe}_{2}$ and $\mathrm{WS}_{2}$ [34].

Among all investigated compounds, $\mathrm{ZrSe}_{2}, \mathrm{HfS}_{2}$, and $\mathrm{HfSe}_{2}$ are dynamically stable in both 2 H and 1 T phases.

TABLE III. $p$ - and $n$-type Seebeck coefficient $(S)$, power factor $(P)$, and thermoelectric figure of merit $(Z T)$ at different temperatures based on PBE calculations.

| MX ${ }_{2}$ | Phase | $S\left(10^{-4} \mathrm{~V} / \mathrm{K}\right)$ |  |  | $P\left(10^{-3} \mathrm{nW} / \mathrm{K}^{2} \mathrm{~nm}\right)$ |  |  | ZT |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 300 K | 500 K | 800 K | 300 K | 500 K | 800 K | 300 K | 500 K | 800 K |
| $\mathrm{CrO}_{2}{ }^{\text {a }}$ | 2H | 2.01/-1.86 | 1.99/-1.93 | 1.49/-1.80 | 0.69/1.15 | 0.89/1.52 | 0.98/1.92 | 0.10/0.15 | 0.17/0.27 | 0.23/0.44 |
| $\mathrm{CrS}_{2}$ | 2 H | 2.04/-1.99 | 2.20/-2.23 | 2.47/-2.43 | 1.57/1.20 | 2.58/1.66 | 3.50/2.41 | 0.33/0.27 | 0.74/0.53 | 1.40/1.02 |
| $\mathrm{CrSe}_{2}$ | 2H | 2.13/-1.97 | 2.35/-2.39 | 2.65/-2.66 | 1.30/1.31 | 1.87/1.75 | 2.74/2.50 | 0.41/0.40 | 0.83/0.80 | 1.59/1.49 |
| $\mathrm{CrTe}_{2}$ | 2H | 2.08/-2.24 | 2.48/-2.40 | 2.46/-2.43 | 1.35/1.26 | 1.82/1.77 | 2.76/2.69 | 0.55/0.54 | 1.08/1.05 | 1.70/1.59 |
| $\mathrm{MoO}_{2}$ | 2 H | 1.92/-1.94 | 1.95/-1.97 | 2.02/-2.15 | 0.51/0.82 | 0.66/1.06 | 0.84/1.35 | 0.09/0.14 | 0.17/0.26 | 0.30/0.47 |
| $\mathrm{MoS}_{2}$ | 2 H | 2.05/-2.07 | 2.37/-2.13 | 2.52/-2.52 | 1.89/0.81 | 2.31/1.17 | 2.88/1.98 | 0.47/0.22 | 0.86/0.45 | 1.46/0.97 |
| $\mathrm{MoSe}_{2}$ | 2 H | 2.08/-2.00 | 2.27/-2.45 | 2.57/-2.79 | 1.02/0.95 | 1.38/1.68 | 1.95/3.17 | 0.38/0.35 | 0.74/0.81 | 1.38/1.91 |
| $\mathrm{MoTe}_{2}$ | 2 H | 2.18/-2.11 | 2.36/-2.48 | 2.71/-2.99 | 1.06/0.97 | 1.46/1.62 | 1.98/2.66 | 0.51/0.46 | 1.00/1.00 | 1.85/2.21 |
| $\mathrm{WO}_{2}$ | 2H | 2.01/-1.88 | 2.01/-2.10 | 2.06/-2.14 | 0.50/0.75 | 0.65/0.96 | 0.82/1.25 | 0.11/0.16 | 0.21/0.30 | 0.37/0.54 |
| $\mathrm{WS}_{2}$ | 2 H | 2.08/-2.00 | 2.28/-2.12 | 2.58/-2.62 | 1.41/0.67 | 1.95/1.00 | 2.38/1.90 | 0.43/0.22 | 0.86/0.46 | 1.50/1.08 |
| $\mathrm{WSe}_{2}$ | 2 H | 2.06/-1.97 | 2.24/-2.43 | 2.51/-2.85 | 0.83/0.86 | 1.09/1.93 | 1.47/3.43 | 0.34/0.33 | 0.67/0.92 | 1.21/2.18 |
| $\mathrm{WTe}_{2}$ | 2H | 1.99/-2.07 | 2.37/-2.33 | 2.59/-2.82 | 0.82/0.68 | 1.06/0.98 | 1.42/1.72 | 0.42/0.36 | 0.83/0.74 | 1.49/1.57 |
| $\mathrm{TiS}_{2}$ | 2 H | 2.42/-2.24 | 2.47/-2.61 | 2.52/-2.52 | 3.74/4.43 | 3.98/4.84 | 3.98/5.29 | 0.98/1.05 | 1.55/1.79 | 2.14/2.66 |
| $\mathrm{TiSe}_{2}$ | 2 H | 2.19/-2.39 | 2.38/-2.54 | 2.33/-2.39 | 3.33/3.43 | 3.68/3.99 | 4.31/4.64 | 0.86/0.90 | 1.38/1.51 | 1.81/2.09 |
| $\mathrm{TiTe}_{2}{ }^{\text {a }}$ | 2H | 1.94/-2.16 | 1.26/-1.64 | 1.11/-1.21 | 1.19/2.78 | 1.39/3.06 | 2.65/2.86 | 0.40/0.90 | 0.38/0.87 | 0.38/0.55 |
| $\mathrm{ZrO}_{2}$ | 1 T | 2.20/-2.01 | 2.37/-2.34 | 2.47/-2.58 | 5.12/3.35 | 5.56/5.17 | 5.65/6.25 | 0.86/0.52 | 1.28/1.08 | 1.87/1.94 |
| $\mathrm{ZrS}_{2}$ | 1 T | 2.02/-2.19 | 2.21/-2.30 | 2.45/-2.69 | 0.67/1.85 | 0.88/2.40 | 1.31/2.78 | 0.23/0.57 | 0.44/1.04 | 0.87/1.75 |
| $\mathrm{ZrSe}_{2}$ | 2 H | 2.38/-2.43 | 2.63-/2.76 | 2.75/-2.87 | 3.36/3.59 | 3.34/4.00 | 3.29/4.21 | 1.41/1.42 | 2.19/2.41 | 2.96/3.61 |
| $\mathrm{ZrSe}_{2}$ | 1T | 1.93/-2.09 | 2.13/-2.40 | 1.90/-2.05 | 0.56/1.80 | 0.72/2.22 | 0.91/2.71 | 0.22/0.63 | 0.43/1.16 | 0.65/1.76 |
| $\mathrm{ZrTe}_{2}{ }^{\text {a }}$ | 2 H | 2.26/-2.35 | 2.65/-2.50 | 2.11/-2.02 | 2.56/2.82 | 2.84/3.21 | 4.10/3.85 | 1.06/1.18 | 1.73/1.88 | 1.58/1.67 |
| $\mathrm{HfO}_{2}$ | 1T | 2.33/-2.28 | 2.45/-2.45 | 2.53/-2.63 | 4.80/2.67 | 5.28/3.92 | 5.43/5.30 | 0.92/0.54 | 1.38/0.99 | 2.00/1.80 |
| $\mathrm{HfS}_{2}$ | 2 H | 2.38/-2.26 | 2.62/-2.62 | 2.70/-2.83 | 3.85/3.33 | 3.78/3.59 | 3.59/3.88 | 1.38/1.17 | 2.11/1.89 | 3.03/2.92 |
| $\mathrm{HfS}_{2}$ | 1T | 2.05/-2.32 | 2.21/-2.36 | 2.38/-2.71 | 0.66/1.87 | 0.85/2.39 | 1.16/2.69 | 0.26/0.67 | 0.50/1.19 | 0.92/1.96 |
| $\mathrm{HfSe}_{2}$ | 2 H | 2.55/-2.47 | 2.73/-2.75 | 2.83/-2.91 | 3.36/2.74 | 3.35/2.91 | 3.40/3.19 | 1.57/1.28 | 2.36/2.04 | 3.30/3.04 |
| $\mathrm{HfSe}_{2}$ | 1T | 1.92/-2.20 | 2.13/-2.46 | 2.12/-2.65 | 0.56/1.84 | 0.73/2.23 | 0.92/2.61 | 0.26/0.75 | 0.51/1.35 | 0.84/2.11 |
| HfTe ${ }^{\text {a }}$ | 2 H | 2.29/-2.31 | 2.24/-2.44 | 1.74/-1.86 | 1.05/2.41 | 1.52/2.64 | 2.48/3.09 | 0.56/1.17 | 1.00/1.75 | 0.91/1.34 |

${ }^{\mathrm{a}}$ Electronic transport and thermoelectric properties are performed based on HSE06+PBE functional for these selected $\mathrm{MX}_{2}$ compounds. $\mathrm{p} / \mathrm{n}$-type ZT values for various temperatures are listed in Table IV. In addition $\tau_{e l}(E), S, P F$, and $Z T$ are demonstrated in Fig. S3 [93].

TABLE IV. $p$ - and $n$-type $Z T$ values at different temperatures based on the HSE06 calculations.

|  |  | $Z T(p-/ n$-type $)$ |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  |  | 300 K | 500 K | 800 K |
| $\mathrm{MX}_{2}$ | Phase | $0.09 / 0.13$ | $0.17 / 0.23$ | $0.30 / 0.42$ |
| $\mathrm{CrO}_{2}$ | 2 H | $0.47 / 0.81$ | $0.90 / 1.37$ | $1.70 / 2.18$ |
| $\mathrm{TiTe}_{2}$ | 2 H | $0.80 / 1.08$ | $1.49 / 1.74$ | $2.47 / 2.67$ |
| $\mathrm{ZrTe}_{2}$ | 2 H | $0.52 / 1.03$ | $1.00 / 1.71$ | $1.76 / 2.62$ |
| $\mathrm{HfTe}_{2}$ | 2 H | $0.21 / 0.70$ | $0.38 / 1.21$ |  |
| $\mathrm{TiS}_{2}$ | 1 T | $0.11 / 0.37$ |  |  |

We predict substantial differences in their TE performances. Both $n$-type and $p$-type $Z T$ values of the 2 H phases are much larger than those of the 1 T phase, and $\kappa_{\mathrm{ph}}$ of the 1 T phases are always slightly higher than the 2 H phases (see Table II). The underlying reason lies mostly in their electronic band structures. The frontier bands in the 2 H phase are less dispersive than in the 1T phase. The valence band maximum is almost flat, which leads to sharp changes in the DOS and the electronic transmission spectrum and give rise to enhanced $S$, $P$, and $Z T$. As a result, the $p$-type $Z T$ values of the 2 H phases are five to six times higher than those of the 1 T phases. In the $n$-type $Z T$, the difference is not as dramatic as in the $p$-type $Z T$, but those of 2 H phases are considerably larger again. 1 T phases of $\mathrm{ZrSe}_{2}$, $\mathrm{HfSe}_{2}$, and $\mathrm{HfS}_{2}$ were previously predicted to have promising $Z T$ values, when phonon scatterings are taken into account [53,56].

In order to quantify the role of $\kappa_{\mathrm{ph}}$ on $Z T$, we study their correlation from the available data. The p-type $Z T$ for 2 H compounds is inversely correlated with $\kappa_{\text {ph }}$ as $55 \%, 60 \%$, and $59 \%$ at $300 \mathrm{~K}, 500 \mathrm{~K}$, and 800 K , respectively. On the other hand, inverse correlation between $n$-type $Z T$ and $\kappa_{\text {ph }}$ is slightly larger than that of $p$-type $Z T$. Inverse correlation values of $57 \%, 62 \%$, and $61 \%$ are obtained for the same temperatures. These illustrate the role of $\kappa_{\mathrm{ph}}$ in determining the TE performance of the crystals considered.

The 2 H phases of $\mathrm{ZrSe}_{2}, \mathrm{ZrTe}_{2} \mathrm{HfS}_{2}$, and $\mathrm{HfSe}_{2}$ provide $Z T$ values larger than 1 for both $n$ - and $p$-type carriers at room temperature. The electronic transmission, Seebeck coefficient, power factor, and TE figure of merit of these compounds are presented in Fig. 6. Although $2 \mathrm{H}-\mathrm{ZrSe}_{2}$ and $2 \mathrm{H}-\mathrm{ZrTe}_{2}$ have almost the same thermal conductance values, $\mathrm{ZrTe}_{2}$ has the lowest $Z T$ compared to other promising compounds due to relatively smooth transmission spectra at the valence band edge. It is also observed that PBE results yield a decreasing $Z T$ for $\mathrm{ZrTe}_{2}$ above 500 K . This stems from the fact that the band gap of $\mathrm{ZrTe}_{2}$ as predicted from PBE is not sufficient to support an efficient TE response at high temperatures. We use hybrid functionals to correct the calculated band gap, which will be discussed separately below. Abrupt changes in the transmission spectra are observed at the valence band edges of $\mathrm{ZrSe}_{2}, \mathrm{HfS}_{2}$, and $\mathrm{HfSe}_{2}$ (see Fig. 6).

Altough $\kappa_{\text {ph }}$ of $2 \mathrm{H}-\mathrm{HfTe}_{2}$ is lower than that of $2 \mathrm{H}-\mathrm{HfSe}_{2}$, its $p$-type $Z T$ is much lower than that of $2 \mathrm{H}-\mathrm{HfSe}_{2}$, which is found to have the highest $p$-type $Z T$ value (1.57) at room temperature. The lower $Z T$ value of $2 \mathrm{H}-\mathrm{HfTe}_{2}$ is because of its electronic transmission being smoother than that of $2 \mathrm{H}-\mathrm{HfSe}_{2}$. In the case of $n$-type $Z T$, in addition to these


FIG. 6. Electronic transmission, Seebeck coefficient, power factor, and thermoelectric figure of merit are plotted around the Fermi level for $2 \mathrm{H}-\mathrm{ZrSe}_{2}, 2 \mathrm{H}-\mathrm{ZrTe}_{2}, 2 \mathrm{H}-\mathrm{HfS}_{2}$, and $2 \mathrm{H}-\mathrm{HfSe}_{2}$.
four TMDs, for $2 \mathrm{H}-\mathrm{HfTe} 2$ and $2 \mathrm{H}-\mathrm{TiS} 2$, it exceeds 1 at room temperature. It is worth mentioning that a remarkably high $p$-type power factor is achieved for the $1 \mathrm{~T}-\mathrm{ZrO}_{2}$ and $1 \mathrm{~T}-\mathrm{HfO}_{2}$ but their lattice thermal conductances are higher than those of $2 \mathrm{H}-\mathrm{ZrSe}_{2}, 2 \mathrm{H}-\mathrm{ZrTe}_{2}, 2 \mathrm{H}-\mathrm{HfS}_{2}$, and $2 \mathrm{H}-\mathrm{HfSe} 2_{2}$ by about a factor of 2 or 3, thus their $Z T$ values remain under 1 at 300 K . In principle, TE response of these oxides can be enhanced by reducing $\kappa_{p h}$ with phonon engineering.

Seebeck coefficient is reduced with simultaneous contribution of $p$ - and $n$-type carriers. Accordingly, obtaining accurate $S, P F$, and $Z T$ values will mostly depend on electronic band gap of material, especially at higher temperatures. If the band gap of the material is smaller than about $10 \mathrm{k}_{B} T, S$ is suppressed with increasing temperature as in the cases of


FIG. 7. Electronic band structure of $1 \mathrm{~T}-\mathrm{TiS}_{2}$ with PBE (solid red) and hybrid HSE06 (dashed blue) functionals. Transition from semimetallic to semiconducting phase occurs with the hybrid functional.
$2 \mathrm{H}-\mathrm{CrO}_{2}, 2 \mathrm{H}-\mathrm{HfTe}_{2}, 2 \mathrm{H}-\mathrm{TiTe}_{2}$, and $2 \mathrm{H}-\mathrm{ZrTe}_{2}$. The $E_{\mathrm{g}}^{\mathrm{PBE}}$ is $0.36 \mathrm{eV}(0.45 \mathrm{eV})$ for $2 \mathrm{H}-\mathrm{HfTe}_{2}\left(2 \mathrm{H}-\mathrm{ZrTe}_{2}\right)$, and $S$ is suppressed when temperature is above $300 \mathrm{~K}(500 \mathrm{~K})$. Suppression of $S$ reduces $Z T$ when $T$ is above 500 K for $2 \mathrm{H}-\mathrm{HfTe}{ }_{2}$, because the increase in $G$ compensates the decrease in $S$ at lower temperatures. For $2 \mathrm{H}-\mathrm{CrO}_{2}$, a similar trend in $S$ is observed, however $Z T$ is not suppressed at higher temperatures because $G$ increases with $T .2 \mathrm{H}-\mathrm{TiTe}_{2}$ has the narrowest $E_{\mathrm{g}}^{\mathrm{HSE}}(0.19 \mathrm{eV})$ among the investigated TMDs. Therefore, the decrease in $S$ and $Z T$ appear above room temperature. $\tau_{e l}(E)$, $S, P F$, and $Z T$ calculated from hybrid-functional-corrected band gaps are demonstrated in the Supplemental Material (see Fig. S3) [93]. Band gap correction using hybrid functionals results in better $Z T$ values for these $\mathrm{MX}_{2}$ compounds as seen in Table IV.

Besides the semiconducting TMD/TMOs, TE properties of semimetallic $1 \mathrm{~T}-\mathrm{TiS}_{2}$ is also investigated. $1 \mathrm{~T}-\mathrm{TiS}_{2}$ is more stable with a $E_{\text {coh }}=5.31 \mathrm{eV}$, which is higher than its 2 H phase for about 0.14 eV [91]. HSE06 correction exhibits a transition from semimetallic to semiconducting behavior as shown in Fig. 7 with a band gap of 0.62 eV , in agreement with previous results [92]. It is clearly seen that $1 \mathrm{~T}-\mathrm{TiS}_{2}$ does not achieve a high value of $p$-type $Z T$, but $n$-type $Z T$ exceeds 1 when temperature reaches 800 K (see Table IV and Fig. S3) [93].

We note that inclusion of spin-orbit coupling (SOC) should be expected to give rise to quantitative changes in the thermoelectric coefficients of the structures. Lifting the spin degeneracy, SOC can be expected to reduce the TE efficiency for structures where the SOC is strong.

## VI. CONCLUSION

We have investigated structural, electronic, vibrational, as well as ballistic transport and thermoelectric properties of a large family of TMDs/TMOs by using a combination of $a b$ initio and Landauer-Büttiker formalisms. We have identified promising thermoelectric materials which possess high $Z T$ values close to or above 1 at room temperature. In particular, high $p$-type and $n$-type TE figure of merit are found for $2 \mathrm{H}-\mathrm{HfSe}_{2}$ and $2 \mathrm{H}-\mathrm{ZrSe}_{2}$, respectively. Moreover, our calculations reveal that two TMO monolayers, $1 \mathrm{~T}-\mathrm{ZrO}_{2}$ and $1 \mathrm{~T}-\mathrm{HfO}_{2}$, can be promising $p$-type thermoelectric candidates at room temperature.
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