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3.1 Introduction

The chemical, physical, and morphological features of surfaces play a very crucial
role in material properties including wettability, optical, adhesive, mechanical,
and so on. Therefore, diagnosis of surface structures is very important for mate-
rials science. The properties of natural and fabricated material surfaces can be
determined using characterization techniques. In this chapter, some of the most
common characterization methods are given.

3.2 Surface Characterization Methods

3.2.1 X-ray Spectroscopy Techniques

The discovery of X-rays in 1845 by Wilhelm Conrad Rontgen gave rise to signifi-
cant scientific advancement that benefited a variety of fields by making the invis-
ible to the visible. In 1901, Wilhelm Rontgen received the Nobel Prize in physics
for the invention of X-rays. The discovery of X-ray led to significant improvement
in the diagnosis for medical applications. In the years subsequent to this discov-
ery, X-rays were used for military applications. Initially, the harmful effects of
radiation were not comprehended. Later, it was observed that those who were
exposed to X-ray radiation encountered severe burns and skin damages. Thomas
Edison’s assistant who worked extensively with X-rays, died of skin cancer in
1904. Then, the risk of X-ray radiation was fully understood and this led to the
use of protection shields. Today, X-ray technology is being widely employed in
numerous fields such as medicine, material analysis, and devices [1].

X-rays are electromagnetic energy waves acting like light rays. X-rays have
wavelengths in the angstrom range. Furthermore, X-rays are highly energetic
and are employed not only to penetrate solids but also to probe their inter-
nal structure. As a result of the atom excitation via high energy photons or
electrons, an electron is removed from the atom, leading to an electron hole
at the inner orbit. These electron holes are filled by outer electrons. As a result
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of this phenomenon, X-rays are produced. The energy released by the excited
atom is specific for an element and the intensity related to the amount of the
element.

3.2.1.1 X-rays Florescent Spectroscopy
X-ray florescent spectroscopy technique is a powerful and sensitive technique
as it allows fast and accurate qualitative as well as quantitative determination of
elements. In this technique, the sample is irradiated by the X-rays coming from an
X-ray source. X-rays absorbed by the sample are sufficiently energetic to remove
electrons located in the inner K and L shell. There are several transitions that
yield a fluorescent photon with a characteristic energy equal to the difference in
energy of the initial and final orbital as (i) L→K transition is called K𝛼 , (ii) M→K
transition is called K𝛽 , and (iii) M→L transition is called L𝛼 [2].

As a result of electron removal, the unstable ions are formed. They become
more stable and electron transfer occurs from the outer shells to the inner shells
leading to X-ray production. The schematic representation of electron removal
from the outer shells to the inner shells is demonstrated in Figure 3.1. This X-ray is
called secondary X-ray, which is different from the basic X-ray obtained from the
X-ray source. The radiation released during the electron transfer from the outer
layer to the inner layer is called fluorescence radiation. The energy of X-ray fluo-
rescence depends on the energy difference of the electrons transferred between
the orbitals.

The intensity of the fluorescent radiation depends on the concentration and the
amount of the sample. The fluorescent radiation wavelength can be calculated
from Planck’s law, given in Eq. (3.1):

𝜆 = hc
E

(3.1)

𝜆 is the wavelength
h is the Planck’s constant, 6.626× 10−34 J s
c is the speed of the light, 3.00× 108 m s−1

E is the energy.

X-ray florescent spectroscopy (XRF) is one of the most commonly used meth-
ods. The samples are not destroyed during the analysis and this method could be
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Figure 3.1 The illustration of the electron removal and the X-ray fluorescence radiation.
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applied to solids, liquids, and gases. Samples of solid powder are pressed into pel-
lets, liquid specimens are introduced into the cell made from plastic or metal, and
gas samples are analyzed at high-pressure vessels. Orbital of transition between
the outer and inner layers is between the K and L layers and, conventionally, is
often referred to as the transition K𝛼 . The samples are usually in the solid form
for XRF applications. Hovewer, the analysis of the solutions can be performed by
using appropriate equipments. The solid samples could be transferred on a carriri
via pressing a tablet. For the nonhomogenous samples, samples could be melted
or dissolved. XRF spectrum is a graphical representation of X-ray intensity peaks
as a function of energy peaks. In the spectrum, one can note that the peak energy
identifies the element and the peak intensity is indicative of the elemental con-
centration [3].

3.2.1.2 X-ray Diffraction Technique
X-ray diffraction (XRD) is an analytical technique primarily used for phase iden-
tification of a crystalline material. In addition, XRD is employed for monitoring
the phase transformation as well as for determining the particle size. It has three
basic units: an X-ray tube, a sample holder, and an X-ray detector.

X-rays are produced in a cathode ray tube by heating a filament to produce
electrons. The electrons are accelerated through a target by applying a voltage and
bombarding the target material with electrons following which a characteristic
X-ray spectrum is obtained. In the spectrum there are several components such
as K𝛼 and K𝛽 . The commonly used target materials are as follows: Cu, Fe, Mo,
Cr. Most researchers prefer the copper target due to its availability with CuK𝛼

radiation (1.5418 Å) [4]. Consider two parallel planes of atoms A–A and B–B in
order to understand the diffraction in Figure 3.2. These two planes have the same
miller indices h, k, and l. The incoming beam with an angle of 𝜃 is monochromatic
and coherent. Two rays in this beam, labeled 1 and 2, are scattered by atoms P
and Q. Constructive interference of the scattered rays 1 and 2 occurs also at an
angle to the planes, if the path length difference between 1-P-1 and 2-Q-2 is equal
to a whole number, n, of wavelengths. That is, the condition for diffraction is
n𝜆 = SQ + QT or n𝜆 = 2d sin 𝜃.

n𝜆 = 2d sin 𝜃 (3.2)

𝜆 is the wavelength of the X-ray beam
d is the distance between the two lattice
𝜃 is the angle between the incoming X-rays and the normal to the reflecting lattice

plane
n is the integer called the order of reflection.

The XRD analysis can be done in two different geometries. The first method is
generally known as powder method, and can be defined as a symmetric method
since the system always detects the scattered X-rays at a diffraction angle that
is equal to the angle of X-rays incident of the surface. Both the sample and the
detector move step by step during the measurement. While the samples rotate
at an angle (𝜃) the detector moves two times this angle (2𝜃), which is also con-
firmed in Bragg’s law. This method, therefore, always detects the diffracted X-rays
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Figure 3.2 X-rays scattered
by atoms in an ordered lattice.

from grains that are only oriented parallel to the surfaces and not the others. One
disadvantage of this geometry is that the effective depth probed by the incident
beam always changes during the scan due to the change in the angle of the inci-
dent beam. This property of the method might cause some misinterpretation if it
is not taken notice on examining, for example, a material having a layered struc-
ture. This introduces the concept of fixing the angle of the incident beam and
scanning the scattered beam; for that kind of analysis the following method will
be considered.

The second method is used to determine the layered structures. In this system,
the incident X-ray beam is fixed to a predetermined value on the sample and
detector scans 2𝜃 degrees. Contrary to the powder method, this method facil-
itates diffraction from the planes not parallel to the surface, never the parallel
ones. Normally, this method uses very small angles of incidence on the surface
providing information from quite thin layers and is ideally suitable for exami-
nation of layer thicknesses, which is on the order of 0.1 μm. The main power
behind this method, therefore, involves providing the information layer by layer
by just changing the angle of X-ray beam incident on the sample surface. Due to
extremely low incident angles the scattered beam mainly lacks enough intensity
and parallelism, which might lead to missing or wrong information. Using a Göbel
mirror and parallel beam optics may solve this problem. Further information can
be found in the literature.

Diffraction patterns are mainly used to identify the crystallographic phases in
material characterization. Diffraction peaks are only observed when the sample
possesses sufficient long-range order, which is an important limitation. Diffrac-
tion lines from perfect crystals are very narrow. The Scherrer equation and XRD
spectra was used to calculate the dimensions of the materials. A typical XRD
spectra is given in Figure 3.3. Scherrer’s equation as follows:

⟨L⟩ = K𝜆

𝛽 cos 𝜃
(3.3)

𝛽 is the integral breadth of peak at 2𝜃 values (𝛽 = 𝜃1 − 𝜃2)
𝜆 is the wavelength of the X-ray beam (𝜆Cu K𝛼

= 1.54 nm)
𝜃 is one half of the deviation of the diffracted beam and the normal reflecting line
L is the interplanar spacing for a plane.
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3.2.1.3 X-ray Photoelectron Spectroscopy
X-ray photoelectron spectroscopy (XPS) provides information on the elemental
composition and the oxidation state of the elements. Photoelectric effect is cru-
cial for the XPS theory. Mg K𝛼 (1253.6 eV) and Al K𝛼 (1486.3 eV) are the most
commonly used X-ray sources. In XPS, one measures the intensity of photoelec-
trons as a function of their kinetic energy.

The sample is irradiated with a monochromatic X-ray beam. An ejected photo-
electron leaves behind a core hole in the atom. The hole created in the shell gives
rise to a photoelectron. This hole if filled by an electronic transition from the other
shell. The energy released is associated with the X-ray photon (see Figure 3.4).
Each atom has core level electrons. The binding energy of each core level elec-
tron is specific. The measured kinetic energy of a core level photoelectron peak
can be related directly to its characteristic binding energy. The energy of core
level electrons depends on the chemical state of the atom. Binding energies on
the XPS spectrum are not only element specific but also contain chemical infor-
mation. As a rule of thumb, the binding energy increases with the oxidation state
or with the electro negativity of its neighbors [4, 5].

Photoelectron peaks are labeled according to the electron quantum numbers.
An electron has an orbital momentum l (0, 1, 2, 3… Indicated as s, p, d, f…) and
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a spin momentum. The total momentum of this electron could be predicted as
j= l+ s. Each level has two levels as the spin may be either up (s=+1/2) or down
(s=−1/2). The energy difference is called the spin orbit splitting.

3.2.2 Surface Characterization with FTIR Spectroscopy

Fourier transform infrared (FTIR) spectroscopy is a kind of molecular vibra-
tional spectroscopy that provides information about the chemical composition,
bonding properties, and atomic and molecular structure (and environment) of
materials at the molecular scale. FTIR spectroscopy has been extensively used as
a surface characterization, analytical, or biophysical technique for the study of a
variety of materials including chemical and biological species as well as drugs,
thin films, coatings, synthetic polymers, natural biopolymers (DNA, protein,
etc.), biomaterials, nanoparticles, and biomedical samples (dental implants etc.)
[6–12]. FTIR technique enables to measure all type of materials (solids, liquids,
and gases).

Infrared (IR) spectroscopy is based on the interaction of IR radiation with
an oscillating electric dipole moment of the molecules. The IR region covers
the range of 0.7–500 μm (14 000–20 cm−1) and is divided into three parts as
being near-IR (0.78–2.5 μm), mid-IR (2.5–50 μm), and far-IR (50–500 μm)
radiation. The mid-IR range (4000–400 cm−1) is the most useful region of
the electromagnetic spectrum for the analysis of biological macromolecules,
chemicals, and polymeric materials.

Atoms and molecules interact with electromagnetic radiation in a wide vari-
ety of ways (absorbing and/or emitting). Absorption of electromagnetic radiation
stimulates different types of motion in atoms and/or molecules. For example,
absorption of the IR radiation by the sample excites the interatomic vibrations
(or normal modes). These normal modes are described by stretching (symmetric
and antisymmetric), bending, rocking vibrations, and so on. If the frequency of
IR light coincides with the frequency of molecular vibration and if stretching of
bonds between the atoms creates a dipole moment change along with the vibra-
tion (IR-active), then the incident IR beam is absorbed by a molecular vibration
of the sample, generating an IR spectrum (Figure 3.5). The pattern of absorption
is called spectrum (sing.) or spectra (pl.). The amount of IR light (or intensity)
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Figure 3.5 A schematic representation of an FTIR spectrum. (Image Courtesy of Günnur
Güler.)



3.2 Surface Characterization Methods 73

absorbed by the material is plotted as a function of wavenumber. Wavenumber is
the number of waves in a space and is depicted by the reciprocal of wavelength.
Wavenumber (cm−1) is used as the unit of energy in a spectrum since it is pro-
portional to the frequency and energy due to

wavenumber = 1
𝜆
= 𝜗

c
(3.4)

energy = h𝜗 (3.5)

where h is the Planck constant, 𝜗 is the frequency, and c is the speed of light.
Vibrational modes that do not generate a dipole moment change in the molecule
are called IR-inactive (not observed in the IR spectrum) such as symmetric
stretching modes of CO2 and homonuclear diatomic molecules (H2, N2, and
O2) while heteronuclear diatomic molecules (CO and HCl) are IR active
having induced dipole moment due to the change in the atomic positions
(dipole moment = charge × distance).

FTIR technique is used to determine the presence of the functional groups (i.e.,
OH, NH, CH, CO, and PO) in materials. The IR radiation absorbed by the vibra-
tions of functional groups gives rise to the characteristic IR signals at specific
wavenumbers (or frequencies). These signals are unique for a given compound
and the absorbed intensity is associated with the quantity of the absorber. Atoms
within a molecule oscillate with a frequency of

𝜗vib = 1
2𝜋

√
k
𝜇

(3.6)

where 𝜇 is the reduced mass of the atoms and k is the force constant of the bond
between molecules or atoms. Different vibrational modes are detected at differ-
ent frequencies in the spectrum because a characteristic frequency depends on
two important parameters. These are the masses of atoms and the bond length
between atoms. This makes IR spectroscopy very sensitive to any changes in the
molecular environment. Frequency decreases with increasing atomic mass while
it increases with increasing bond energy (k). Therefore, an IR spectrum provides
a fingerprint pattern of molecular structure of the material, which is composed
of thousands of atoms.

3.2.2.1 FTIR Spectrometers
An FTIR spectrometer is an instrument that displays the IR spectrum of a sam-
ple. In the 1940s, the dispersive IR spectrometers were developed with a grating
monochromator used as an analytical technique for the characterization of com-
pounds. However, modern FTIR spectrometers have been used for advanced
researches since the late 1970s, which use a Michelson interferometer to record
an IR spectrum.

A Michelson interferometer is the most important component of the spec-
trometer [13, 14]. It harbors a source, beam splitter, two plane mirrors (one fixed
and one movable), a laser, and a detector. The collimated IR beam, which passes
through the interferometer, is split into two beams via the beam splitter. After
recombination, a constructive or destructive interference pattern is created
and is directed to the output. The output IR beam passes through the sample
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Figure 3.6 The process of formation of a Fourier transform (FT) infrared spectrum drawn by
OPUS software [15]. (Image Courtesy of Günnur Güler.)

where some energy is absorbed and some is transmitted. The transmitted light
is focused toward the detector. The optical path length of a beam varies with a
movable mirror. The detector signal (output) is collected as an interferogram
(Figure 3.6). This interferogram is transformed to the frequency domain by a
computer using the mathematical operation called Fourier-transformation at
discrete points to display the IR single beam spectrum. To produce absorbance
or transmittance spectrum, the sample single beam spectrum is collected taking
the reference as background single beam spectrum (Figure 3.6). This reference
spectrum is recorded in the absence of a sample; for example, the air spectrum.
The final spectrum (i.e., transmittance spectrum) can be converted to one
another (i.e., absorbance spectrum) by calculating the negative logarithm
(A = −log10T) of the data points. The absorbed IR radiation (A) by a sample can
be directly calculated by Beer-Lambert law:

A = −log10

(
I
I0

)
(3.7)

where (I) and (I0) are the intensities of the single beam spectrum of the sample
and reference, respectively.

For FTIR spectrometers, photon detectors (semiconductor detectors such
as mercury-cadmium-tellurium or MCT) and thermal detectors (deuterated
triglycine sulfate or DTGS) are available to measure the intensity of the incident
beam. MCT detectors operate at liquid nitrogen temperature of about 77 K
while DTGS detectors work at room temperature.

3.2.2.2 Methods and Sampling Techniques
An IR spectrum can be recorded by FTIR spectrometers combined with
attenuated total reflection unit-Fourier transform infrared (ATR-FTIR) or in
the transmission mode. Both are absorption techniques. FTIR can identify even
small concentrations of materials (typically 0.1–1 mM).
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Figure 3.7 A schematic representation of an absorption
measurement with FTIR in the transmission mode [15].
(Image Courtesy of Günnur Güler.)
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FTIR in transmission mode: In transmission measurements, the IR beam is
passed through a cuvette before it reaches the detector (Figure 3.7)

A = 𝜀cd = −log10

(
I
I0

)
(3.8)

The absorbance is calculated from the Beer-Lambert’s law, where c is the con-
centration of the absorbing molecules, 𝜀 is the molar extinction coefficient (or
molar absorption index), and d is the path length of the measuring cuvette. Thus,
this technique is suitable for quantitative analysis. Importantly, the FTIR cuvettes
(or optical materials) should be transparent in the mid-IR spectral range so that
only IR signals arising from the measuring sample are observed in the spectrum.
Such optical materials can be ZnSe, AgCl, KRS-5, KBr, CsBr, CsI, KCl, NaCl,
CaF2, and BaF2 that have different stability against aqueous solution and differ-
ent refractive indices. A suitable path length has to be selected for liquid samples.
For example, CaF2 is the most widely used cuvette to study aqueous solutions of
materials due to its insolubility in water and low refractive index.

In comparison to aqueous solutions, analyzing of solid samples is rather com-
plex for a transmission measurement. A certain amount of solid sample must be
diluted with KBr that is transparent in the IR range. Subsequently, the mixture
of KBr and the solid sample is pressed to make “KBr-pellet.” Homogenization of
this pellet is crucial to obtain a high quality and reproducible spectra. Therefore,
ATR-FTIR spectroscopy is mostly preferred to get rid of preparing of KBr-pellets.

ATR-FTIR spectroscopy: One of the most frequently applied experimental
methods for surface characterization is the ATR-FTIR spectroscopy. It is an
absorption technique that soft materials (biological and chemical species,
polymers, gels, pastes, semi-dry films, 2D crystals, and proteoliposomes of
protein–membrane complexes) as well as hard materials (thin films, powders,
metals, etc.) can be easily analyzed without particular sample preparation.

The IR beam is directed to a trapezoidal-shaped IR-transparent crystal with a
high refractive index, n (Figure 3.8). The crystal material is mostly capped with
zinc selenide (n= 2.42), diamond (n= 2.4), or germanium (n= 4), where the sam-
ple material is placed (Figures 3.8 and 3.9). The incident light is reflected at the
interface between two materials. which is made up of different refractive indexes.
The reflected IR beam is attenuated and protrudes a few micrometers (0.5–5 μm)
into the sample medium (nsample =∼1.5). IR radiation is partially absorbed by the
sample deposited on the surface of crystal plate. Therefore, ATR-FTIR is a kind of
surface sensitive technique and sometimes also stands for evanescent wave spec-
troscopy. It is easy to use because the material is just placed on the top of the
ATR unit. Solid materials such as thin films, coatings, powders, metals, papers,
rubber, fibers, leather-like samples, and polymers can pressed with a pressure tip
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Figure 3.8 A schematic representation of an ATR unit. IR beam undergoes internal one-single
reflection in the ATR crystal of high refractive index. The sample is in contact with the crystal.
(Image Courtesy of Günnur Güler.)
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Figure 3.9 The FTIR spectrometer (a) equipped with an ATR unit and crystal plate (b). Image at
(c) shows the sampling area made up of diamond. (Image Courtesy of Günnur Güler.)

of a high-pressure clamp to provide an intimate physical contact with the crys-
tal plate. This technique requires only a tiny amount of sample but should be in
good contact with the sampling area to produce a strong and reproducible IR sig-
nal. Therefore, it is well suited particularly for the surface characterization of the
materials.

3.2.2.3 Advantages and Disadvantages of FTIR Spectroscopy
In comparison to other techniques, FTIR spectroscopy has many advantages.
FTIR spectrometers provide high spectral accuracy with high signal-to-noise
ratio, high resolution, and sensitivity to weak peaks. The technique is also
economic, nondestructive, and fast. It is easy to use and one spectrum is
measured very quickly within seconds or a couple of minutes. It does not change
the structure of the samples due to small photon energy (0.05–0.5 eV). FTIR
requires a small amount of sample; particularly, a few microliters (or one drop) of
liquids and one pinch of solid material are enough for the FTIR measurements.
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Figure 3.10 The FTIR absorbance
spectra of the osmosensor protein
BetP in aqueous solutions before (raw
spectrum) and after (corrected
spectrum) H2O buffer subtraction
[15]. (Image Courtesy of Günnur
Güler.)
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However, FTIR spectroscopy has some limitations. Particularly, studying
with aqueous solutions has certain difficulties because water has an intense
absorbance due to O—H vibrational signals that overlap strongly with the signals
of other functional groups. This problem can be overcome by taking the water
as a background before measurement of the real sample or the spectrum of
the water/buffer solution can be mathematically subtracted/corrected from
the real sample spectrum (see Figure 3.10) so that we can get rid of the water
absorption in the spectrum. The other disadvantage is that FTIR provides only
average information from one type of functional group. For example, the C=O
vibrational modes of two different types of materials are observed at the same
frequency range with a minimal frequency shifting depending on the local and
global environment of the C=O molecules.

3.2.2.4 Applications of FTIR Spectroscopy
IR spectroscopy is one of the classical methods used as a characterization
technique to explore chemical bonds in surface atoms in many research areas,
including organic and inorganic chemistry, solid state physics, material science,
biotechnology, biomedical engineering, biophysics, biochemistry, and pharmacy.

FTIR is a time-saving and nondestructive technique that requires low set up
and running cost. Importantly, it provides label-free analysis of materials. This
makes FTIR spectroscopy a valuable tool for the characterization of structural
and physicochemical properties of materials such as dynamics and flexibility,
stability, purity, ionization (protonation or deprotonation), thermodynam-
ics, binding, kinetics of a reaction, structure determination, identification of
chemical and molecular composition, surface modifications, and structural
inhomogeneity. FTIR is also sensitive to single bonding changes, thus, FTIR
technique can determine with great confidence the bond length, bond strength,
H-bonding properties, conformational freedom, charge distributions, redox
state, and electrostatic interactions in a material.

Surface characterization studies using FTIR spectroscopy for chemical analysis
have been performed on a variety of nanoparticles that show potential for drug
delivery systems [6, 7]. For instance, zein–pectin capsule was developed for tar-
get delivery [6]. Here, the ATR technique was used to analyze the characteristic
chemical interactions between pectin (a carbohydrate) and zein (a protein) which
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are the natural biopolymers. Formation of the zein–pectin complex via hydrogen
bonding was confirmed in the IR spectra.

FTIR spectroscopy has been primarily used for surface chemistry of nanos-
tructures and nanoparticles as well [16, 17]. For example, different types of
nanostructures (nanobelts, nanobricks, and nanosheets) of polypyrrole (PPy),
which are very promising polymers for the electrochemical supercapacitors,
were fabricated [16]. Polymerization of pyrrole was achieved electrochemi-
cally. Subsequently, they were analyzed with FTIR spectroscopy to confirm
the formation of conducting PPy thin films. Observation of characteristic IR
signals absorbing at 1194 cm−1 (C—N stretching vibrations) and 922 cm−1

(C=C in-plane bending vibrations of the pyrrole ring) reflect the doping state
of PPy thin film. ATR-FTIR spectroscopy is a powerful tool for the surface
characterization of polymeric materials. It provides surface-specific information
since the penetration depth of the IR beam can protrude deeply into the surface
of a material. For example, polymers of HEMA (2-hydroxyethyl methacrylate)
are used in many biomedical applications like drug delivery and biosensors. Thin
films of poly-HEMA at various conditions have been extensively analyzed with
FTIR technique [18].

FTIR is particularly well suited for the analysis of polymer processing (surface
modifications, coatings, etc.). Surface modifications of commercial ultrafiltra-
tion polyethersulfone membranes achieved by a graft polymerization technique
were characterized by the ATR technique to reveal the chemical changes dur-
ing modification [12]. In this work, FTIR could also recognize the adsorption
of the albumin protein on the surface of these membranes. It was also able to
detect the conformational changes of the albumin during adsorption. Thus, the
ATR technique is very useful for binding or adsorption studies [19] with bio-
logical systems such as proteins, nucleic acids lipids, and so on. Since ATR is a
surface-sensitive technique, conformation analysis of adsorbed proteins, orienta-
tion of molecules/functional groups, surfactants, and drugs can be studied well.

When compared to other techniques, FTIR spectroscopy is highly effec-
tive for surface characterization. It has been commonly used also for the
characterization of thin films, nanowires, and coatings in terms of molec-
ular ordering/disordering, bonding arrangements, trace impurities as well
as associated chemical imperfections. For example, SiO2 or silica-like thin
films and nanowires deposited directly on the ATR crystal have been studied
for many years [20–23]. In these studies, the Si—O—Si bonding vibrations
(—O—Si—O—) detected in the IR range of 1000–1250 cm−1 are related to
interface roughness and structural disordering. Particularly, a major absorption
band centered around 1070 cm−1 refers to the structural disordering. An incre-
ment of the intensity of this band was correlated with the structurally disordered
amorphous SiO2.

FTIR spectroscopy has been also used in the field of material science and solid
state physics to investigate the dynamics of atoms in crystals due to phonons
[24–27]. Normal modes in molecules and phonons in crystals are the detected
vibrational modes of materials. IR spectra of rock minerals such as calcite
(CaCO3), which has a trigonal structure with two molecules per unit cell as
well as dolomite (CaMg(CO3)2) which has a hexagonal structure, have been
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analyzed [24]. Since their structures are very similar, their IR spectra resemble,
but FTIR spectroscopy can distinguish these crystals by following the spectral
shifts in wavenumbers. Other crystal lattices such as (GaAS)n/(AlAs)m [26, 27]
and InAsSb/GaSb superlattices [28] have been also characterized with FTIR
spectroscopy.

Characterization of the surface modifications and biochemical properties
of the implants (bone and dental implants, etc.) and biomaterials (calcium
hydroxyapatite, etc.) are crucial for their interactions with the surrounding
tissue/cell since it affects the bioactivity and biocompatibility. Thus, FTIR spec-
troscopic characterization has become increasingly valuable in the biomedical
field [29–31]. Titanium-based implants and Ca2+-alginate hydrogel implants
are some examples analyzed with FTIR spectroscopy. Dental implants coating
with hydroxyapatite using two different processes (plasma spray and modified
biomimetic process) was also characterized with FTIR [8].

FTIR technique is frequently used for analyzing of tissue, cell, and biological
macromolecules like peptides, proteins, lipids, carbohydrates, and nucleic
acids (DNA, RNA, and microRNA), and even individual amino acids. For
example, molecular and biochemical characterization of cells [9] and tissues
[13, 30], 2D crystals and proteoliposomes of protein–membrane complexes
[10, 15], analysis of secondary structure of proteins and characterization of
enzyme–substrate reactions [14, 32–34], lipid–protein interactions [10, 35],
and nucleic acid–drug interactions [36–38] are some examples studied by
FTIR spectroscopy. These studies provide information on biochemical and
biophysical characteristics, such as determination of conformational changes
and functional features of proteins, inter- and intra-molecular interactions
with their environment, bonding arrangements, dynamics and flexibility of
molecules, stability, protonation–deprotonation status.

3.2.3 Nuclear Magnetic Resonance Spectroscopy

Nuclear magnetic resonance spectroscopy (NMR spectroscopy), is a nondestruc-
tive analytical technique that determines the unique structure and also enables
conformational analysis of a compound by exploiting the magnetic properties of
certain atomic nuclei. The technique has been discovered simultaneously by two
research groups Edward M. Purcell, Howard C. Torrey, Richard V. Pound from
Harvard University and Felex Bloch, William W. Hansen, and Martin Packard
from Stanford University upon observing the phenomenon of NMR in both solids
and liquids [39]. NMR spectroscopy has been applied to a wide range of dis-
ciplines including chemical sciences, biological and biochemical research, food
industry, pharmaceutical development and production, polymer industry, and
even geophysics. It has also led to the development of magnetic resonance imag-
ing (MRI), which uses the same principle as NMR to get an image of a soft tissue
[40, 41].

As one of the surface characterization techniques, NMR spectroscopy has
been widely used for the characterization of solid materials both in bulk and
surface structure. It has also been implemented to understand the surface
reactivity, oxidation state, and structure of active species as a complementary
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technique to other alternative methods like XRD and high-resolution electron
microscopy [42].

3.2.3.1 Theory of NMR Spectroscopy
Subatomic particles included in a nuclei are considered as spinning on their own
axes. However, in many atoms (like 12C) that have even number of protons and
neutrons, these spins are paired and the overall spin, I, of the nucleus becomes
zero (so called NMR inactive). Otherwise, the atomic nucleus has an overall spin;
when both the numbers of neutrons and protons are odd numbers, it will be an
integer (1, 2, 3, etc.); on the other hand, if the sum of the number of protons and
number of neutrons is odd, it will be a half-integer (1/2, 3/2, etc.). The overall spin
generates a randomly oriented magnetic field. When an external magnetic field B0
is applied, two spin states exist:+1/2 (lower energy level) and−1/2 (higher energy
level) and the nuclear magnetic field align itself either with or oppose the exter-
nal magnetic field due to absorption and re-emission of electromagnetic radio
frequency radiation (roughly 4–900 MHz). When the spin of the nuclei flipped,
the nuclei are said to be in resonance with B0. The frequency at which the reso-
nance occurs is called Larmor frequency measured in an NMR experiment and
is a unique property of a nucleus since every nucleus absorbs electromagnetic
radiation at different wavelengths/frequencies (Figure 3.11).

Additionally, every specific nuclei enters resonance at different energies and
frequencies depending on their chemical and electronic environment. Since
charged particles surround the nucleus by moving in a loop to create a magnetic
field, the “experienced” magnetic field by the nucleus is slightly different from
the external magnetic field applied. This phenomenon is called nuclear shielding
and the resultant change in energy levels requires a different frequency for
resonance which in return results in a new peak in an NMR spectrum. The basis
of structural and conformational analysis of molecules relies on nuclear shielding
and chemical shift (𝛿) which is a term used to describe the relative resonance
frequency of a certain compound to a reference compound and represented by
the formula:

𝛿 =
𝜐sam − 𝜐ref

𝜐ref
(3.9)

where 𝜐sam is the absolute resonance frequency of a certain sample while 𝜐ref is an
absolute resonance frequency for a standard compound under the same external
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Figure 3.11 Energy levels of a
nucleus with I = 1/2 after an
exertion of a magnetic field B0.
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Figure 3.12 Sketch of a
proton NMR spectrum
included in Becker,
Chapter 1.
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magnetic field. As a standard compound, generally tetramethylsilane (TMS) has
been used.

In an NMR spectrum that consists of a set of peaks as exemplified below, each
peak corresponds to a distinct compound. The x-axis shows the frequency in
parts per million and the y-axis shows the absorption peaks (Figure 3.12).

3.2.3.2 Types of NMR Spectroscopy
There are various types of NMR spectroscopy depending on:

• The type of instrumentation used
– Continuous wave NMR: The absorbance of the sample under resonance is

recorded as a function of either radio frequency (RF) excitation or magnetic
field. In continuous-wave (CW) NMR, both RF excitation and magnetic field
are continuously on.

– Fourier transform NMR: The sample of interest is irradiated with a specific
range of frequencies for a specific time and the decay of signal over time
(FID; free induction decay) is observed till the relaxation (return back to the
ground state energy level) and then converted to signal-frequency domain.

• The type of nucleus involved
– Carbon-13 NMR: used for identification of carbon atoms, only 13C isotope

that accounts for 1% of all organic molecules since 12C is not NMR active, in
a substance and has a wide variety of use in organic chemistry for structure
elucidation.

– 1H NMR: Also known as proton NMR used to identify the structure of a
compound with respect to hydrogen by providing information regarding
the number of different H present in a molecule, the electronic environment
of the different types of hydrogens, the number of hydrogen neighboring a
hydrogen. For solution-based measurements, inert solvents that do not con-
tain protons (deuterated, 2H=Deuterium/D) like; D2O (deuterated water),
CDCl3 (deuterated chloroform) are used.

• The physical state of the sample
– Solid state NMR: NMR conducted in solids. The NMR spectra seems to be

broadened due to dipolar interactions and chemical shift anisotropy (ori-
entation dependence of the chemical shift). For high resolution solid state
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NMR, various methods have been used: magic angle spinning, dilution, mul-
tiple pulse sequences, cross-polarization [43].

– Solution state NMR: most of the NMR experiments are done in solution
phase due to rapid molecular motion of solutions.

– Gas state NMR: used to expand the molecular electronic properties, to yield
temperature-dependent experimental data and observe intermolecular
effects on molecular electronic properties [44].

• The data collection
– One dimensional NMR (i.e., Carbon-13 NMR, 1H NMR): only x axis has a

chemical shift scale, y axis shows the intensity.
– Two-dimensional NMR (i.e., homonuclear 2D, heteronuclear 2D): both the

x and y axes have chemical shift scales and the data is collected in 2D as a
grid-like map. The structural determination is done by looking at the spectra
at the peaks in the grid and by matching them to the x and y axes. Intensities
used as third axis. There are several types of 2-D NMR; COSY (correlation
spectroscopy, both axes corresponds to 1H NMR), HETCOR (heteronuclear
correlation spectroscopy where 1H NMR and 13C NMR are used in x- and
y-axis).

3.2.3.3 Instrumentation and Sample Handling
A typical NMR instrument basically consists of four main components: a mag-
net, a frequency generator, a detector, and a recorder as illustrated in Figure 3.13.
The magnets used in NMR instruments are superconducting responsible for
providing a homogeneous magnetic field at 60–100 MHz. The induction of the
magnetic field is provided by magnetic coils when alternating current created by
frequency generator flows through them. The frequency generator could work
either as a continuous wave or pulsed. The detector subtracts the base frequency
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Figure 3.13 Typical sketch of an NMR instrument.
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from the output frequency and recorder can be of in various types: oscilloscopes,
computer, and so on.

3.2.3.4 Applications of NMR
NMR has become an indispensable tool for analytical technology and has taken
a pivotal role in a wide variety of applications in many disciplines. Not only
scientific disciplines but also various industries take advantage of sophisticated
NMR for routine analysis and basic research. Some examples have been given
below to give insight about the usage of NMR. For detailed explanations and
other examples other reference books and reviews dedicated for this aim could
be followed [40, 45–50].

Biochemistry: to analyze the biomacromolecules up to 100 kDa for structure
determination, to identify the protein function and protein folding, to do
atomic resolution structure analysis on membrane or such environments,
motional properties of biomacromolecules, determination of ionization state
of the enzymes, determination of interior water of proteins, and analysis of
hydrogen bonding for several biomolecule interactions.

Pharmaceutical: drug screening, drug design, drug–protein drug/enzyme inter-
actions, and drug–receptor interactions.

Chemistry: structural elucidation and conformational analysis of compounds.
Material science: polymer chemistry, physics, silicates (i.e., minerals, zeolites).
Food analysis: determination of oil content of a product (seeds, meals, and meat,

etc.) and determination of humidity in various foodstuffs.

3.2.4 Electron Microscopes

An electron microscope uses electrons to form a magnified image. This magnified
image is the ratio of the image size on the screen to the size of the object that is
being examined under a microscope. To understand why it is essential to use elec-
trons instead of light for high magnified images we need to know the definition
of resolution and depth of field.

Resolution is the minimum distance that a microscope can resolve. Resolu-
tion of an optical microscope is limited due to the nature of visible light. The
wavelength of visible light is between 400 and 700 nm. The electron energy in an
electron microscope can change from 0.1 up to 300 keV. The wavelength changes
with the energy and, therefore, the wavelength is not constant in a whole electron
energy range

E = hc∕𝜆 (3.10)

For 10 keV of electron energy wavelength of an electron based on Eq. (3.10) is
0.12 nm. When the wavelength of visible light is compared with the wavelength
of an electron it is seen that the resolution of an electron microscope is more
powerful than that of an optical microscope.

The depth of a field is related to the features in the image. It is a measure of how
many of these features are in focus at the same time. Electron microscopes have
higher depths of field when compared to light microscopes.
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Electron microscopes not only give information about topography and mor-
phology but also of composition and structure. These are the information that a
light microscope cannot supply.

There are two types of electron microscopes, scanning electron microscope
(SEM) and transmission electron microscope (TEM). We will now investigate
them in detail.

3.2.4.1 Scanning Electron Microscope (SEM)
SEM is generally preferred for a wide range of applications such as metals, poly-
mers, ceramics, and surface coatings due to its wide range of capabilities such as
getting high resolution and three-dimensional images and compositional, topo-
graphical, and morphological information about any solid materials.

The first SEM idea was proposed by Knoll in 1935. It was far beyond being a
SEM but Von Ardenne in 1938 built a scanning transmission electron microscope
(STEM) by adding a scanning coil to a TEM. STEM mode is still a standard imag-
ing technique in modern microscopes. In 1942, Zworykin made some improve-
ments in SEM design. Oatley from Cambridge University built a microscope with
a better resolution in 1948 and, in 1965, the first commercial SEM was built by
Cambridge instruments [51].

SEM, as it is in the other types of electron microscope, uses a focused beam of
electrons that are produced in the electron source at the top of the microscope.
The electron source has an area and this area is dependent on the type of the
source that is being used. There are three types of electron sources: thermionic
sources, Schottky emission sources, and field emission sources. Sources have an
effect on the resolution and the best resolution is achieved in field emission elec-
tron sources. The electron beam follows a vertical path due to electromagnetic
lenses through the column of the microscope. Electromagnetic lenses focus and
direct the beam down to the sample. When the beam hits the sample the electrons
interact with the specimen. The interaction is directly proportional to the energy
of incident beam. This is called interaction volume and it becomes broader when
the energy is increased. The electrons do not follow a straight line in the sample
as it is seen in Figure 3.14. They follow a zig–zag path instead.

High voltage Low voltage

Sample surface

Electron beam from source

Figure 3.14 Interaction volume for high and low voltage.
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Following this interaction a variety of characteristic signals are generated and
every signal is detected by its own detector. Secondary electrons are detected
by Secondary Electron (SE) detector, Back scattered electrons are detected by
Back Scattered Electron (BSE) detector, X-rays are detected by Energy Disper-
sive X-ray Spectroscopy (EDS) detector and Transmitted electrons are detected
by Scanning Transmission Electron Microscopy (STEM) detector as it is seen in
Figure 3.15.

Characteristic signals after being detected by specific detectors are converted
to a signal on the screen as an image. In Figure 3.16, an SE image of ZnO crystals
is seen. This image is acquired using SE detector and it shows the topography of
the ZnO crystals.

In Figure 3.17, a BSE image of gold particles on textile fibers using BSE detector
is shown. This detector uses atomic contrast. A brighter BSE intensity correlates
with higher average atomic number. The brighter the region of interest, the higher
the atomic number and the darker the region of interest the lower the atomic
number is.

SAMPLE

Backscattered electrons

Secondary electrons

X-rays

Electron beam

Transmitted electrons

BSE detector

SE detector

STEM detector

EDS detector

Figure 3.15 Electron beam and sample interaction.

Figure 3.16 ZnO crystals.
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Figure 3.17 BSE image of gold particles.
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Figure 3.18 EDS image and elemental mapping of a ceramic sample.

Using X-ray imaging techniques one can get information about the compo-
sition of the sample by examining the qualitative and quantitative analysis and
the elemental mapping of the sample. In Figure 3.18, a quantitative analysis of a
ceramic material and its elemental mapping are seen.

Using a very thin sample, prepared by TEM sample preparation methods that
will be described in Section 3.2.4.3, electrons pass through the sample and these
transmitted electrons are observed using a STEM detector. In Figure 3.19a,
a STEM image of gold particles on polystyrene latex is seen.

The detectors used to acquire the images discussed above are seen in
Figure 3.20.

Sample Preparation for SEM Samples examined under SEM must be conductive,
humid, and oil free. If the sample to be examined is not conductive, a sample
coating procedure must be followed. One of the sample coating procedures for a
SEM sample preparation is sputter coater. In this coating system Ar gas is used
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Figure 3.19 STEM image of gold particles on polystyrene latex.

STEM

Sample
stage

Figure 3.20 Detectors inside a SEM.

as an inert gas. Ar is ionized at high voltages. Positive Ar ions are attracted by the
target and bombards it. The target is usually made of Au or Au/Pd. Target atoms
are sputtered onto the sample making its surface conductive. The schematic of
sputtering procedure is seen in Figure 3.21.

3.2.4.2 Environmental Scanning Electron Microscopy (ESEM)
The environmental scanning electron microscopy (ESEM) was developed in the
mid-1980s, and differs from conventional SEM by changing the sample environ-
ment through a range of pressures, temperatures, and gas compositions [52].
Moist, wet, hot, dirty, oily, nonconductive samples can be examined in their nat-
ural state without modification or preparation. This technology allows imaging of
samples and adds variables such as hydration, dehydration, sublimation, thermal
cycling, and introduction of gas to characterize in situ dynamic changes such as
tension, compression, deformation, crack propagation, and adhesion. Naturally
hydrated samples, whose properties will change with drying, are easily character-
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Figure 3.21 Sputter coating procedure for SEM sample preparation.

Table 3.1 The vacuum types of SEM for examined various sample type.

Vacuum types Chamber pressure Sample types

High vacuum <1.3× 10−2 Pa Dry and oil free samples
Low vacuum 10–130 Pa (0.1–1 Torr) Uncoated and nonconductive samples
ESEM vacuum 130–2600 Pa (1–20 Torr) Moist, wet, hot, oily, and dirty samples

(control humidity and temperature)

ized using water vapor and a temperature control stage. The temperature can be
controlled between −25 and 1500 ∘C with special devices and heating, cooling,
freezing, melting information of the samples can be obtained [51].

Many kinds of samples have been investigated by the electron microscopy tech-
nology using different vacuum system as shown in Table 3.1.

In conventional SEM, a single pressure limiting aperture (PLA) is used. How-
ever, multiple PLAs are used to separate the sample chamber from the column in
the ESEM. In spite of the column is still high vacuum, the chamber pressures vari-
able. By using this technique, the column and image quality do not damage the
contaminants that come from the samples. At the ESEM mode, special devices
such as environmental secondary electron detector (ESED) or gaseous secondary
electron detector (GSED) are used for the same purpose [53].

When the electron beam goes to the nonconductive samples, positive ions are
fastened on the sample surface as the charge accumulates. The gas ionization is
used to amplify the SE signal. Thus, they effectively allay charging artifacts and,
in this way, the specimens do not require to be coated with a conductive film.
Therefore, using high accelerating voltage ESEM can acquire X-ray data from
nonconductive samples [52] (Figure 3.22).



3.2 Surface Characterization Methods 89

Figure 3.22 Environmental
scanning electron microscope
chamber with GSED detector.
(Yang 2013 [53]. Reproduced
with permission of Wiley.)
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Figure 3.23 (a) SEM images of dried hydrogel sample with high vacuum Everhart–Thornley
detector (ETD) detector. (b) SEM images of wet hydrogel sample with ESEM GSED detector.
(Magnification: 1000×). (c) SEM images of wet hydrogel sample with ESEM GSED detector.
(Magnification: 5000×).

At the Izmir Institute of Technology Center for Materials Research, some
materials were studied by ESEM and differences between high vacuum and
ESEM were showed. Hydrogels possess a highly porous structure in their wet,
hydrolyzed state. Studying the pore structures of hydrogels using SEM poses
challenges as the normal technique would require the use of dried samples;
the material loses its pore structure when dried. Below are images comparing
dry and wet samples, the latter generated with ESEM using GSED detectors
(Figure 3.23).

In addition, chitosan nanoparticles have spherical shapes in wet conditions
but lose this property when dried. Images from samples of dried (scanning elec-
tron microscope Everhart—Thornley detector, SEM-ETD) and wet particles are
shown below. Wet samples were generated with ESEM using cooling stage and
GSED detector (Figure 3.24).

3.2.4.3 Transmission Electron Microscope
Techniques using electron microscopes are very powerful because they produce
high-resolution images, allowing for a wide range of applications in the fields of



90 3 Surface Characterization Techniques
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Figure 3.24 (a) SEM images of dried chitosan nanoparticles with high vacuum ETD detector.
(b) SEM images of wet chitosan nanoparticles with ESEM GSED detector. (c) SEM images of wet
chitosan nanoparticles with ESEM GSED detector with cooling stage.

education, science, and industry. With TEM, a high energy beam of electrons
are used to provide morphologic, compositional, and crystallographic informa-
tion on samples [54]. It is also used to collect information on characteristics such
as the material’s size, shape, crystallinity, composition, and elemental mapping
during the interaction of the electron beam with the specimen [55].

TEM provides information to researchers on the sample at a molecular level,
and is used in different fields such as nanotechnology, life sciences, medical, bio-
logical and material research, forensic analysis, gemology, and metallurgy as well
as in industry and education.

The first electron microscope was developed by Knoll and Ruska at 1932. This
invention earned the Nobel Prize in 1986. The first commercial TEM called The
Metropolitan Vickers EM1 was built in 1936 [56].

The TEM and the light microscope operate on the same basic principles. TEM
uses electrons instead of light. The wavelength of electrons is much smaller than
that of light. Because of this the optimal resolution of TEM images is better than
that from a light microscope. Thus, the details of the internal structure of a sam-
ple, insomuch that as small as individual atoms, can be examined. The glass lenses
used in light microscopes are replaced by magnetic lenses and the projection
screen is replaced by a fluorescent screen [57].

In TEM technology, a beam of high-energy electrons passes through a speci-
men of nanometer thickness [55]. A magnified image is obtained from the inter-
actions of the electrons and the specimen onto the imaging device such as a
fluorescent screen or a charge-coupled device (CCD) camera. The resolution of
the microscope changes with different functions of the instrument such as elec-
tron source, electromagnetic lenses in the microscope column, and so on.

The comparison between light microscope, SEM, and TEM are shown in
Figure 3.25 and Table 3.2.

Imaging Modes of TEM
Bright-field TEM: Images are generated by transmitted electrons. Information on

the size, shape, uniformity, and dispersity of nanomaterials can be obtained.
Dark-field TEM: Diffracted electrons from crystal planes are used to image and

locate defects in crystals.
H. F. Yin et al. showed Au-Fe3O4 nanoparticles from their studies with
bright-field and dark-field TEM images (Figure 3.26).
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Figure 3.25 The schematic comparison between light microscope, SEM, and TEM [58].

High-resolution transmission electron microscope (HRTEM): This technique is
used to study the lattice structure of crystals. When the kinetic processes of the
nanomaterials are studied, the crystallinity and crystal defects can be investi-
gated at the atomic level when changes usually begin.

Electron diffraction (ED): The symmetry and spacing of diffraction patterns can
be shown by the crystal structure and phase of the sample.
In the study by X. J. Li et al., the microstructure of B doped diamond-like car-
bon (B-DLC) film is investigated mainly by HRTEM. By the preparation of
proper cross-sectional specimens, HRTEM can provide more precise analy-
sis of the structure and give direct microstructural information of the doped
element in the film (Figure 3.27).

Scanning transmission electron microscope (STEM): The image is generated by
raster scanning of an electron beam over the sample.

High-angle annular dark-field scanning transmission electron microscope
(HAADF-STEM): It is known as Z-contrast imaging. STEM coupled with
HAADF detector can image by the atomic number of the elements in the
sample.
The study by H. Akamine et al. shows that the anti-phase boundaries
(APBs) in the stable CoPt alloy are characterized by two atomic planes using
HAADF-STEM. Even in TEM images, it is not possible to see something
about Z-contrast. However, the Z-contrast of HAADF-STEM is highly
dependent on the number and types of atoms in each atomic column
(Figure 3.28).

Energy-dispersive X-ray spectroscopy (EDX or EDS): This technique is used for
qualitative and quantitative elemental analysis.
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Table 3.2 Comparison between light microscope–SEM–TEM.

Light microscope SEM TEM

Operating
environment

Air Vacuum Vacuum

Resolution 0.2 μm 3 nm 0.2 nm
Magnification ≤1000× ≤1.000.000× ≥1.000.000×
Source Light Electron gun Electron gun
Lens type Glass lenses Electromagnetic lenses Electromagnetic lenses
Viewing the
sample

Eyepiece (ocular) Digital or CCD camera Fluorescent screen,
digital or CCD camera

Usage Simple to use Users require technical
skills

Users require technical
skills and need
theoretical knowledge

Electron beam Beam focused to fine
point; sample is
scanned line by line

Broad, static beams

Voltages needed Accelerating voltage
much lower; not
necessary to penetrate
the sample (0.2–30 kV)

Need high voltage for
transmission of the
sample (20–1000 kV)

Specimen type Can view both live
and dead samples

Wide range of samples
allowed but can view
only dead samples

Sample must be very
thin, can view only
dead specimens

Sample
preparation

Easy Simplifies Complicated and time
consuming

Create image An image of the
sample magnified
by the ocular

Beam is scanned along
the surface of the
sample and build up
the image

Transmitted electrons
are jointly focused by
the objective lens and
magnified to create a
real image

Cost Cheap Expensive Extremely expensive

Electron energy loss spectroscopy (EELS): It is more powerful than EDX. Compo-
sition of the materials and map data showing the actual element distribution
in a nanostructure can be generated.

Cryo-TEM: The biological samples be imaged under cryogenic temperature.
The technique allows analysing the samples at their native hydrated state of
the samples at high resolution, nano to the micro-scale. For instance, Hollan-
der and Danino used Cryo-TEM to investigate the structures of the cochleates
made of dioleoylphosphatidylserine (DOPS) that are negatively charged lipid
microstructures and calcium, which induce the binding of lipid layers as well
as complex formation [62] (Figure 3.29).

Three-dimensional transmission electron microscope (3D-TEM): 3D images can
be obtained with proper detectors and software [55].
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Figure 3.26 (a) Bright-field TEM image of Au-Fe3O4 dispersed in hexane. (b) Dark-field TEM
image of Au-Fe3O4 dumbbells supported on SiO2. (Yin 2008 [59]. Reproduced with permission
of Royal Society of Chemistry.)

Sample Preparation of TEM The samples must be very thin (40–150 nm) for trans-
mitted electrons. Some techniques of sample preparation before analyzing the
specimens are given below. After these stages, the specimen places the TEM
grids, support films, and SiN membranes (Figure 3.30).

• Ultramicrotome: To cut materials into extremely thin sections
• Chemical and Cryo fixation : To stabilize the materials
• Dehydration: To remove free water in the specimen by using organic solvent

(alcohol or ethanol)
• Embedding: To immobilize the specimen in a hard resin-based matrix
• Sectioning: To obtain by slicing
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Figure 3.27 (a) Cross-sectional bright-field (BF) image of the B-DLC film; (b) the enlarged BF
image of the film in (a); (c,d) HRTEM image of the film and its corresponding fast Fourier
transform (FFT), showing many crystalline nanoparticles uniformly dispersed and embedded
in the amorphous matrix film; and (e) HRTEM image of one of the nanoparticles in the film. (Li
2015 [60]. Reproduced with permission of American Chemical Society.)
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Figure 3.28 [100]L10 HAADF-STEM image of single-variant of CoPt including a single APB.
Dark and bright columns correspond to Co and Pt columns, respectively. The APB starts from
the lower-left corner (at white arrowhead) and curves toward the top-right corner where it
follows the horizontal cubic plane. Panels (a) and (b) are enlargements of the corresponding
dotted rectangles. (Akamine 2015 [61]. Reproduced with permission of Elsevier.)
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Figure 3.29 (a) Needle-like structures formed by DOPS with CaCl2 detected by light
microscopy. (b) Cryo-TEM image of the complex, unraveling the multilamellar structure (see
also insert) and several wrapping folded layers (red arrowheads) (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this
article.). (Hollander 2015 [62]. Reproduced with permission of Elsevier.)
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Figure 3.30 (a) Some TEM grids, (b) samples in the solution can drop directly on to the TEM
grid or the TEM grid can dip into the solution, and (c) simple presentation of sample
preparation with ultramicrotome [63].

• Staining: To enter preferentially high atomic weight metal ions into or arround
the specimen that is composed of low atomic weight elements (especially bio-
logical samples)

• Grinding and polishing: To flatten the sample surface to be removed any
damage during sectioning

• Etching: To generate contrast between the microstructural features of the
sample surface [55, 64].

3.2.5 Scanning Probe Microscopy

Scanning probe microscope (SPM) belongs to a category of microscopes that
have the ability to get atomic scale resolution images by scanning flat surfaces.
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The first member of the SPM family, scanning tunneling microscope (STM) was
invented by Gerd Binnig and Heinrich Rohrer at the IBM Zurich Research Lab-
oratories in 1981 [65]. Binnig and Rohrer received the Nobel Prize in Physics in
1986 [66] for designing the STM. After the invention of atomic force microscopy
(AFM) by Binnig, Quate, and Gerber in 1986 [67], SPM became one of the fun-
damental techniques for the surface characterization of soft materials (polymers,
biological samples, etc.) and hard materials (metals, thin films, etc.)

3.2.5.1 Working Principle
Unlike optical microscopes that use light waves and electron microscopes that
use electrons for imaging, SPM measures attractive or repulsive atomic forces
between a sharp needle and sample surface using a spring. The spring is a micro-
fabricated cantilever that is usually made of silicon or silicon nitride with an
integrated tip. A laser beam is used to measure the deflection of the cantilever
due to lowered and raised features on the sample; as the tip scans the surface
in x- and y-directions over a region of interest, the focused laser beam on the
cantilever is reflected due to the deflection of the cantilever and hits a position
sensitive quadrant photo diode. The deflection causes slight position changes,
and hence, light intensity changes on the photo diode. The difference in light
intensities on the photodiode is sent to the computer control feedback loop. The
feedback loop keeps the cantilever deflection constant by maintaining a constant
distance between the cantilever and the sample by adjusting the voltage that is
applied to the piezo scanner. The applied voltage, is then converted to a cantilever
deflection in the Z-direction. Finally an accurate topographic map of the surface
features is acquired. In Figure 3.31 SPM parts are seen.

AFM head

X–Y motorized
stage

Piezo scanner

Z motorized stage

Figure 3.31 SPM scanner and stages.
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3.2.5.2 Operating Modes of SPM
An SPM can be operated in the following modes:

AFM

• Contact mode AFM
• Non-contact mode AFM
• Intermittent contact mode AFM
• Closed cell liquid AFM.

STM

• Magnetic force microscope (MFM)
• Electrostatic force microscope (EFM)
• Lateral force microscope (LFM)
• Nanoindentation.

These modes of operation are being applied to a wide variety of application
areas, from semiconductors to biology, from polymers to measurement of forces
between particles and surfaces.

3.2.5.3 Contact Mode AFM
In the contact mode AFM, the cantilever is in physical contact with the surface.
A soft cantilever with a low spring constant is used for sensitivity and low
damage to the sample. Strong repulsive forces cause the cantilever to deflect
while it passes over lowered and raised features. In Figure 3.32, an image
acquired by contact mode AFM is seen. In contact mode AFM, hard samples
and soft samples can be studied. Roy and Desai [68] determined the mechanical
properties of spatially heterogeneous breast tissue specimens using contact
mode AFM.

5.00 μm

5.00 μm

0.18 μm

Figure 3.32 2D and 3D contact mode AFM image of platinum coated array. (Image Courtesy
of Gökhan Erdoğan.)
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3.2.5.4 Noncontact Mode AFM
In the noncontact mode AFM, the cantilever is not in physical contact with the
surface. For sensitivity and low damage to the sample, stiff cantilevers with a
high spring constant are used. Cantilever oscillates at its resonance frequency
using a feedback loop. The feedback loop prevents the cantilever from crashing
into the surface. The oscillation amplitude of the cantilever decreases when the
tip approaches the sample surface. The feedback loop corrects these amplitude
deviations in order to retrieve topographical information from the sample sur-
face. Guillermet et al. [69] imaged single decastarphene molecules, adsorbed on
Cu(1 1 1) and on a bilayer of NaCl/Cu(1 1 1) by using noncontact mode AFM.

3.2.5.5 Intermittent Contact Mode AFM
In the intermittent contact mode AFM, the cantilever is occasionally in physi-
cal contact with the surface. For sensitivity and low damage to the sample, stiff
cantilevers with a high spring constant is used. The cantilever oscillates at its
natural resonance frequency using a fixed frequency signal source. The oscilla-
tion amplitude is higher than that of a noncontact mode. The forces between the
sample and the surface change the oscillation amplitude and the relative phase of
the resultant oscillations. The bigger oscillations make the deflection signal large
enough for the feedback circuit, which keeps the root mean square (RMS) ampli-
tude constant by measuring the phase shifts and RMS amplitude of the vibrations.
In Figure 3.33, intermittent contact mode AFM image of a CCD camera sensor
is seen. Turkan and Guden [70] investigated the effects of alkali and nitric acid
surface treatment and acid etching on the CaP deposition used for biomedical
applications. They measured and compared the surface roughness of the samples
using intermittent contact mode AFM. 2D and 3D AFM images of surface-treated
samples are seen in Figure 3.34.

3.2.5.6 Closed Cell Liquid AFM
Apart from other modes of operation, closed cell liquid AFM is the most
important mode due to its ability to operate under aqueous solutions. Attractive
forces are eliminated due to surface tension, which enables the sample surface to
be examined with a minimum cantilever tip force. It is an ideal case for imaging
biological specimens and soft materials. There are some difficulties in this
method such as performing good sealing, avoiding air bubbles that cause trouble
in focusing the laser beam properly, maintaining the immobility of the sample,
and minimizing laser refractions while passing through air-liquid interfaces. The
procedures for imaging samples under liquid are the same as that for Contact
Mode AFM and Intermittent Contact Mode AFM. Campen et al. [71] studied
the in situ formation and properties of self-assembled films formed on mica
surfaces by octadecylamine from alkane solution using liquid cell AFM.

3.2.5.7 STM
STM is based on electron tunneling that is a quantum mechanical phenomenon.
In this method the sample must be conductive because a bias voltage is applied
between the tip and the sample surface. The biased tip scans the surface while the
tunnel current is present. There are two modes in this operation. The first one is
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2.40 μm

4.98 μm

0.68 μm

Figure 3.33 2D and 3D intermittent contact mode AFM image of a CCD camera sensor.
(Image Courtesy of Gökhan Erdoğan.)
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Figure 3.34 2D and 3D intermittent mode AFM images of surface topologies of foam
specimen. (Image Courtesy of Uğur Türkan.)
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the constant height mode in which the distance between the tip and the surface
is kept constant using a feedback circuit. The second one is the constant current
mode in which the tunneling current is kept constant using a feedback circuit. The
feedback circuit supplies appropriate voltage to the scanner piezo, which moves
the tip with picometer resolution up and down to keep the tunneling current
constant. Shin et al. [72] studied the geometric and electronic structures of Fe
islands on MgO film layers with STM.

3.2.5.8 MFM
MFM is a mode that maps the magnetic force gradient above the sample sur-
face. In this mode, the cantilever must be coated with a thin magnetic film and
the sample must have magnetic properties. There are two scans in this mode.
The first scan is used to determine the topography while the second one is used
to determine the magnetic force gradient. Varghese et al. [73] reported a new
methodology to obtain reliable correlation between magnetic cluster details by
using MFM.

3.2.5.9 EFM
EFM is a mode that maps conductive and nonconductive gradient above the
sample surface. The cantilever must be coated with a conductive film. A volt-
age is applied between the sample and the tip in order to adjust the strength of
the electric interaction between the tip and the sample. The first scan is used to
determine the topography while the second one is used to determine the electro-
static state of the sample surface. Kazakova et al. [74] presented local electrical
characterization of epitaxial graphene grown on both Si- and C-faces of 4H-SiC
using electrostatic force microscopy. In another study, Pruneanu et al. [75] orga-
nized metallic nanoparticles into one-dimensional assemblies by using DNA as
a “template” and allowing the preparation of various silver nanostructures. They
demonstrated this study by employing EFM.

3.2.5.10 LFM
LFM measures frictional forces between the tip and the sample surface by mea-
suring the tip deflection in lateral direction and, therefore, it can give information
about the areas with varied friction. Taran et al. [76] used LFM techniques to
determine the molecular-scale characteristics of friction forces between silica
particles and silica wafers in aqueous solutions.

3.2.5.11 Nanoindentation
Nanoindentation measures the mechanical properties and wear characteristics
of soft and hard materials such as thin films and polymers. It measures these
properties by indenting the tip into the sample and measuring the force and
distance curves. Enax et al. [77] characterized the mechanical properties such
as stiffness and hardness of shortfin mako shark teeth using nanoindentation.
Tekaya et al. [78] used nanoindentation and nanoscratch tests to characterize
the mechanical and tribological properties of Ti/TiN multilayer and monolithic
TiN nanocoatings.
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3.2.6 Contact Angle

Wetting is an important parameter for a wide range of industrial and daily appli-
cations including self-cleaning, anti-icing, anti-wetting, and more. Contact angle
measurement is used to determine surface wettability and the contact angle rep-
resents the value of wettability. Theoretically, the contact angle values must be
between 0∘ and 180∘. If the contact angle is less than 90∘, these surfaces are called
hydrophilic. If the wetting angle is higher than 90∘, these kind of surfaces can be
classified as water hydrophobic. When the contact angle approaches to 180∘, the
surface is considered superhydrophobic.

It is well known that the contact angle depends on surface chemistry (Cassie
model [79]) and surface topography (Wenzel model [80, 81]). Therefore, apart
from wetting properties of the surface, some other chemical, physicochemical,
and morphological properties can be learned/perceived from the contact angle
measurement. For instance, the surface free energy of solids can be calculated
using contact angle measurements [82–84].

There are several ways to measure the contact angle. Among them, the contact
angle goniometer is the most common technique (Figure 3.35). In this method, a
drop is placed on the solid surface by a syringe that can be operated manually or
automatically. Then, the image of the drop on the surface is magnified and cap-
tured by the camera. Finally, the angle of incidence between the liquid–surface
interface and the liquid–vapor interface, namely, the contact angle, is measured
by means of software. A contact angle goniometer device enables a direct, easy,
and efficient contact angle measurement. However, if the sample surface area is
smaller than that of the water drop or if the substrate has a porous structure,
this method cannot be used. In such cases, other measurement methods such as
Washburn’s equation capillary rise and thin-layer wicking methods can be used in
order to overcome these handicaps [85, 86]. Therefore, depending on the physical
properties of the sample, the most suitable contact angle measurement technique
should be chosen.

The dynamic contact angle is another important definition, which is related
to wettability. It refers to the advancing angle and the receding contact angle
(Figure 3.36). As liquid is added to the drop on the surface, the contact angle
approaches a maximum value. This maximum angle is called advancing contact
angle. When liquid is withdrawn from the drop, the contact angle decreases
to a minimum value. This minimum contact angle is called receding contact

Syringe Drop

Substrate

Light
source

Sample stage

CameraComputer
monitor

Figure 3.35 Schematic diagram of contact angle goniometer device.
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(a) (b) (c)

Figure 3.36 (a) Static contact angle, (b) advancing contact angle, and (c) receding contact
angle.

angle. Contact angle hysteresis is the difference between the advancing contact
angle and receding contact angle. Contact angle hysteresis gives a rich source
of surface properties such as surface chemistry, morphology, contamination,
adhesive properties, and so on.

3.2.7 BET (Brunauer–Emmett–Teller) Analysis

The Brunauer, Emmett, and Teller (BET) analysis, which is the most common
method for measuring the specific surface area of a material, involves calculating
the amount of adsorbate gas against the relative vapor pressure of inert gases
at a variety of conditions. Nitrogen gas is generally used as the gas adsorptive
molecule because of its inert nature property. In the analysis, nitrogen gas is
exposed to solid materials under investigation at liquid nitrogen conditions
(i.e., 77 K).

In the BET analysis, a sample is degassed prior to the surface analysis to help
remove water and possible absorbed molecules. The degassed sample is weighed
and then employed for analysis in an analysis compartment. Nitrogen gas is used
for the analysis because of its inert nature property. The entire sample tube is
immersed in a coolant bath of liquid nitrogen exposing it to lower temperature.
A purge nitrogen gas is slowly adsorbed on the solid material and the relative
vapor pressure of nitrogen is recorded against the volume of adsorbate by using
the computer program of the BET analyzer. The connection between the rela-
tive vapor pressure and the amount of adsorbed at constant temperature is called
adsorption isotherm. In BET analysis, the interpretation of adsorption isotherm
is useful for the calculating the surface area of the material and understanding the
pore structure of the material. The types of isotherm, which have been classified
by UIPAC in 1985, are presented in Figure 3.37 [87]. Type I is characterized by a
microporous solid (pore widths below 2 nm). Type II isotherm, which represents
unrestricted monolayer–multilayer adsorption, is an indicative of nonporous or
macroporous materials. Type III and V isotherms result from weak interactions
between solid and gas molecules. Type IV isotherms occur on materials that pos-
sesses mesopore structure (pore widths from 2 to 50 nm). The most characteristic
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Figure 3.37 The six types of
adsorption isotherm
according to the 1985 IUPAC
classification [87].
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features of the Type IV and V isotherms are the hysteresis loops which result
from the capillary condensation effect [88]. Type VI exhibits a stepwise multilayer
adsorption on a nonporous surface [89].

The surface area of the material is determined from the evaluation of the
adsorption isotherm data that is obtained from the BET analysis. Langmuir and
BET model equations are applied to the isotherm data for this purpose.

The Langmuir model equation describes microporous material exhibiting Type
I isotherms [90]. This model assumes that:

• Monolayer adsorption
• Energetically uniform surface
• No interactions between adsorbed species.

The form of the Langmuir equation is:

P∕P0V = 1∕bVm + P∕P0Vm (3.11)

where V is the volume of adsorbed vapor, V m is the volume of monolayer, P is
the partial pressure of the adsorbate, P0 is the saturation vapor pressure of the
adsorbate, and b is the constant.

A plot of P/P0V versus P/P0 gives slope= 1/V m and intercept= 1/bV m. The
values of V m and Langmuir constant b are determined from the slope of intercept
of the Langmuir equation plot.

The surface area of the material is determined from

S = Vm × N × Ax∕M (3.12)

where Ax is the cross sectional adsorbate area, N is the Avagadro number, V m is
the volume of monolayer, and M is the molar volume of gas.

BET equation model, which is the extension of the Langmuir theory, is appli-
cable to Type II and IV isotherms [91]. Type II isotherm describes unrestricted



104 3 Surface Characterization Techniques

multilayer formation whereas Type IV isotherm is indicative of restricted multi-
layer formation. BET equation model assumes the following [91]:

1) Gas molecules physically adsorb on a solid in layers infinitely
2) There is no interaction between each adsorption layer
3) The Langmuir theory can be applied to each layer.

The form of the BET model equation is:
P

V [P0 − P]
= 1

VmC
+ C − 1

VmC
P
P0

(3.13)

where V is the volume of adsorbed vapor, V m is the volume of monolayer, P is
the partial pressure of the adsorbate, P0 is the saturation vapor pressure of the
adsorbate, and C is the constant.

A plot of P/(P0 −P)V versus P/P0 gives slope=C − 1/V mC and inter-
cept= 1/CV m. The values of V m and BET constant C are determined from the
slope of intercept of the BET equation plot. For BET surface area measurements,
relative pressures are in the range of 0.05≤P/P0 ≤ 0.30. At higher relative
pressures BET equation is invalid for occurrence of the capillary condensation
effect. At lower relative pressure values (P/P0 < 0.05), the amount of adsorbed
gas is too small to be measured. The surface area of the material is determined
from the Eq. (3.5).

In the literature, BET analysis was performed to measure the surface area of
different materials, which is important information for industrial applications
such as catalyst, adsorbent, ion exchanger, heat insulator, and so on. Sand,
clay, organo-clays, and cotton fibers that were used in the clean-up opera-
tion of oil/fuel spills were characterized by N2 adsorption–desorption and
their isotherms are given in Figure 3.38 [92]. The adsorption isotherm of the
materials exhibited a Type II and IV isotherm, which described unrestricted
and restricted multilayer formation, respectively. The BET surface areas of the
materials calculated from BET model equation and their values varied from 1.2
to 27.1 m2 g−1.

3.2.8 Terahertz Time Domain Spectroscopy

Terahertz time domain spectroscopy (THz-TDS) is a very promising method
for a wide range of applications. This spectroscopic technique uses THz waves
generated and detected by far IR pulses. The electromagnetic waves have the fre-
quencies 0.1–10 THz known as THz waves or T-rays. This regime falls between
the IR and microwave regions of the electromagnetic spectrum (Figure 3.39). THz
beams can be manipulated by optical components such as mirror and lens and
the phase of the electric field can be measured; therefore, THz region combines
electronic and optic spectrum.

Terahertz radiation is nonionizing and can pass through plastic, paper, wood,
and ceramics. But it cannot penetrate metal or liquid water. There are two com-
mon methods used in the generation of pulsed THz beams. They are photocon-
ductivity (PC) and optical rectification (OR) methods. In the photoconductivity
method, THz pulses are generated by illuminating the semiconductor material
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Figure 3.38 N2 adsorption isotherms for (a) sand, (b) cotton fiber, (c) Swy-2-montmorillonite
(MMT) (clay), and (d) SD1 organo-clay, vertical axis: volume adsorbed (cm3 g−1 STP); horizontal
axis (P/P0). (Carmody 2007 [92]. Reproduced with permission of Elsevier.)
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Figure 3.39 The electromagnetic spectrum. THz radiation is in the transition region between
electronics and photonics.

with a femtosecond laser pulse [93]. This technique is also used in the detection
of THz waves. Low-temperature grown GaAs (LT-GaAs) have short carrier life
time, high mobility, and high resistivity and, therefore, are attractive for THz gen-
eration and detection [94, 95]. THz wave generation via optical reflection (OR)
is method based on difference frequency mixing and materials that have large
second order susceptibility 𝜒 (2) is used for this method [96]. ZnTe is the most
favorable electro-optic material for generation of the THz beam because of its
large coherence length of 0.8 μm, which is important for the OR method [96].
But also DAST [97], GaP [98], LiNbO3, ZnSe, CdS [99] are used to generate THz
radiation. The peak electric field is higher in the PC method than in OR. However,
terahertz beams generated by the OR technique has an extraordinary bandwidth.
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The frequencies of the electromagnetic waves are too high to be measured dig-
itally using electronic counters and there are two techniques that are frequently
used to measure the wave form of terahertz pulses: the PC method [100] and
electroopting sampling (EO). The PC method detects THz waves by a similar
mechanism used in the generation by the PC method. EO sampling is based on
the Pockells effect and was investigated by many researchers [96, 101]. A com-
parison of these two detection methods can be found in [102].

Pulsed terahertz waves generated and detected by these methods are used in
the THz-TDS. Before the advent of THz-TDS, the most widely used method
was the Fourier transform spectroscopy (FTS). FTS is only sensitive to the ampli-
tude of the wave but THz-TDS is a phase-sensitive method and, therefore, both
the amplitude and the phase of the electric field can be measured directly. The
real and imaginary parts of the dielectric function can be obtained without using
Kramers–Kronig relations. Another advantage of the THz-TDS technique is the
high signal to noise ratio (S/N) in the range of 10 GHz to 4 THz. The field ampli-
tude S/N is 104 in this range while FTS is about 300 [103]. There are two different
configurations that are generally used for THz-TDS: transmission and reflection.
In the case of strongly reflective and optically thick samples, reflection measure-
ments are necessary. In terahertz time domain reflection spectroscopy [104], the
complex refractive index of the material is obtained by taking the ratio of Fourier
transformed electric field of the sample and the reference mirror. The surface of
the mirror must be positioned at the same place as that of the sample. Any differ-
ence between the sample and reference mirror (>1 μm) results in a severe error
in the phase measurement and, thereby, in the complex refractive index [105].

If the sample is optically thin and transparent or semi-transparent in the THz
region, it is convenient to use terahertz time domain transmission spectroscopy
[106]. In terahertz time domain transmission spectroscopy, the electric field of
the THz waves is measured in the absence of the sample Eref (t) and in the pres-
ence of the sample Esam(t). Eref(t) and Esam(t) are Fourier transformed and the
transmission function is calculated by taking the ratio of Ẽsam(𝜔) and Ẽref(𝜔) [107].

Ẽsam(𝜔)
Ẽref(𝜔)

= |
√

T(𝜔)| exp
{
−i

[
Δ𝜑(𝜔) − 𝜔

c
d
]}

= 4ñ(𝜔)
[ñ(𝜔) + 1]2

exp
{
−i[ñ(𝜔) − 1]𝜔

c
d
}

1 − [ñ(𝜔) − 1]2

[ñ(𝜔) + 1]2 exp
[
−i2ñ(𝜔)𝜔

c
d
] (3.14)

where ñ(𝜔) = n(𝜔) − ik(𝜔) is the complex refractive index of the sample, c is the
speed of light, d is the thickness of the sample, T (𝜔) and Δ𝜑 are the power trans-
mittance and the phase shift due to the sample respectively. n(w) and k(w) can
be determined by using experimentally obtained

√
T(𝜔) and Δ𝜑. The complex

dielectric constant 𝜀̃(𝜔) = 𝜀(𝜔) − i𝜀(𝜔) which is related to the complex refractive
index by the relation 𝜀̃ = ñ2(𝜔) can be calculated.

The experimental setups for terahertz time domain transmission spectroscopy
is shown in Figure 3.40. In the first system (Figure 3.40a), a THz beam is generated
and detected by photoconductive antenna, which consists of two metal striplines
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Figure 3.40 The experimental setups for terahertz time domain transmission spectroscopy.
Terahertz pulses are generated and detected by (a) photoconductive antenna and
(b) electro-optic material.

deposited on a semiconductor material. Laser pulse is splitted into the probe and
pump pulse by the beam splitter. Pump pulse incident onto the PC antenna and
generates electron-hole pairs. Acceleration of the charge carriers under the DC
bias field gives rise to a transient current, and this time-dependent current radi-
ates THz waves. The emitted radiation is focused onto the sample by parabolic
mirrors. After passing through the sample, THz pulses are incident onto the sec-
ond PC antenna and accelerate the photocarriers generated by the probe pulse.
The transient current is proportional to the electric field of the terahertz pulse. By
changing the time delay between the probe and the pump pulse THz wave form
is obtained.

In the second system (Figure 3.40b) electro-optic crystals are used for gener-
ation and detection of THz beams. A femtosecond laser pulse that contains a
range of frequencies interacts with the electrooptic material and THz waves are
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generated by frequency beating. After passing through the sample THz waves are
focused onto another electrooptic crystal with the laser pulse at the same time.
The frequency of the optical pulse is higher than the THz pulse and, therefore,
the electric field of the terahertz beam serves as a static field and induces a small
birefringence in the crystal. Linearly polarized probe beams gain a small ellipti-
cal polarization that is proportional to the electric field of the terahertz waves.
The quarter wave plate induces a phase shift and the Wollaston prism splits the
probe beam into the s and p polarization components. The difference between
these components is measured by a balanced photodetector. Terahertz waveform
is obtained by changing the time delay between the probe and the pump pulse.

THz-TDS is a powerful technique and it is widely used in material charac-
terization [108], biomedical research [109], imaging [110], security [111], and
communication applications [112].
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