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a b s t r a c t

This study presents a two-stage Bayesian finite element model updating procedure by
using acceleration response measurements obtained from multiple setups. In the pre-
sented methodology, parametric uncertainties for the modal parameters are estimated by
using the Bayesian Fast Fourier Transform Approach (BFFTA). Different from the previous
Bayesian methods, a block diagonal covariance matrix is modeled for prior estimation of
measured modal parameters. In addition, the modelling error in the eigenvalue equations
is considered as soft constraints to be updated. Numerical and experimental studies are
presented to validate the proposed method. The effect of soft constraints on the identifi-
cation results as well as their posterior uncertainties are investigated. According to the
results, it is shown that the proposed methodology can identify the most probable finite
element model parameters with high level of accuracy. In addition, the posterior un-
certainties obtained by the proposed procedure are significantly small when compared to
the methods that consider rigid constraints for prediction and/or modelling error.

© 2019 Elsevier Ltd. All rights reserved.
1. Introduction

Finite element (FE) model updating has great importance in damage detection of structures and calibration of the
considered mathematical models with respect to actual effects. While damage detection is possible with measured vibration
response data only, FE model updating might be more effective on the detection of damage location and severity [1]. Various
FEmodel updating approaches are available in the literature [2e8]. Themost generic form of these approaches is based on the
determination of system eigenvalues and eigenvectors that are best-fitted with measured (or identified) ones [1]. The
problem of obtaining the best-fit between themeasured andmodel parameters can be solved by single objective optimization
based weighted least-squares. In the single objective optimization, the optimal weights can be correlated with parametric
uncertainties. For this purpose, various stochastic model updating (SMU)methods have been employed by researchers within
the past decades. SMUmethods deal with the quantification of reducible and/or irreducible uncertainties based on statistical
modelling. Here, reducible uncertainties are associated with the lack of information in mathematical model, environmental
noise or insufficient experimental data. Irreducible uncertainties are induced by variability in material properties due to
temperature, manufacturing effects, or possible changes in stiffness and/or mass parameters due to geometrical
al).
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configurations [9]. SMU approaches are generally based on maximum likelihood estimation of prediction error by using
Monte Carlo Simulation (MCS) or Perturbation methods. MCS based methods define the reducible and irreducible un-
certainties by using the statistical parameters from the multiple sets of experimental data. At the next step, a probability
distribution is defined for modelling and measurement errors. MCS methods show high performance in the parameter
estimation quality [10,11]. However, the computational cost is noted to be remarkably high which makes the implementation
of MCS unreasonable especially for large mathematical models [12]. On the other hand, Perturbation methods considerably
reduces computational effort when compared to MCS based approaches. However, the Perturbation methods have some
limitations in terms of parameter estimation quality, since they consider small uncertainties for prediction error [9,13,14].
Various perturbation methods based on parameter-model variability estimation [15], or robust updating formulation by
random matrix theory for uncertain computational models [16] are also available in the literature.

Bayesian probabilistic framework arises as another efficient and useful method for SMU [17e22]. In the conventional
Bayesian FE model updating procedure, the optimal weights in the least-squares equation are associated with parameter
error uncertainties obtained from measurements. This procedure requires updating the posterior most probable value by
integrating the prior distributions over the whole parameter space [23]. This evaluation process was defined as difficult by
Beck and Au [24] due to the large dimension for numerical integration, and a Markov Chain Monte Carlo Simulation (MCMCS)
was employed to reduce the computational effort. In order to quantify the parametric uncertainties bymultiplemeasurement
sets under different environmental conditions, Hierarchical Bayesian methods have also been implemented in the literature
[25]. In the Hierarchical Bayesian modelling, first a proper probability distribution is defined for the error equations between
the identified and model-based parameters. Second, the posterior parameters of the constructed probability model are ob-
tained by using direct integration, transitional [26] or evolutionary [27] MCMCS algorithm, Gibss sampling algorithm [28], or
Metropolis Hasting method [29]. In addition, a two-stage Bayesian model updating procedure was proposed by Ching and
Beck [30]. At the first step of the method, the modal identification procedure is completed, and experimental modal pa-
rameters are updated. At the next step, a prior distribution for stiffness parameters are defined, and finally most probable
model parameters are obtained by applying Bayes’ theorem [30]. This procedure is applied for both reference (undamaged)
and damaged cases, and a damage extent is defined in order to measure the severity of damage level.

To reduce the computational effort in Bayesian FE model updating, Bayesian Operational Modal Analysis (BAYOMA) can
also be employed for the estimation of parametric reducible uncertainties [31e33]. Estimation of the uncertainty of system
parameters by BAYOMA eliminates the requirement of multiple sets of measurements and time-consuming methods such as
MCS. Yuen and Kuok [34] presented a Bayesian FE model updating procedure based on the utilization of modal parameter
data obtained by BAYOMA. A similar methodology was introduced by Yan and Katafygiotis [35] utilizing the multiple setup
measurement data. In their study, only the local mode shape uncertainty obtained from BAYOMA is considered, and ei-
genvalues are assumed as well-estimatedwith zero uncertainty. When the uncertainty of eigenvalues is considered, the main
problem in the Bayesian FE model updating incorporated with BAYOMA lies in the calculation of cross-correlation between
the eigenvalues and eigenvectors. This problem is fundamentally induced by the scaling of eigenvectors. To overcome this
problem some two-stage Bayesian algorithms have been presented to the literature [36e38]. These two-stage approaches
consider an approximate block diagonal posterior covariance matrix for local modal parameters by using uncertainty laws for
BAYOMA, and they are restricted to large values of signal-to-noise ratios, only. However, neglecting the off-diagonal elements
may significantly change the values of the diagonal terms in the covariancematrix and it may lead to a rough estimation in the
model updating procedure.

This study presents an alternative Bayesian FEmodel updating approach utilizing the ambient vibration data frommultiple
setup measurements. Consideration of mode shape norm constraints in the BAYOMA and Bayesian FE model updating pro-
cedure comes forward as the basic development upon the previousmethods. The theory of the presented study is based on the
modelling of the prior probability distribution for prediction error between the system (from FE model) and identified (from
measurements) modal parameters by using BAYOMA. When compared to the previous Bayesian FE model updating methods
that employBAYOMA, themost important noveltyof thepresented study resides in the utilizationof normconstraint equalities
for local and global mode shape vectors (eigenvectors). By making use of this consideration, a zero correlation is derived
between the eigenvalues and eigenvectors. Thus, the presentedmethodworkswell not only for large signal-to-noise ratios but
also for its lower values, and the computational effort is significantly reduced. The overall procedure rests on two stages. Atfirst
stage, the MPVs and posterior uncertainties of eigenvalues (frequencies) and eigenvectors (mode shapes) are derived by the
Bayesian Fast Fourier TransformApproach (BFFTA). At second stage, systemparameters (systemmodal andmodel parameters)
including eigenvalues, eigenvectors, stiffness and mass scaling parameters are updated by using Bayesian inference. In addi-
tion, themodellingerror in the eigenvalue equations andpriordistributions for stiffness scalingparameters are considered. The
resulting soft constraint approach, inwhich all uncertainty parameters are calculatedwithin the procedure, is compared to the
rigid constraint approximation (prescribed prediction and/or modelling error). According to the numerical study, the
consideration of soft constraints results in significantly smaller posterior uncertainties. In addition, according to the laboratory
experiments in which insufficient number of measurement points were used, the presented methodology gives reasonable
results.
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2. Stage I: modal identification

Eigenvalues and eigenvectors obtained from a FE model are expected to represent the whole structure. However, the
modal information extracted from measurement data are constrained with the measurement points. In most cases, taking a
full-scale measurement may not be possible due to the lack of instruments. The eigenvalues can be obtained with a
reasonable accuracy by using a modal identification technique. However, the identified eigenvectors may not represent the
system eigenvectors properly when insufficient measurement points are available only. This problem can be confronted by
increasing the measurement setups. Thus, the posterior distribution of the modal parameters for each setup can be
considered as a proper prior estimation for system eigenvalues and eigenvectors. For this purpose, first, BFFTA can be
implemented to identify the most probable eigenvalues, eigenvectors, and their posterior uncertainties for the corresponding
measurement setup. Second, their posterior probability distributions can be estimated by Gaussian approximation.

According to the fast BFFTA presented by Au [39], the negative logarithm-likelihood function for modal parameters to be
identified, within the resonant frequency band of nth mode, at the ith setup, can be defined as follows,

LniðQniÞ ¼ NiNf ;ni ln pþ Nf ;niðNi � 1ÞlnSe;ni þ
X
k

ln
�
SniDk;ni þ Se;ni

�þ S�1
e;nikni � fT

niDnifni

kni ¼
X
k

F*kiFki; Dni ¼
X
k

SiDk;niS
�1
e;ni�

SniDk;ni þ Se;ni
�Re�FkiF*ki�

(1)

where Lni(Qni) should be subjected to the constraint of fni
T fni ¼ 1. In addition,Qni ¼ [lni, xni, Sni, Se,ni, fni], is the set of modal
parameters to be identified and it comprises the eigenvalue (square of natural angular frequency), damping ratio, spectral
density of modal excitation that is scaled with respect to the unit norm for local mode shape, spectral density of prediction
error, and local mode shape vector (with unit norm), respectively. Fki ¼ Fast Fourier Transform (FFT) of acceleration response,
Ni ¼ number of measured degrees of freedom (DOF), Nf,ni ¼ number of data within the selected frequency band, and Dk,ni
denotes the dynamic amplification and it can be defined as follows,

Dk;ni ¼
h�
1� bk;ni

�2 þ 4x2nibk;ni
i�1

; bk;ni ¼ lni = lk; lk ¼ð2pfkÞ2 (2)

where fk¼ excitation frequency.Minimizing Eq. (1) gives themost probablemodal parameters for the ith setup. At thenext step,

the posterior probability distribution of the modal parameters can be well-estimated by using Gaussian approximation [39].

pðQnijZkiÞzexp
�
� 1
2
ðQni �cQniÞTHbQni

ðQni �cQniÞ
�

(3)
In Eq. (3), “^” denotes the most probable value (MPV), Zki ¼ ½ReðFkiÞ; ImðFkiÞ� ε R is the augmented FFT vector of the
measured response at the ith setup, and HbQni

¼ Hessian of Lni(Qni) under the norm constraint for the mode shape vector, at

Qni ¼cQni. Here, a zero correlation can be obtained between the spectrum parameters,Qs,ni¼ [lni, xni, Sni, Se,ni] andfni due to
the norm constraint equation. Using the computational scheme proposed by Au and Xie [40], HbQni

is derived as a block di-

agonal matrix after mathematical manipulations (see Appendix A).

HbQni

¼
�HbQs;ni

0

0 Hbfni

�
(4)
Here,HbQs;ni

¼ V2Lð
bQs;ni;

cQsiÞ, andHbfni
¼ V2Lðbfni;bfniÞ þ 2aniINi, (ani ¼ Lagrangemultiplier that enforces the unit norm of bfni).

Note that Note that ani corresponds to the maximum eigenvalue of V2Lðbfni;bfniÞ, and Hbfni
is a semi positive definite matrix

whose eigenvector for the zero eigenvalue corresponds to bfni [41].

ani ¼ �2bfT
niV

2Lðbfni ;bfniÞ bfni ; bfT
niHbfni

bfni ¼ 0 (5)
3. Stage II: model updating

At this stage, first, the prior probability distributions required for FE model updating are defined. Here, the prior proba-
bility distribution of eigenvalues and eigenvectors are modeled by the posterior probability estimation obtained from the
modal identification stage. In addition, a prior probability distribution for modelling error in the eigenvalue equations is
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considered in order to avoid the mode matching problem. Then, the probability distribution function (PDF) of the model
parameters is estimated by using Bayes’ theorem. Finally, the FE model is updated by maximum likelihood estimation of the
posterior PDF that is obtained by Bayesian inference.

3.1. Prior probability distributions for eigenvalues and eigenvectors

In this study, the modal parameters (eigenvalues and eigenvectors) that are identified from the measurements are
associated with those from the FE model. For this purpose, a set of system modal parameters that are obtained from the FE
model can be defined by

cni ¼ bcni þ εcni (6)
where, cni ¼ ½ln; r�1
ni GoiFn�T, Goi ¼ selection matrix that extracts the measured DOFs at ith setup, bcni ¼ ½blni; bfni�T is the set

of most probable local modal parameters obtained at themodal identification stage, and εcni ¼ prediction error. In addition, ln
andFn denote the nth mode eigenvalue and eigenvector (global mode shape vector) of the finite element model, respectively.
The error term, εcni can be assumed to follow a zero mean Gaussian distribution. Therefore, this distribution can be modeled

by the posterior PDF of bcni. When εcni is assumed to be linearly independent for each setup, the prior probability distribution
of the prediction error can be written as

p
�
εcjcQs

�
¼
YNm

n¼1

YNs

i¼1

p
�
εcnijcQsni

	
z
YNm

n¼1

YNs

i¼1

exp

(
� 1
2

�
cn � bcni

	T

Hbcni

�
cn � bcni

	)
(7)
where Ns ¼ number of measurement setups, Nm ¼ number of considered modes, bεc ¼ ½bεc11; :::; bεcNmNs
�, and cQs¼ ½cQs11; :::;cQsNmNs

�. In addition,Hbcni
denotes the Hessianwith respect to cni at cni¼ bcni and it can be estimated by the BFFTA. Thus, Hbcni

can be written as a block diagonal matrix.

Hbcni
¼
� Hblni

01�Ni

0Ni�1 Hbfni

�
(8)
3.2. Estimation of prior stiffness and mass distributions

To construct a more reasonable probabilistic model, the prior probability distribution of mass and stiffness scaling pa-
rameters of FE model can be selected as truncated Gaussian PDF because negative model parameter values are not expected.

The prior probability distributions for mass parameters are assumed to be linearly independent (zero correlation between
each mass parameter). Thus, the prior PDF of mass scaling can be defined as below.

pðrÞ¼
YNr

r¼1

pðrrÞ (9)
In Eq. (9), r¼ [ r1, r2,… rNr] indicates the set ofmass scaling parameters to be updated, rr¼ rth mass scaling parameter, and
Nr ¼ number of mass parameters. Here, p(rr) can be defined as,

pðrrÞf

8><>: exp


� ðrr � brr0Þ2

2Sbro

�
; for rr >0

0 ; for rr � 0

(10)
where brr0 ¼ prior MPV of rth mass parameter, Sbro
¼ constant prior variance for each mass parameter. Similarly, the prior

probability distribution for stiffness parameters can be defined as below.
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pðqÞ ¼
YNq

r¼1

pðqrÞ

pðqrÞf

8>><>>:
exp



� ðqr � bqr0Þ2

2Sbqo

�
; for qr >0

0 ; for qr � 0

(11)
In Eq. (11), q¼ [ q1, q2,… qNr] denotes the set of stiffness scaling parameters, qr¼ rth stiffness scaling parameter, bqr0 ¼ prior
MPV of rth stiffness scaling parameter, Sbqo

¼ constant prior variance for each stiffness scaling parameter, and Nq ¼ number of

stiffness scaling parameters.

3.3. Prior probability distribution for modelling error

Considering a general eigenvalue-eigenvector problem for a particular mode, n, the following equality can be constructed
for a modal updating problem,

KðqÞFn ¼ lnMðrÞFn þ εm (12)
inwhich K(q),M(r) are parametric stiffness andmass matrices, and εm ¼modelling error which is assumed to be identical for
all modes. Assuming that εm follows a zero mean Gaussian distribution, the following PDF can be defined for a given set of
system modal parameters, c ¼ ½ c1; …; cNm

�,

pðεmjcÞ¼ ð2pSbεÞ�N=2 exp
�
ε
T
mS�1bε εm

�
(13)
where Sbε ¼ expected variance of the modelling error which is assumed to be identical for each mode, and N¼ number of DOF
in the finite element model. The modelling error can be defined in terms of mass and stiffness scaling parameters as

εm ¼ ½KðqÞ� lnMðrÞ�Fn ¼UnFn (14)
in which the parametric stiffness and mass matrices are defined as

KðqÞ¼K0 þ
XNq

r¼1

qrKr MðrÞ¼M0 þ
XNr

r¼1

rrMr (15)
where, K0 and M0 are N � N sized non-parametric components of stiffness and mass matrices, Kr, and Mr are N � N sized rth

non-parametric sub-structural stiffness and mass matrices, respectively. Substituting Eq. (14) into Eq. (13) leads to the
following conditional PDF.

pðεmjcÞ¼
YNm

n¼1

ð2pSbεÞ�N=2 exp
�
� 1
2
FT

nU
T
nS

�1bε UnFn

	
(16)
3.4. Posterior probability distribution for system parameters

In this study, the model parameters (stiffness and mass scaling parameters) and system modal parameters are associated
with the prediction and modelling error terms. Applying the Bayes’ theorem, a posterior probability distribution for the
model and system modal parameters can be defined as

pðq;r;cjεc; εmÞ¼ c0 �pðεcjcÞ�pðεmjcQsÞ�pðqÞ � pðrÞ (17)
where c0 is a normalizing constant. Substituting Eqs. (7), (10), (11) and (16) into Eq. (17) and using the negative-logarithm
likelihood function for the result, the maximum likelihood estimation is transformed into a minimization problem.
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In Eq. (18), norm constraints should be defined for GoiFn and Fn. Thus, Eq. (18) leads to a linear optimization problem as
below.

Jðq;r;c;a;bÞ¼ Lðq;r;cÞ þ
XNm

i¼1

XNs

i¼1

ani

�
FT

nG
T
oiGoiFn � r2ni

�
þ bn

�
FT

nFn �1
�

(19)

where a ¼ ½a11; ::: ; aNmNs
�, and b ¼ ½b1; ::: ; bNm

� are sets of Lagrange multipliers for the norm constraints. MPV of

system modal and model parameters can be estimated by minimizing Eq. (19).

3.4.1. MPV of system modal parameters
The posterior MPV of c is incorporated with measured response data as well as structural model parameters. Thus, the

minimization process performs a posterior modal identification and model updating together. In this context, minimizing Eq.
(19) with respect to ln, and Fn gives the most probable system modal parameters incorporated with structural model pa-
rameters and measurements.

The first order derivative of Eq. (19) with respect to ln results in the following equation,

vJ
vln

����
ln¼bln

¼0 0 bln ¼
 
S�1bε Gln þ

XNs

i¼1

Hblni

!�1

�
 
S�1bε gln þ

XNs

i¼1

Hblni

blni
!

(20)

b T T T T b
where ln ¼ most probable eigenvalue for nth mode, Gln ¼ FnM MFn, and gln¼ FnK MFn. Here, it is seen that ln depends

on Sbε , Gln and glnwhich are initially unknown. For this reason, a proper initial guess for bln is required. If themodelling error is
neglected, an initial guess for ln can be obtained as follows.

bln ¼ XNs

i¼1

Hblni
!�1

�
XNs

i¼1

Hblni

blni (21)
Similarly, minimizing Eq. (19) with respect to Fn results in the following equation.

vJ
vFn

����
Fn¼bFn

¼ 0

0

 (XNs

i¼1

GT
oi

�
r�2
ni Hbfni

þ 2aniINi

�
Goi

)
þUT

nS
�1bεn Un

!bFn � 2bn bFn þ
XNs

i¼1

r�1
ni G

T
oiHbfni

bfni ¼ 0

(22)
Due to the fact that bfni is the null vector ofHbfni
(Hbfni

bfni ¼ 0), Eq. (22) leads to the following standard eigenvalue problem.

An
bFn ¼ bn

bFn (23)

1 XNs � � 1

An ¼2

i¼1

GT
oi r�2

ni Hbfni
þ2baniINi

Goi þ 2
UT

nS
�1bεn Un (24)
The most probable bn and Fn can be obtained as the minimum eigenvalue and its corresponding eigenvector of An,
respectively. However, the calculation of Eq. (24) requires the value of rni and Sbε which are initially unknown since they
depend on Fn. As a remedy, an initial estimation for Fn can be obtained as the eigenvector (for minimum eigenvalue) of the
followingmatrix by assuming zero discrepancy between r�1

ni GoiFn and bfni, setting rni¼ 1, and neglecting themodelling error.
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Ano ¼
XNs

i¼1

GT
oiHbfni

Goi (25)
Optimal value of the Lagrange multiplier, ani can be obtained by minimizing Eq. (19) with respect to rni, as follows.

vJ
vrni

����
rni¼brni;ani¼bani

¼ �br�3
ni F

T
nG

T
oiHbfni

GoiFn � 2banibrni ¼ 0

0bani ¼ �br�4
ni
2

FT
nG

T
oiHbfni

GoiFn; br2ni ¼ FT
nG

T
oiGoiFn

(26)
3.4.2. MPV of model parameters
MPV of model parameters (q and r) can also be obtained by minimization of Eq. (19). In the previous two-stage Bayesian

method by Au and Zhang [36], the prior distributions for q and r are considered as non-informative, and therefore, they are
eliminated in the derivation of posterior PDF. This elimination makes it necessary to use a minimization algorithm in the
maximum likelihood estimation. Defining proper prior distributions for q and r, however, results in a robust minimization
procedure. Thus, the MPVs of q and r can be easily obtained in a closed form solution by taking the first order derivatives of
Eq. (19).

Taking the first order derivative of Eq. (19) with respect to q yields;

vJ
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����
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�1bqo

þ
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�
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# (27)

where
GKn
¼ 
K1Fn ::: KNq

Fn
�
N�Nq

; gKn
¼ ½ðlnMðrÞ � K0ÞFn�N�1 (28)
Similarly, minimizing Eq. (19) with respect to r gives the optimal mass scaling parameter vector as below.
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where
GMn
¼ ln



M1Fn ::: MNr

Fn
�
N�Nr

; gMn
¼ ½ðKðqÞ � lnM0ÞFn�N�1 (30)
Finally, the MPV of Sε is obtained as below.

vJ
vSε

����
Sε¼Sbε ¼ 0 0S�1bε NmN� S�2bε XNm

n¼1

FT
nU

T
nUnFn ¼ 0

0Sbε ¼
PNm

n¼1
kUnFnk2

NmN

(31)
4. Summary of computational procedure

In modal parameter identification by fast BFFTA for individual setups, a norm constraint for local mode shape is necessary.
Otherwise the minimization procedure becomes ill-conditioned due to the negative definite Hermitian structure of the
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Hessian matrix for the local mode shape. For mode shape assembly problems, a norm constraint for global mode shape is also
required to well match the identified local mode shape and corresponding part of the global mode shape. In the previous,
Bayesian FE model updating applications, norm constraint for global mode shape is not necessary. If the norm constraint for
Fn is omitted in the presented methodology, An will be constrained to be a semi-positive definite matrix and the most
probable Fn can be obtained as the null vector of An. This case will be possible if and only if there is no modelling and
measurement error, which is not expected in real applications. Therefore, the norm ofFn is constrained to unity in this study.

The flow chart for the proposed procedure is presented in Fig. 1. Here, l ¼ 
 l1 … lNm

�
andF ¼ 
F1 … FNm

�
. First,

the local spectrum parameters including eigenvalues (square of most probable natural angular frequency), damping ratio,
spectral density of modal excitation and prediction error should be obtained. Second, the local Hessian matrix for eigenvalues
and eigenvectors (most probable local mode shape) should be obtained for each measurement setup by Gaussian approxi-
mation. At the iteration step, the posterior most probable values for model parameters are updated until the prescribed
convergence criteria are satisfied.
5. Posterior uncertainty for system parameters

Posterior statistical parameters in terms of variance, standard deviation, and coefficient of variation can be estimated via
the posterior covariance matrix centered at the MPV of system parameters. Using the second order Taylor series expansion,
the covariance matrix can be calculated as the inverse of the Hessian matrix. Here, the Hessian matrix centered at the MPV of
system parameters is given by
Fig. 1. Flow chart for the proposed algorithm.
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37775
NS�NS

(32)

where J(x,y) denotes the derivatives of Eq. (19) with respect to x, and y (see Appendix B). In addition,
NS ¼ Nq þ Nr þ NmðNþ 1Þ. Here, Eq. ((32) is obtained as a singular matrix due to the unit norm constraints for F. Therefore,
the posterior covariance matrix should be calculated by taking the pseudo inverse of the Hessian [42].
6. The probabilistic damage detection concept

The fundamental aim of FE model updating is to calibrate mathematical models of the structures. During the lifespan of a
structure, it may undergo a damage after some extreme event such as an earthquake. In this case, an updated finite element
model can be obtained again by using ambient vibrationmeasurements obtained from the possibly damaged structure. Thus,
it will be possible to detect the level and location of the damage by using the updated FE models for undamaged and possibly
damaged cases. Here, a level of damage is defined as the change in the stiffness scaling parameters. By using Gaussian
approximation for marginal distributions, Vanik et al. [43] defines the probability of exceedance of a certain damage level for
the rth stiffness parameter as follows.

Pdamr ðdrÞ¼ ~F

0B@ ð1� drÞbqudr � bqpdrffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� drÞ2Sbqud

r

þ Sbqpd

r

r
1CA (33)

where dr2½0; 1� indicates the level of damage, bqudr and bqpdr denote the most probable rth stiffness scaling parameter that
represents the undamaged and probably damaged cases, respectively. In addition, Sbqud

r

and Sbqpd

r

are posterior variance of rth

stiffness parameter for the undamaged and damaged case, and ~Fð:Þ ¼ standard normal cumulative distribution function,
respectively.
7. Numerical and experimental analysis

In this section, first a numerical analysis is presented to verify the presented procedure. For comparison purposes, the
variations in the posterior uncertainties are investigated if the modelling and prediction errors are prescribed. Second, an
experimental study is presented to see the effect of incomplete measurement data on the results.

In the presentedmethodology, both the stiffness and themass scaling parameters are considered asmodel parameters to be
updated. However, assuming both parameters are initially notwell-estimated does not give reasonable results since an infinite
number of sets for most probable stiffness and mass scaling parameters can be found. For this reason, at least one of those
parameters should be assumed as well-estimated. The mass is generally much easier to be evaluated, and therefore the mass
scaling parameters are assumed to be well-estimated by assigning them a small prior variance in the presented examples.
7.1. Numerical analysis: torsional shear frame

A fifteen-story torsional shear frame structure is investigated to validate the proposed methodology. The plan view of the
investigated structure is presented in Fig. 2. The lateral stiffness in the x-x and y-y direction is considered as krx¼ 1000 kN/mand
kry ¼ 600 kN/m, respectively. In addition, story mass is m ¼ 250 kg in both directions. Independent and identically distributed
(i.i.d.) Gaussianwhite noise excitations are generatedwith 300 s duration and 100 Hz sampling frequency, and they are assigned
as point forces to the mass center of the slab along translational and torsional directions, respectively. The measurement noise
root mean square (rms) level is set to be 20% of the rms of the noise-free simulated response, for each channel. The structure is
measured with four setups, and the sensor configuration of the setups is presented in Table 1. The acceleration responses of the
structure aremeasured at the center in the translational directions. Torsional accelerationmeasurements are omitted. Therefore,
torsional modes are not identified, but they are extracted from the updated finite element model.

Assuming the non-parametric stiffness and mass components are equal to zero (K0 ¼ 0, M0 ¼ 0), the parametric stiffness
and mass matrices are defined as,

KðqÞ¼
XNqx¼15

r¼1

qxrKxr þ
XNqy¼15

r¼1

qyrKyr (34)



Fig. 2. Plan view (rth story) of the fifteen-story torsional shear frame structure.

Table 1
Multiple setup configuration.

Setup No Measured DOF

1 1x, 1y, 2x, 2y, 3x, 3y, 4x, 4y, 5x, 5y
2 4x, 4y, 5x, 5y, 6x, 6y, 7x, 7y, 8x, 8y
3 7x, 7y, 8x, 8y, 9x, 9y, 10x, 10y, 11x, 11y, 12x, 12y
4 11x, 11y, 12x, 13y, 13x, 13y, 14x, 14y, 15x, 15y
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MðrÞ¼
XNr¼15

r¼1

rrMr (35)
Model parameters for the investigated structure are first updated by assuming an undamaged case which should lead to
the actual stiffness scaling parameters as qxr¼ qyr¼ 1.00 (for r¼ 1, 2, 3,… ,15). Next, a damaged case is considered inwhich the
inter-story stiffnesses in x-x direction are reduced by 30% in the first story and by 60% in the seventh story. Further, the inter-
story stiffnesses in y-y direction are reduced by 10% in the second story and by 25% in the fifth story. In this damaged case, the
stiffness scaling parameters are expected to be evaluated as qx1 ¼ 0.70, qx7 ¼ 0.40, qy2 ¼ 0.90, qy5 ¼ 0.75 and the remaining
stiffness scaling parameters should be 1.00.

The prior most probable values for stiffness parameters are selected as qxr0 ¼ qyr0 ¼ 10 (overestimated) with a variance of
Sq0 ¼ 50. In addition, the prior mass parameters are assumed to be well-estimated with rro ¼ 1 and Sr0 ¼ 0.01. The resulting
prior probability distributions for stiffness and mass scaling parameters are presented in Fig. 3.

The updated natural frequencies for the first fifteen modes are presented in Table 2. Here, the translational modes indicate
the identifiedmost probable values by using the presented algorithm. The torsional modes, however, are not measured in the
considered example. Therefore, their modal parameters cannot not be identified. Instead, the system modal parameters for
torsional modes are obtained from the eigenvalue analysis of the updated finite element model. It is seen that the identified
frequencies match well with their actual values. In addition, the identified stiffness scaling parameters and the corresponding
posterior coefficient of variations (c.o.v.) in the x-x and y-y directions are presented in Tables 3 and 4, respectively. Again, a
well-match is observed between the identified and actual stiffness scaling parameters, for both the undamaged and the
damaged cases.

In the literature, the modelling and prediction errors are generally defined as rigid constraints (they are assigned to the
selected prescribed values) whichmay not reflect the actual case. The presentedmethod, however, defines soft constraints for
modelling and prediction errors. Therefore, the possible discrepancies due to the modelling and prediction error are updated
at each iteration step. Fig. 4 presents the cumulative probability density functions for damage with respect to the possible
damage levels. It is seen that the probabilities of damage show very small (nearly zero) variance around the most probable
damage levels. The reason of this fact is thought to be the result of using soft constraints for the modelling and prediction
error.

Some applications in the literature consider the measured eigenvalues as the prescribed values (rigid constraint) and the
possible prediction errors are neglected [1,44]. For the rigid constraint case, l is set to the MPVs that are identified from the



Fig. 3. Prior probability distributions of (a) stiffness and (b) mass scaling parameters.

Table 2
Actual and updated natural frequencies with posterior c.o.v.

Mode Number Undamaged Case Damaged Case

Dir. Actual (Hz.) Updated (Hz.) c.o.v. ( � 10�10) Dir. Actual (Hz.) Updated (Hz.) c.o.v. ( � 10�10)

1 y 0.79 0.79 0.22 y 0.77 0.77 4.68
2 x 1.02 1.02 0.33 x 0.94 0.94 3.48
3 Tors 1.50 1.50* e Tors 1.45 1.45* e

4 y 2.36 2.37 0.15 y 2.36 2.36 2.60
5 x 3.05 3.05 0.26 x 2.91 2.92 2.30
6 y 3.91 3.92 0.08 y 3.87 3.86 1.42
7 Tors 4.49 4.50* e x 4.55 4.56 1.10
8 x 5.04 5.04 0.11 Tors 4.42 4.41* e

9 y 5.42 5.42 0.03 y 5.28 5.28 1.01
10 y 6.87 6.86 0.01 y 6.78 6.78 0.72
11 x 6.99 6.99 0.05 x 6.84 6.84 0.83
12 Tors 7.43 7.43* e Tors 7.18 7.18* e

13 x 8.87 8.87 0.02 x 8.19 8.20 0.61
14 Tors 10.29 10.29* e Tors 10.08 10.08* e

15 Tors 13.06 13.07* e Tors 12.61 12.60* e

Table 3
Actual and updated stiffness parameters in the x-x direction.

Parameter Undamaged case Damaged case

Actual Updated c.o.v ( � 10�14) Actual Updated c.o.v ( � 10�14)

qx1 1.0000 1.0044 1.0214 0.7000 0.7078 8.4405
qx2 1.0000 1.0114 1.2943 1.0000 1.0107 10.8562
qx3 1.0000 1.0076 0.8476 1.0000 1.0059 8.6016
qx4 1.0000 1.0089 1.0702 1.0000 1.0114 8.3922
qx5 1.0000 1.0089 1.0193 1.0000 1.0062 7.7128
qx6 1.0000 1.0056 1.0326 1.0000 1.0043 6.9394
qx7 1.0000 1.0109 1.0056 0.4000 0.4009 2.3786
qx8 1.0000 1.0010 1.0221 1.0000 1.0076 5.9229
qx9 1.0000 1.0168 0.9642 1.0000 1.0074 6.5112
qx10 1.0000 1.0000 0.7876 1.0000 1.0029 8.5295
qx11 1.0000 1.0057 0.8855 1.0000 1.0037 5.7305
qx12 1.0000 0.9991 1.0363 1.0000 1.0090 10.6522
qx13 1.0000 1.0076 1.0826 1.0000 1.0100 7.9952
qx14 1.0000 1.0125 0.7692 1.0000 1.0016 11.6128
qx15 1.0000 0.9987 0.9038 1.0000 1.0003 14.9658
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measurements [45]. In this study, however, the prediction error between the system and measured eigenvalues are
considered as parameters to be updated. Fig. 5 and Fig. 6 show the convergence speed of the estimated first stiffness scaling
parameter to its actual value and the variation of its posterior c.o.v. with respect to the number of considered modes, for the
cases of rigid and soft constraints for l, respectively. It is seen that the presented methodology (soft constraint approach)



Table 4
Actual and updated stiffness parameters in the y-y direction.

Parameter Undamaged case Damaged case

Actual Updated c.o.v ( � 10�14) Actual Updated c.o.v ( � 10�14)

qy1 1.0000 1.0090 1.4566 1.0000 1.0035 11.2068
qy2 1.0000 1.0105 1.0229 0.9000 0.9089 9.7372
qy3 1.0000 1.0133 0.9693 1.0000 1.0079 12.1623
qy4 1.0000 0.9973 0.7562 1.0000 0.9944 15.5966
qy5 1.0000 1.0085 1.2633 0.7500 0.7521 8.7421
qy6 1.0000 1.0027 1.0756 1.0000 0.9971 6.4256
qy7 1.0000 1.0021 1.5264 1.0000 1.0005 5.9322
qy8 1.0000 1.0105 1.0523 1.0000 1.0014 4.3256
qy9 1.0000 1.0070 0.9145 1.0000 1.0105 7.1385
qy10 1.0000 1.0091 1.1580 1.0000 1.0158 9.9661
qy11 1.0000 1.0137 1.6386 1.0000 1.0144 11.1286
qy12 1.0000 0.9973 1.1325 1.0000 0.9957 12.5625
qy13 1.0000 1.0093 1.4086 1.0000 0.9989 8.4346
qy14 1.0000 0.9982 0.9373 1.0000 1.0085 10.0628
qy15 1.0000 1.0070 1.1548 1.0000 0.9924 12.0963

Fig. 4. Probability of damage for the stiffness parameters (blue line: x-x direction, red line: y-y direction).
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increases the convergence speed of the estimated stiffness parameters to the actual value when compared to the rigid
constraint approach. In addition, the presented methodology significantly reduces the posterior c.o.v. for the first stiffness
scaling parameter.

Fig. 7 and Fig. 8 show the variation of the estimated first stiffness scaling parameter and its posterior c.o.v. for the pre-
scribed variance of modelling and measurement error. Here, the prediction error for eigenvalues and eigenvectors were
Fig. 5. Variation of estimated qx1 versus the number of considered modes (red circle: rigid constraint, blue square: soft constraint for eigenvalues). (For inter-
pretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)



Fig. 6. Variation of posterior c.o.v. of qx1 versus the number of considered modes (red circle: rigid constraint, blue square: soft constraint for eigenvalues).
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defined to have a c.o.v. of 1%. The prescribed variance of modelling error was calculated according to the defined prediction
error. When the modelling error level is prescribed, the posterior uncertainties are affected by the chosen value even if the
identifiedMPVs for model parameters are close to the actual value. The definition of smaller error values does not guarantee a
smaller posterior c.o.v. for model parameters. In addition, some applications completely neglect the modelling error which
may also result in larger posterior uncertainty [36e38]. Results show that the soft constraint approach for modelling and
measurement error increases the convergence speed of most probable stiffness scaling parameters and shows a significant
decrease in the posterior coefficient of variation.

Fig. 9 and Fig. 10 show the updated first fifteen mode shapes for the damaged and undamaged cases. Here, the torsional
mode shapes were estimated from the updated FEmodel. The estimatedmode shapes (presented by blue squares) matchwell
with the analytical results for both undamaged and damaged cases. In addition, the posterior c.o.v. values for the identified
mode shapes are presented in Table 5.

In order to see the effect of measurement noise on the FE model updating results, the damaged case for the considered
structure is investigated with respect to different noise levels. Here, the noise level is defined as the ratio of the rms values of
the noise and noise-free response. Fig. 11 presents the variations of the relative error between the most probable and actual
eigenvalues for the first three modes, and the posterior c.o.v. values with respect to noise level. Maximum error increases up
to 1% for the noise level of 100%. Posterior c.o.v. values show significant variation. However, their maximums remain in the
level of 10�8. In addition, Fig. 12 presents the variations of the relative error between the most probable and actual stiffness
scaling parameters, and their posterior c.o.v. values with respect to noise level. A similar trend is observed in the results for
the stiffness scaling parameters. It is seen that the relative error shows a reasonable increase for the larger noise levels. A
Fig. 7. Variation of posterior c.o.v. versus the number of considered modes (red circle: rigid constraint, blue square: soft constraint for modelling and prediction
error).



Fig. 8. Variation of posterior c.o.v. of qy1 versus the number of considered modes (red circle: rigid constraint, blue square: soft constraint for modelling and
prediction error).
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significant increase is observed for the posterior uncertainties, but its maximum value also remains in a considerably small
level.
7.2. Experimental analysis: ten story shear frame model

In this section, the presented methodology is applied to a ten-story laboratory shear frame whose schematic represen-
tation is presented in Fig. 13. In the laboratory experiments, four piezo-electric accelerometers were used which are defined
with 1000mV/g sensitivity and 11.4 mg/(Hz.)0.5 spectral noise density. Themeasurement system consists of a laptop computer
with a 1.5 GHz single CPU and Linux operating system, a 16 channel USBDUX-Sigma data acquisition box with 24 bit analog to
digital conversion. A first order analog lowpass filter with a cut-off frequency at 120 Hz, and a constant current supply was
used for each channel.

In order to shed light on the effect of incomplete measurement data onto the FE model updating results, three different
scenarios were considered. First, the structure was measured with four accelerometers in four setups, covering all DOF
(Fig.13d). Next, themeasurement scenarios were created by the selection of measurement channels according toTable 6. As it
can be observed, the number of measured channels increases from Scenario-I to III. The acceleration responses were recorded
in the weak direction of the building and all measurement setups were acquired in different times with 250 Hz sampling
frequency and 5 min duration.

The inter-story stiffnesses of the structure were analytically calculated as [37.50 37.50 37.50 25.00 25.00 25.00 25.00 18.75
18.7518.75] KN/m according to the structural geometrical configuration and assumedmaterial property. In addition, the story
mass was calculated as 2.355 kg for each story. For real life applications in which the nominal stiffness parameters are
assumed to bewell estimated, onemay take a prior estimation of 1.00. In this study, however, the prior estimation for stiffness
scaling parameters were intentionally considered as overestimated and assigned to 10.0 with a large variance. The prior mass
scaling parameters were selected as 1.00 with small variance (well-estimated).

Table 7 presents the identifiedMPVs of natural frequencies and their posterior c.o.v. values. Here, “MPV*” denotes themost
probable frequencies identified by BFFTA, and “MPV” denotes themost probable frequencies identified by using the presented
Bayesian FEmodel updating approach. Results show that the discrepancy between the updated andmeasured values are very
small. In addition, as the number of measured DOF increases, MPVs and their posterior c.o.v. for eigenvalues show no sig-
nificant changes.

Identified stiffness parameters and their posterior c.o.v. values are presented in Table 8. At first view, it is seen that the
identified stiffness parameters showamaximumdifference of about 7% among Scenario-I and III. This difference is considered
to be caused by the effect of insufficient measurement points in Scenario-I. Here, only the first five modes could be identified
by the presented method, because five DOFs were measured only. The absence of higher modes results in a relatively weaker
estimation for stiffness parameters. The results from Scenario II show a small difference from Scenario III, since only the last
two modes out of ten were not considered. In addition, the posterior c.o.v. shows significant increase in case of insufficient
measurement points. Despite, a maximum relative difference of 7% in the stiffness parameters, the posterior most probable
mode shapes are observed to be identical for the considered scenarios (see Fig. 14).



Fig. 9. Updated mode shapes (blue square) and analytical values (red line) for undamaged case: a-) y-y direction, b-) x-x direction, and c-) torsional.

Ç. Hızal, G. Turan / Journal of Sound and Vibration 469 (2020) 115139 15



Fig. 10. Updated mode shapes (blue square) and analytical values (red line) for damaged case: a-) y-y direction, b-) x-x direction, and c-) torsional.
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Fig. 11. a-) Variation of relative error ratio (%) in eigenvalues with respect to noise level, and b-) variation of posterior c.o.v. of updated eigenvalues with respect to
noise level.

Fig. 12. a-) Variation of relative error (%) in updated stiffness scaling parameters with respect to noise level, and b-) variation of posterior c.o.v. of updated
stiffness scaling parameters with respect to noise level.

Table 5
Posterior c.o.v. values for updated most probable mode shapes ( � 10�12).

Mode number Undamaged case Damaged case

yy-dir xx-dir. yy-dir xx-dir.

1 3.86 4.25 57.35 69.93
2 5.25 4.92 77.42 91.16
3 5.85 6.04 89.83 103.25
4 7.23 8.23 110.21 123.86
5 9.16 9.95 132.36 145.79
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Fig. 13. a-) Schematic view of ten story shear frame structure, b-) view of the whole experimental setup, c-) data acquisition system, and d-) multiple setups
configuration (for scenario III).

Table 6
Sensor placement for considered measurement scenarios.

Setup Number Measured DOFs

Scenario I Scenario II Scenario III

1 1, 4 2, 3, 4 1, 2, 3, 4
2 4, 6 4, 5, 6 3, 4, 5, 6
3 6, 8 5, 6, 7 5, 6, 7, 8
4 8, 10 7, 9, 10 7, 8, 9, 10
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Table 7
MPVs and posterior c.o.v. for natural frequencies (“*” denotes the MPVs that are identified from the measurements by BFFTA).

Mode # Scenario I Scenario II Scenario III

MPV* MPV c.o.v (%) MPV* MPV c.o.v (%) MPV* MPV c.o.v (%)

1 2.61 2.62 0.11 2.62 2.62 0.08 2.62 2.62 0.07
2 7.36 7.37 0.06 7.37 7.37 0.05 7.37 7.37 0.05
3 11.67 11.69 0.03 11.69 11.69 0.01 11.70 11.70 0.01
4 17.02 17.03 0.02 17.03 17.03 0.01 17.03 17.03 0.01
5 20.72 20.70 0.02 20.72 20.71 0.01 20.71 20.71 0.01

Table 8
Identified stiffness scaling parameters for considered measurement scenarios.

Stiffness Parameter Scenario I Scenario II Scenario III

MPV c.o.v (%) MPV c.o.v (%) MPV c.o.v (%)

q1 0.9544 0.3195 0.9916 0.2927 1.0154 0.1607
q2 0.9226 0.5147 0.8902 0.3729 0.8875 0.1700
q3 0.9839 0.5701 0.9544 0.1484 0.9448 0.1025
q4 1.1517 0.5723 1.0961 0.1512 1.1135 0.1015
q5 0.9515 0.6093 1.0239 0.1944 1.0278 0.1288
q6 1.0957 0.7114 1.0484 0.2180 1.0524 0.1497
q7 1.1495 0.5564 1.1989 0.1774 1.1805 0.1177
q8 1.1001 0.7402 1.0897 0.2214 1.0849 0.1311
q9 1.0020 0.6004 1.0379 0.2192 1.0497 0.1314
q10 1.0596 0.5782 1.0316 0.2170 1.0443 0.1343

Fig. 14. Updated mode shapes for considered scenarios.
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8. Conclusion

Motivated from the literature, this study presents a two-stage Bayesian finite element model updating procedure by using
the acceleration response obtained by multiple setups from ambient excitations. The main difference from the previous
studies stands on consideration of the prediction and modelling error terms. In the modal identification stage, BFFTA is
employed to the finite element model updating problem to quantify the prediction error term. A block diagonal covariance
matrix is obtained which indicates a zero-correlation between the eigenvalues and eigenvectors. Thus, a prior probability
distribution for the prediction error between the most probable and measured eigenvalues and eigenvectors are obtained for
each measurement setup. Finally, the posterior MPVs for model and system modal parameters are updated by using Bayes’
theorem. Numerical and experimental studies are presented to see the efficiency of the proposed methodology.

The proposed procedure results in lower posterior uncertainty when compared to the rigid constraint approach for
modelling and prediction error. The reason of this fact is considered to stem from using the posterior distribution of local
modal parameters obtained by BFFTA at each setup for prior probability distribution of eigenvalues and eigenvectors together
with the modelling error. Using a prescribed prediction error or neglecting the prediction error for eigenvalues results in
significant increase in the posterior uncertainty. Additionally, in case of multiple measurement setups and/or insufficient
measurement points, the presented methodology gives reasonable results for system parameters.

Appendix A
Calculation of Hessian matrix for local modal parameters

The Hessian matrix for the nth mode local modal parameters at ith measurement setup can be calculated by following a
fast-computational procedure that is proposed by Au and Xie [40]. In this procedure, a constrained likelihood function,
Lc,ni(Qni) with one independent mode shape equality constraint (for nth mode and ith setup) is considered as below.

Lc;niðQniÞ¼ LniðQniÞ þ aj;niGj;ni (A.1)
Here, aj;ni and Gj;ni denote the Lagrange multipliers and constraint equations. The Hessian matrix with respect to Qni is
obtained as,

V2Lc;ni ¼VvTc
�
V2Lni þaj;niV

2Gj;ni

�
Vvc (A.2)
where vc denotes a mapping function that always satisfies the constraint equations. The second order derivative of the
likelihood function is given by
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where vc, Gi and their derivatives are written as below.
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Thus, the Hessian matrix under norm constraint is obtained as follows
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At Qsni ¼cQsniand fni ¼ bfni,
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Derivative of Dni with respect to Qs,ni can be obtained as follows.
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In Eq. (A.9), it is seen that the derivative of Dni is a Hermitian matrix. Therefore, its eigenvalue decomposition should also
be Hermitian.
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where vri=vQs;ni will be orthogonal to ri. Therefore, vri=vQs;ni should be equal to zero in order to keep Hermitian structure of
vDni=vQs;ni. Thus, the derivative of DðQs;niÞ is obtained as below.
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fnif

T
ni þ

XN
i¼2

vsi
vQs;ni

rir
T
i (A.11)
Thus, a zero correlation is obtained between Qs;ni and fni by making use of Eqs. (A.7) and (A.11), as follows.

HbQsnibfni

¼ bfT
ni �

vDni

vQsni

����
Qsni¼bQsni

�
0@0� bfni

bfT
ni �

XNi

j¼2

rjr
T
j

1A

¼ vbani

vQsni

bfT
ni �

0@0� bfni
bfT
ni �

XNi

j¼2

rjr
T
j

1A ¼ 0

(A.12)
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Appendix B
Derivatives of the objective function

� Derivative of J(q,q)

Jðq;qÞ ¼ v2J

vq2

�����
q¼bq;r¼br;c¼bc ¼ S�1

qro
IN�N þ

XNm

n¼1

S�1
εn

GT
Kn
GKn

(B.1)
� Derivative of J(q,r)

Jðq;rÞ ¼ fJðr;qÞgT ¼ v2J
vqvr

�����
q¼bq;r¼br;c¼bc ¼ �

XNm

n¼1

S�1
εn

GT
Kn
GMn

(B.2)
� Derivative of J(q,l)

Jðq;lÞ ¼ fJðl;qÞgT ¼ v2J
vqvl

�����
q¼bq;r¼br;c¼bc ¼ ½ Jðq;l1Þ ::: Jðq;lNmÞ �Nq�Nm

Jðq;l1Þ ¼ �S�1bε GT
Kn
MðrÞFn

(B.3)
� Derivative of J(q,F)

Jðq;FÞ ¼ fJðF;qÞgT ¼ v2J
vqvF

�����
q¼bq;r¼br;c¼bc ¼ ½ Jðq;F1Þ ::: Jðq;FNm Þ �Nq�NmN

Jðq;FnÞ ¼ 
 fJðq1;FnÞgT ::: fJðqNq
;FnÞgT

�T
N�Nq

Jðqi;FnÞ ¼
h
2S�1bε bFT

nUnKi

�
IN � bFn

bFT
n

�i
1�N

(B.4)
� Derivative of J(r,r)

Jðr;rÞ ¼ v2J
vr2

�����
q¼bq;r¼br;c¼bc ¼ S�1bro

IN�N þ
XNm

n¼1

S�1bε GT
Mn

GMn
(B.5)
� Derivative of J(r,l)
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Jðr;lÞ ¼ fJðl;rÞgT ¼ v2J
vrvl

�����
q¼bq;r¼br;c¼bc ¼ ½ Jðr;l1Þ ::: Jðr;lNmÞ �Nr�Nm

Jðr;lnÞ ¼ S�1bε �2ln~GT
Mn

GMn
br � ~G

T
Mn

gMn
þ GT

Mn
M0

bFn

� (B.6)

where
~GMn
¼ 
M1

bFn ::: MNel
bFn
�
N�Nr

(B.7)
� Derivative of J(r,F)

Jðr;FÞ ¼ fJðF;rÞgT ¼ v2J
vqvl

�����
q¼bq;r¼br;c¼bc ¼ ½ Jðr;F1Þ ::: Jðr;FNm Þ �Nr�NmN

Jðr;FnÞ ¼ 
 fJðr1;FnÞgT ::: fJðrNq
;FnÞgT

�T
N�Nr

Jðrm;FnÞ ¼
h
2S�1bε bFT

nUnlnMi

�
IN � bFn

bFT
n

�i
1�N

(B.8)
� Derivative of J(l,l)

Jðl;lÞ ¼ v2J

vl2

�����
q¼bq;r¼br;c¼bc ¼

"
diag

 
S�1bε Gbln

þ
XNs

i¼1

Hblni

!#
Nm�Nm

(B.9)
� Derivative of J(l,F)

Jðl;FÞ ¼ fJðF;lÞgT ¼ v2J
vFvl

�����
q¼bq;r¼br;c¼bc ¼ ½ Jðl;F1Þ ::: Jðl;FNmÞ �N�NmN

Jðl;FnÞ ¼ 
 fJðl1 ;FnÞgT ::: fJðlNm ;FnÞgT
�T
NmN�N

Jðlm;FnÞ ¼

8><>:
h
� 2bS�1bε bFT

nUnMðrÞ
�
IN � bFn

bFT
n

�i
1�N

if n ¼ m

01�N otherwise

(B.10)
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� Derivative of J(F,F)

JðF;FÞ ¼ v2J

vF2

�����
q¼bq;r¼br;c¼bc ¼ diag½ JðF1;F1Þ ::: JðFNm ;FNm Þ �NmN�NmN

JðFn;FnÞ ¼
(XNs

i¼1

GT
oi

�
r�2
ni Hbf i

þ 2aniINi

�
Goi

)
þUT

nS
�1bε Un � 2bnIN

(B.11)
Appendix C
Non-parametric substructure stiffness and mass matrices for the presented numerical example

� Stiffness matrix, Kr;

For r ¼ 1,

K1x ¼ k1x

2666666666666666666664

2666666666666664

1 0 0 �1 0 0

0 0 0 0 0 0

0 0 L2x
.
4 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

3777777777777775
06�39

039�45

3777777777777777777775

(C.1)

2 3
K1y ¼ k1y

666666666666666666664

2666666666666664

0 0 0 0 0 0

0 1 0 0 �1 0

0 0 L2y
.
4 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

3777777777777775
06�39

039�45

777777777777777777775

(C.2)
For r ¼ 2, 3, 4,…, 15
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Krx ¼ krx

26666666666666666666666664

03ðr�2Þ�45

01�3ðr�2Þ

2666666666666664

1 0 0 �1 0 0

0 0 0 0 0 0

0 0 L2x
.
4 0 0 �L2x

.
4

�1 0 0 1 0 0

0 0 0 0 0 0

0 0 �L2x
.
4 0 0 L2x

.
4

3777777777777775

01�3ð15�rÞ

03ð15�rÞ�45

37777777777777777777777775

(C.3)

Kry ¼ kry

266666666666666666666666666664

03ðr�2Þ�45

01�3ðr�2Þ

2666666666666666664

0 0 0 0 0 0

0 1 0 0 �1 0

0 0 L2y
.
4 0 0 �L2y

.
4

0 0 0 0 0 0

0 �1 0 0 1 0

0 0 �L2y
.
4 0 0 L2y

.
4

3777777777777777775

01�3ð15�rÞ

03ð15�rÞ�45

377777777777777777777777777775

(C.4)

where, krx ¼ krx- þ krxþ and kry ¼ kry- þ kryþ.

� Mass matrix, Mr;

For r ¼ 1,



Ç. Hızal, G. Turan / Journal of Sound and Vibration 469 (2020) 11513926
M1 ¼ m

2666666666666666666666664

26666666666666666666664

1 0 0 0 0 0

0 1 0 0 0 0

0 0

�
L2x þ L2y

�
12

0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

37777777777777777777775

06�39

039�45

3777777777777777777777775

(C.5)
For r ¼ 2,…, 14

Mr ¼ m

26666666666666666666666666666664

03ðr�2Þ�45

01�3ðr�2Þ

266666666666666666666666664

1=2 0 0 0 0 0

0 1=2 0 0 0 0

0 0

�
L2x þ L2y

�
24

0 0 0

0 0 0 1=2 0 0

0 0 0 0 1=2 0

0 0 0 0 0

�
L2x þ L2y

�
24

377777777777777777777777775

01�3ð15�rÞ

03ð15�rÞ�45

37777777777777777777777777777775

(C.6)
For r ¼ 15

M15 ¼ m

2666666666666666666666666664

039�45

06�39

266666666666666666666666664

1=2 0 0 0 0 0

0 1=2 0 0 0 0

0 0

�
L2x þ L2y

�
24

0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0

�
L2x þ L2y

�
12

377777777777777777777777775

3777777777777777777777777775

(C.7)
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