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Electric field controlled transport of water in graphene nano-channels
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Motivated by electrowetting-based flow control in nano-systems, water transport in graphene nano-
channels is investigated as a function of the applied electric field. Molecular dynamics simulations
are performed for deionized water confined in graphene nano-channels subjected to opposing surface
charges, creating an electric field across the channel. Water molecules respond to the electric field
by reorientation of their dipoles. Oxygen and hydrogen atoms in water face the anode and cathode,
respectively, and hydrogen atoms get closer to the cathode compared to the oxygen atoms near the
anode. These effects create asymmetric density distributions that increase with the applied electric
field. Force-driven water flows under electric fields exhibit asymmetric velocity profiles and unequal
slip lengths. Apparent viscosity of water increases and the slip length decreases with increased electric
field, reducing the flow rate. Increasing the electric field above a threshold value freezes water at room
temperature. Published by AIP Publishing. https://doi.org/10.1063/1.4996210

I. INTRODUCTION

Development of complex nano-fluidic systems with
pumps, valves, and other flow control elements requires
enhanced understandings of the structure, dynamics, and trans-
port of nano-scale confined liquids under externally and locally
applied fields. Previous experiences from microfluidic sys-
tems can help conceptualize nano-fluidic components. For
example, electrowetting has been used in microfluidic sys-
tems to guide and mix droplets using locally applied elec-
tric fields.1,2 Controlling the surface wettability of nano-
channels by locally applied electric fields can be used to
regulate the flows. Graphene can be used as local electrodes
and varying the electric charges on each electrode can gen-
erate the desired electric field.3,4 However such develop-
ments require an advanced understanding of nano-scale liquid
transport phenomena, which can be achieved using atomistic
simulations.

Liquid transport in nano-scale systems deviates from their
micron and larger counterparts due to the scale and force-field
effects.5 Scale effects become prominent when the molecular
diameter becomes comparable to the dimensions of the flow
conduit so that fluid molecules can no longer be considered as
point particles. For example, the well-known density layering
of liquids near the walls is a result of the liquid-wall force field
interactions and the finite size of liquid molecules.6 These local
effects confined to the near-wall region subside within several
molecular diameters, and the fluid density reaches a con-
stant bulk value away from the walls.7 The channel-averaged
fluid density and apparent-viscosity increasingly deviate from
their thermodynamic values with scale reduction.8 In addition,
depending on the surface-liquid interaction strength, liquid
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may exhibit velocity slip, no-slip, or adsorption that greatly
affect transport.5,9 However, these behaviors must be defined
at the first liquid density layer rather than the walls since the
liquid molecules cannot get closer to the walls more than a
molecular diameter. For example, fluid slip-plane is at the first
mobile density layer near the wall, which affects the apparent
channel height.10 As a result of these effects, predictions of the
continuum transport models become inaccurate with decreas-
ing system dimensions, and eventually discrete transport of
liquid molecules under the influence of wall force field effects
dominates the flow.11

Molecular dynamics (MD) has been used to investigate
electro-wetting behavior of nano-droplets on different sur-
faces. Zhang et al.12 reported enhanced wettability of water
molecules on platinum surfaces with increased electric field
strengths. Song et al.13 investigated spreading of nano-droplets
under electric fields applied parallel to the solid surfaces
and reported the decrease of the contact angle and forma-
tion of asymmetric droplet shapes. Giovambatistta et al.14

investigated the variation of liquid contact angle as a function
of locally induced surface charges and showed a reduction
in the contact angle with increased electrical charge den-
sity. A general trend in the simulations is the enhancement
of surface wettability with increased electric fields, where
the wetting angle decreases and the surface becomes more
hydrophilic corresponding to stronger liquid-solid interac-
tions. Polarizable water molecules reorient themselves in the
electric field direction.15,16 Increasing the electric field mag-
nitude aligns the dipole moments of the water molecules in
the system and restricts their degree of freedom, which even-
tually results in electro-freezing, where the water molecules
exhibit high-ordered crystalline structures.17,18 Svishchev and
Kusalik19 reported a study focusing on crystallization of liq-
uid water on different types of surfaces under applied electric
fields. Xia and Berkowitz20 investigated the structural behavior
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of water molecules confined between oppositely charged
platinum walls. At sufficiently high electric fields, water
molecules undergo a drastic change and form ice-like ordered
structures.

To the best of our knowledge, there is no study inves-
tigating the effects of electric field on transport properties of
nano-confined water such as viscosity, density, and slip length.
In this study, non-equilibrium molecular dynamics (NEMD)
simulations are performed for force-driven water flow through
electrically charged graphene nano-channels. The main objec-
tive of this study is to elucidate the effect of electric field
imposed by oppositely charged surfaces on the structural
and transport properties of water confined in graphene nano-
channels at a length scale, where the continuum behavior is still
observed. We particularly focus on the behavior of deionized
water and present results of density profiles, molecular ori-
entations, velocity profiles, viscosities, and slip lengths after
carefully fixing the thermodynamic state.

II. THEORETICAL BACKGROUND

Water transport in charged graphene nano-channels may
exhibit variations in the slip length and viscosity. In order
to assess such effects, we concentrate on force-driven flow
between two parallel plates shown in Fig. 1 and review liquid
transport using continuum fluid mechanics. The Navier-Stokes
equations for steady, incompressible, fully developed, force-
driven Newtonian fluid flows can be simplified to result in the
following equation:

d2u

dz2
= −

f
µ

, (1)

where f is the driving body force, µ is the fluid viscosity,
and u(z) is the velocity field. At the liquid-solid interface, we
assume Navier-type slip boundary condition given by

us − uw = β
du
dz

, (2)

where us and uw are the liquid slip and wall velocities, respec-
tively, and β is the slip length. For generality of discussions,
the slip length on each wall can be different. Using slip lengths

FIG. 1. Schematic and dimensions of the simulation domain.
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For constant slip length β on both surfaces, this equation
reduces to following well-known form,
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In order to calculate the slip lengths and fluid viscosity, a curve
fitting method using the velocity profiles obtained from MD
simulations is utilized.8,21 First a parabolic velocity profile in
the form of u(z) = Az2 + Bz + C is fitted to the MD sim-
ulation data, then the A, B, and C coefficients are compared
with the analytical solution given in Eq. (3). Accordingly, fluid
viscosity is extracted using

µ = −
f

2A
. (5)

This is followed by solving for the slip lengths of βL and βR

analytically using the coefficients B and C. The polynomial-
fit approach provides a good approximation when calculating
viscosity and slip lengths from a parabolic velocity profile.
However, curve fitting a parabolic profile to plug-like flows
or velocity profiles with small parabolic components lead to
inaccurate slip lengths or large statistical variations.22 For
such cases, we used conservation of linear momentum in the
flow direction, which provides equilibrium between the wall
shear (τw) and total body force exerted on the water molecules
as τw =

fh
2 . Then, combining this equation with the constitu-

tive law for Newtonian fluids as τw = µ
du
dy and Navier-type

slip equation given in Eq. (2), the slip length is calculated
as

β =
2µus

fh
=

2µū
fh

, (6)

where us and ū are the slip and average velocities, respec-
tively. It is critical to state that we assumed slip velocity equal
to the average velocity, which is the case for pure plug-flow
behavior. Approach based on Eq. (6) results in accurate esti-
mates of the interfacial slip behavior at the graphene-water
interface.23,24

III. MOLECULAR DYNAMICS SIMULATION

We carried out molecular dynamics simulations on a
three-dimensional model system consisting of water molecules
confined between graphitic solid walls. A schematic illus-
tration of the simulation domain is shown in Fig. 1. Total
dimensions of the domain in the lateral (x and y) and vertical (z)
directions were set as 38.13, 36.93, and 54.4 Å, respectively. In
the current study, the channel height is h = 40.8 Å. This dimen-
sion is specifically chosen so that both the continuum behavior
and the graphene-water interface phenomenon are still observ-
able. Therefore, the simulation domain is large enough to show
density layering due to the wall force-field effect as well as
a significant bulk region in the middle of the channel. For
much narrower channels, the definition of the thermodynamic
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state and the derivation of continuum variables such as density,
velocity, and viscosity become irrelevant, and water molecules
exhibit discrete molecular transport as previously shown in the
literature.25–27

Each solid wall contains three defect-free graphene sheets
separated by 3.4 Å distance. Graphene wall layers in the
walls were organized based on the Bernal (ABA) stacking
arrangement on the XY plane.28 Wall atoms were constrained
at their initial positions representing a cold wall behavior,
while remaining particles in the system were free to move.
Opposite but equal surface charges were taken into consid-
eration on the left and right walls to satisfy the neutrality of
the simulation box. Charged surfaces in an electrolyte solu-
tion act as electrodes that attract counter ions, creating an
electrical double layer (EDL) to shield the surface charge.
This phenomenon becomes dominant at high ionic concen-
tration and substantially affects the structure and dynamics
of water in nano-scale confinements. Wang et al.29 showed
significant differences on the ion and liquid density distri-
butions for a LiClO4-acetonitrile/graphite EDL capacitor at
various surface charges. Unlike their study, we focus on the
limit of deionized water and neglect any EDL formation on the
electrodes.

Intermolecular (van der Waals and electrostatic) forces for
all atomic species were described using Lennard-Jones (LJ)
and long-range Coulombic potentials as follows:
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where ε and σ are the well-depth and molecular diameter,
respectively. ε0 is the dielectric constant for vacuum, qi val-
ues are the partial charges, and rij is the distance between two
atoms or charged sites.

Interactions between water molecules were calculated
using a rigid four-site TIP4P/2005 model, which provides
a good approximation to reproduce structural and hydrody-
namic properties of liquid water in a wide range of temper-
atures.30,31 For this water model, oxygen atoms do not carry
partial charges. Instead, a massless negatively charged dummy
atom is added along the bisector of the H–O–H bond angle.
But, neutrality of a water molecule is satisfied by positively
charged hydrogen atoms. Bond lengths and angles in water
molecules were constrained by SHAKE algorithm in order
to make the water molecules rigid.32 Only oxygen atoms
were taken into considerations in our LJ calculations between
water-water and water-graphene. Oxygen-carbon interactions
were computed using an LJ potential accurately parameterized
by experimental observation of water/graphene contact angle
by Werder et al.33 Although covalent bonds between carbon
atoms can be modeled using interatomic potentials such as
adaptive intermolecular reactive bond order (AIREBO),34 we
excluded these interactions due to the use of the cold-wall
model, which eliminates all forces exerted on the carbon
atoms. Keeping carbon atoms stationery does not substan-
tially change the structure or dynamics of confined water,
but it drastically reduces the computational cost.33,35 In addi-
tion, electrical charges are imposed on the carbon atoms at the
water-graphene interface, while no charge is assigned to the

rest. Coulombic interactions between all charged particles are
taken into consideration. These long-range electrostatic inter-
actions were handled by engaging particle-particle-particle
mesh (P3M) method with a root-mean-accuracy of 10�5.36

PPPM maps atomic charges to a 3D mesh and enables 3D fast
Fourier transform (FFT) to solve Poisson’s equation on the
mesh. Then, it interpolates electric fields on the mesh points
back to the atoms.37 All short range LJ and Coulombic poten-
tials were smoothly truncated at a cutoff distance of 1 nm.
Table I lists molecular parameters for all atomic pairs used in
MD simulations.38

Large-Scale Atomic/Molecular Massively Parallel Sim-
ulator (LAMMPS) was employed in this study.39 Periodic
boundary conditions were used in x- and y-directions. A
slab modification in the z-direction was activated to calcu-
late the electrostatic interaction for the reduced periodicity.40

This study simulates the well-known Poiseuille flow model
between two electrically charged parallel plates to find the
transport properties of nano-confined water. Before we applied
any driving-force, we first thermally equilibrated each system
in a canonical (NVT) ensemble. For this purpose, initial veloc-
ities on each water molecule were randomly assigned using a
Gaussian distribution corresponding to the specified tempera-
ture. Initially, the MD system was run for 2 ns using 1 fs time
steps for achieving an equilibrium state without any external
forces. The thermodynamic state was fixed by maintaining the
temperature at 300 K using the Nose-Hoover thermostat and
keeping the bulk density of water away from the two graphitic
surfaces at 997 kg/m3. The temperature was calculated from
the total kinetic energy, verifying the equilibrium state.

Starting from these equilibrium conditions, an external
force was applied to conduct the flow simulations. For the
flow cases, the Nose-Hoover thermostat was applied only to
the degrees of freedom perpendicular to the flow direction.
The flow was driven by a constant force in the y-direction
applied to each atom of the water molecule with respect to
their masses. The force for each surface charge density case
was carefully chosen to generate velocities lower than 50 m/s.
This is important to avoid any non-linear response due to high
flow velocity and its dependence on the temperature.41,42 The
linear response regime was verified by comparing the aver-
age channel velocities obtained by systematically increasing
the driving force (not shown for brevity). The time scale for
momentum diffusion was determined using td ≈ h2/v, where
ν is the kinematic viscosity and h is the channel height.10

We ensured reaching the steady state by initially running the
system for 2 ns, which corresponds to 12.5td . Afterwards
we ran and time averaged the results for an additional 16
ns for data collection and statistical averaging, creating 1600
independent time-averaged data sets. In order to calculate the
standard deviation and standard error, we used 20 independent

TABLE I. Molecular interaction parameters for atomic pairs.

Atom pair σ (nm) ε (kJ/mol) q (e)

H–H 0 0 0.5564
O–O 0.315 89 0.7749 �1.1128 (dummy)
C–O 0.319 0 0.3921 Varies
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samples obtained from the averaging of 80 consecutive data
sets. The domain was divided into 1200 bins in the z-direction
to monitor the results. This number of slab-bins was deter-
mined so that the density distribution did not display any qual-
itative and quantitative differences, enabling proper resolution
of the wall-liquid interface.43

IV. RESULTS

In this section, we first examine the density profiles and
molecular orientations obtained in MD simulations under
zero and varying electric charges. This is followed by inves-
tigations of the velocity profiles, slip lengths, and viscos-
ity variations for force-driven flows under applied electric
charges.

In Fig. 2, we present the variation of density profiles for
different surface charge densities (σ). The surface charges are
introduced as uniformly distributed partial charges to the car-
bon atoms at the graphite-water interface. Positive charges
on the left wall represent anode, while negative charges on
the right wall represent cathode. This configuration induces
an electric field from the left wall to the right. Herein, sur-
face charge densities of 0, 6.56, 13.12, 19.68, and 26.24
µC/cm2 were taken into consideration, which are similar to
the values used in previous MD studies.4,20 Resulting elec-
tric field strengths produced by these charges are 0, 0.0925,
0.185, 0.2775, and 0.37 V/nm, respectively, which are also
in the range of electric field strengths used in earlier MD
studies.25,44,45 Although applying such high electric fields is
difficult in experimental studies due to the dielectric break-
down of water, it is not totally impractical.46 For example, the
pulse discharge method engages pulse voltages through two
electrodes in an aqueous environment to generate an electric
field on the order of 1 V/nm.46–48

All density profiles present well-known layering phenom-
ena due to the wall-liquid attraction and volume-exclusions as
shown by Koplik and Banavar6 Three distinguishable den-
sity layering near each wall and a bulk region in the middle
of the channel are observed. The bulk density is maintained
at 997 kg/m3 and the temperature is fixed at 300 K, which
fixes the thermodynamic state for all cases. Although the
bulk densities are held constant, near-wall region exhibits

FIG. 2. Density distribution under different electric field strengths.

different behavior for different surface charge densities. Dom-
inated by increasing surface charges, wetting behavior of sur-
faces increases and locations and magnitudes of the density
peaks differ.

In Fig. 3, we show the density profiles within 1 nm dis-
tance from left and right walls in order to better investigate
the liquid-solid behavior at the interface. An increase on the
surface charge increases the number of molecules at the first
hydration layer due to higher interfacial energy and stronger
wall-fluid interactions. Therefore, the magnitude of the first
density peaks for each case increases with the surface charge.
However, the second density peaks do not show any distinct
trends. The third density peaks do not present any qualitative or
quantitative differences for the given surface charges, because
the effect of van der Waals forces from the walls almost dimin-
ishes at this location. In addition to the density magnitudes,
locations of the density peaks move closer to the wall with
increased surface charges. For example, the first density peak
is 3.16 Å away from the walls (defined at the center of the first
graphene wall layer) in the absence of surface charges, while
it is located 2.84 Å away from the wall for the largest surface
charge. Current results are in good agreement with Ref. 16.
Density profiles in Figs. 3(a) and 3(b) are asymmetric under
applied electric fields. One can notice a small density peak
near the right wall in Fig. 3(b) caused by the hydrogen atoms
pointing towards the negatively charged surface. Figures 3(c)
and 3(d) show oxygen and hydrogen densities normalized by
their average values. The density behavior mentioned above
can be better understood by the normalized hydrogen densi-
ties, which displays an extra hydrogen density peak near the
right wall. These peaks occur due to molecular orientations
of water molecules, which change by increased electric field.
Overall, we observe oxygen density peaks closer to the posi-
tive (left) wall, while hydrogen density peaks are closer to the
negative (right) wall.

The density results show the influence of the electric field
on the orientation of water molecules. To quantify molecular
orientations, we computed the probability distribution of water
molecules using prescribed angle calculations. An angle of θ
is described between the wall surface normal vector and the
dipole moment vector of a water molecule as illustrated in
Fig. 4.49 Accordingly, the dipole vector of a water molecule
points towards the surface when the angle is 180◦, and it points
away from the surface when the angle is 0◦. Similar to the previ-
ous studies in the literature,50,51 only the water molecules in the
first hydration shell (within 5 Å distance from the wall) were
taken into consideration as the interface region. Angle cosines
and probability distribution curves of interfacial water with
respect to the positively charged left wall are shown in Fig. 4.
Probabilities are expected to change depending on the magni-
tude and direction of the applied electric field. In absence of
surface charge, there is no distinct orientational preference, and
the probability distribution shows nearly symmetric behavior.
Under applied electric field, more water molecules rotate their
dipole moments towards the electric field direction. In other
words, the number of dipole moments pointing away from the
left surface increases with increasing electric field. For the
largest electric field, almost no water molecules are oriented
towards the left surface. Two important factors determine the
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FIG. 3. Water density near positively charged left wall (a) and negatively charged right wall (b). Normalized oxygen and hydrogen densities near positively
charged left wall (c) and negatively charged right wall (d).

molecular orientations here. First, the positive wall attracts
negative oxygen atoms and repels positive hydrogen atoms
through Coulombic interactions. Therefore, water molecules
at the interface rotate towards the negatively charged right wall
with increased electrostatic interactions. Second, the resulting
electric field between charged surfaces produces additional
force on each water molecule in the electric field direction,
which dominates the orientation of water molecules through
the entire channel. Probability distribution of water molecules
at different z-locations in the channel exhibits very similar
results to the orientations shown in Fig. 4.

FIG. 4. Probability distribution of water molecules adjacent to the positively
charged left wall.

Next, we present the results of the force-driven water flow
between oppositely charged graphene nano-channels. Figure 5
shows the velocity profiles normalized with their average val-
ues for different surface charge densities. For zero surface
charge, a plug-like velocity profile is obtained owing to the
hydrophobic nature of graphene. This plug behavior originates
from weak interfacial resistance at the water-graphene inter-
face and results in large slip lengths. However, the velocity
profiles assume different shapes with variation of the surface
charges. With increased surface charge densities, the velocity
profiles become parabolic with reduced slip lengths. This is

FIG. 5. Velocity profiles for different surface charges.
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due to the increasing liquid-wall coupling strength at the inter-
face. Stronger wall-fluid interaction promotes the formation
of parabolic velocity profiles. At surface charge magnitude of
6.56 µC/cm2, a very small parabolic component is observed
on the velocity profile, and hence, this case still exhibits a
plug-like velocity profile. However, distinguishable parabolic
velocity profiles with reduced slip-lengths are formed above
13.12 µC/cm2. These results not only show control of the sur-
face wetting behavior but also the alteration of nano-channel
flow characteristics based on the applied electric field. Velocity
profiles show asymmetry, which indicate that the slip length
on the negatively charged right wall is lower than that on the
positively charged left wall. This physical behavior can be
explained by the density profiles in Fig. 3, where hydrogen
atoms get closer to the negatively charged left wall, which
induce stronger coupling at the interface and reduced velocity
slip, compared with the left wall.

In Fig. 6, we show variations in viscosity and slip length
under different surface charge densities. It is crucial to under-
stand how to actively control transport properties with vari-
ation of electric field and at the same time, assess deviation
of the results from continuum predictions. Viscosity and slip
lengths in this study were calculated comparing the stream-
ing velocity profiles obtained from NEMD simulations with
continuum flow models such as Poiseuille flow (see Sec. II).
One can also calculate these transport properties using Green-
Kubo relations in equilibrium MD (EMD) simulations, which
integrates time correlation functions at equilibrium state.52

Using Green-Kubo relations, shear viscosities of different
water models were calculated in several studies in the litera-
ture.53–55 They found the viscosity of the TIP4P/2005 model in
the range of 820-855 µPa s which is in good agreement with the

FIG. 6. Viscosity ratios and slip length variations with the surface charge.

thermodynamic viscosity (µtd = 858 µPa s) of water at 300 K
and 997 kg/m3. For zero surface charge, we utilized this ther-
modynamic viscosity to predict the slip length using Eq. (6).
Our previous studies suggest that the continuum predictions
on the properties of bulk water at known thermodynamic state
still hold in nanoscale up to channel heights of 2-3 nm.8,10

The velocity profile shows plug-like behavior on the neutral
graphene surface with a very large slip. Applying polynomial
fit method to this velocity profile produces large statistical
uncertainties in the calculation of the slip length as previously
discussed in the study by Kannam et al.22 Here, we used an
alternative approach similar to Falk et al.,24 where we used
Eq. (6) assuming that the slip velocity is equal to the aver-
age velocity and predicted slip length at the first water density
peak as 64 nm. This value is in good agreement with the values
reported in the literature. Kannam et al.22 estimated the slip
length of water on a planar graphene surface as 60 ± 6 nm
using EMD simulations. Xiong et al.56 applied the Green-
Kubo relation and calculated the slip length approximately as
54 nm. Koumoutsakos et al.57 calculated the water/graphene
slip length as large as 63 nm by Couette flow MD calculations.
Variations in the slip lengths reported in the literature could be
a result of different potential parameters used in water-water
and graphene-water interactions and also the location of the
slip plane. Based on our previous studies, we define the slip
plane at the first water density peak near the surface.10 Slip
lengths on the wall (βW ) and the slip plane (βSP) are related
to each other by βSP = βW + LO, where LO is the distance
between the wall plane and the location of the first density
peak. In this study, we present all slip lengths at the slip plane
(i.e., β = βSP) and LO = 0.31 nm.

For surface charges equal to 13.12 µC/cm2 or larger,
we calculated the viscosities and the slip lengths using the
polynomial fit approach. For 6.56 µC/cm2 surface charge,
there is a weak parabolic behavior, while the velocity profile
is mostly plug-like. We used both polynomial fit and plug-
like methods together to determine the viscosity and the slip
lengths. Figure 6 shows a nonlinear increase in fluid viscos-
ity with increased surface charge and electric field. Absolute
viscosity of 1330 µPa s is obtained for the largest surface
charge density, while µ = 863 µPa s for uncharged surfaces.
Figure 6 also shows decreasing slip-lengths with increased sur-
face charge for each wall. The slip length for the uncharged
water-graphene surface is 64 nm, and it decreases to val-
ues lower than 4 nm for the largest surface charge density
case. Combined effects of increased viscosity and decreased
slip for the largest surface charge density case exhibit 20
times reduction in the volumetric flow rate between the two
cases.

Table II shows the viscosity, left and right slip lengths as
well as the applied force per molecule. Slip length magnitudes
on the left and right walls exhibit small but non-ignorable dif-
ferences. As the electric field is increased, asymmetry in the
slip lengths becomes more pronounced. This is mainly because
of the increased differences in water density between the two
walls. More water molecules assemble near the right wall due
to the electric field and rotate their dipoles towards the right
wall creating a small hydrogen density peak [See Fig. 3(b)]
that affects the slip velocity. Consequently, the slip lengths on
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TABLE II. Viscosity and slip-length results for different surface charges.

Surface charge Viscosity Left slip Right slip Normalized shift Driving force
(µC/cm2) (µPa s) length (nm) length (nm) distance (N/molecule) p-value

26.24 1330.3 3.91 ± 0.05 3.46 ± 0.06 0.019 1.92× 10�13 0.0001
19.68 1028.9 4.54 ± 0.09 4.11 ± 0.09 0.017 1.04× 10�13 0.003
13.12 937.5 11.7 ± 0.2 11.1 ± 0.2 0.013 6.09× 10�14 0.09
6.56 890.4 31.8 ± 0.5 31.0 ± 0.5 0.010 2.08× 10�14 0.5
0 863.4 64.1 ± 0.6 64.1 ± 0.6 . . . 1.44× 10�14 . . .

the positively charged left wall are larger than the negatively
charged right wall. Figure 7 shows MD-calculated velocity
distribution at σ = 26.24 µC/cm2 with asymmetric curve fit to
MD data using Eq. (3). We also present a symmetric parabolic
velocity fit using constant slip length (βAve) as an average of the
right and left wall slip lengths and Eq. (4). MD-based veloc-
ity profile is clearly asymmetric, overshooting the symmetric
velocity profile on left half of the domain and undershooting
it on the right half of the domain. Furthermore, the symmetry
axis of the MD velocity profile is shifted towards the left wall
by a distance l. In Table II, we present the location of maxi-
mum velocity magnitudes measured from the channel center
as the normalized shift distance l/h towards the cathode. This
shift distance decreases with reduced surface charge. In order
to prove that the reported asymmetries are due to different slip
behaviors on the left and right walls, we also provide statistical
uncertainties in the reported slip lengths in Table II. Standard
error (SE) in the left and right slip lengths is calculated using
the slip lengths obtained from asymmetric velocity fits made
to 20 independent samples (n) by SE = S/

√
n, where S is the

standard deviation. Each independent sample was obtained
from the averaging of 80 consecutive time-averaged data sets.
As can be seen, SE is below the differences in the reported
left and right wall slip lengths. In Table II, we also present
the p-values obtained using student’s t-test to compare the slip
lengths on the positively and negatively charged surfaces. In
the Student’s t-test, p-values lower than 0.05 indicate signif-
icant difference.58 Accordingly, the reported slip lengths for
σ = 26.24 and σ = 19.68 µC/cm2 cases are statistically dif-
ferent. It is important to note that simulations conducted in

FIG. 7. Velocity distributions at σ = 26.24 µC/cm2. Blue dots are MD data,
blue line is asymmetric velocity fit to MD data, red line is the symmetric
parabolic fit with βAve, and the channel center is shown with black dashed
line.

h = 68 Å channel at surface charge density of 26.24 µC/cm2

resulted in nearly identical density profiles, viscosity, and slip
lengths, verifying that the presented transport phenomenon
is scale independent for large enough channels that maintain
continuum behavior (results not shown for brevity).

So far, we investigated the variation of the structure and
dynamics of water due to the resulting electric field by oppo-
sitely charged surfaces with surface charges smaller than 30
µC/cm2. As the surface charge is increased to a value more than
30.81 µC/cm2, density profiles experience a drastic change.
For such a case, the constant bulk region in the center of the
channel is replaced by a regular density layering, which implies
that water transitions to a highly ordered crystalline struc-
ture. This threshold value was determined by systematically
increasing the surface charge so that there is no more constant
bulk density in the middle of the channel. Figure 8(a) shows
normalized hydrogen and oxygen density profiles and the nor-
malized velocity distribution for a surface charge of 32.78
µC/cm2. Unlike the previous cases, a distinguishable density
layering dominates the bulk region, while density peaks in the
near-wall region are still observed due to strong wall force-field
effects. These two behaviors elucidate the distinct alignment
in the center of the channel forming the crystallized phase but
still liquid water remains in the near-wall region, as observed
in Fig. 8(b). Due to crystallization of water, the velocity profile
is plug-like in the bulk of the channel. Sharp velocity gradi-
ents are observed in the near-wall region due to the presence
of liquid water near the walls. This crystalline phase arranges
water molecules in a hexagonal configuration displaying the
characteristics of a solid state like hexagonal ice in the center
of the channel.20,59 In addition, the nonlinear increase in the
viscosity diverges to infinity, which supports solidification (see
Fig. 6). This phenomenon, known as electro-freezing, was pre-
viously reported in multiple computational17,18,20 and exper-
imental60,61 studies in the literature. If the crystallization is
thermodynamically and kinetically favorable, a stable hetero-
geneous nucleation suddenly appears on a solid substrate when
the activation energy (free-energy barrier) is overcome.18,61,62

Therefore water can crystallize even at room temperature.63 A
strong electric field facilitates ice nucleation by increasing the
rate of formation of stable nuclei. An electric field aligns the
dipoles of water molecules and restricts their degree of free-
dom normal to the resulting electric field, where the entropy
of the liquid phase substantially drops.17 If the electric field
is strong enough, the amount of reduced entropy closes the
entropy difference between liquid and solid state leading to for-
mation of stable, crystalline ice-like structures.17,64 It should
be noted that freezing of water in nano-confinements also
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FIG. 8. Crystallization of water
molecules. (a) Normalized hydrogen
and oxygen density and velocity
profiles; (b) Schematic representation
from MD simulations.

depends on several other variables such as model size,65 sur-
face geometry and chemistry,19 water model,66 temperature,66

and applied electric field strength. Yan and Patey65 showed that
ice nucleation and growth can only proceed when a certain
size threshold is overcome. In addition, crystallization time
and geometry shows significant variations on different crys-
tallographic planes in different model sizes.19,65 This study
only investigates the effect of the electric field strength on
the estimation of electro-freezing with a fixed model size and
geometry.

From Fig. 8, we can conclude that electric field is not
strong enough to produce a perfect complete crystalline struc-
ture through the entire channel. Therefore, we applied an
extreme electric field using a surface charge density of 98.40
µC/cm2. Figure 9 illustrates the fully crystallized simulation
domain and multiple views from different angles to clarify ice
formation. In this case, a perfect hexagonal configuration of
water molecules dominates the channel height, except in the
near-wall region. Density distribution at the interface is mainly
originated from local pressure buildup due to the constant
simulation volume. The density of water reduces during freez-
ing and ice density becomes approximately 920 kg/m3 after
the phase transition.67 However, constant volume and total
number of molecules due to the used NVT ensemble prevent
uniformly achieving this density value. Dominated by strong

intermolecular forces between the wall and water molecules,
the surplus molecules assemble near the walls and increase
local pressure. This results in a liquid-like distribution at the
interface. Addressing this issue, we calculated the density of
the domain by excluding the irregular water molecule aggrega-
tion in the near-wall region. We found the density as 917 kg/m3,
which is in good agreement with the density of hexagonal ice
at 0 ◦C.68

This solid-like ordering is an overall result of the alter-
ations in hydrogen bonding networks due to the electric field.
In liquid form, water molecules move randomly through the
space, constantly breaking and reforming hydrogen bonds
between the molecules.69 With very strong electric field, the
orientation of the molecules drastically changes, resulting in
fully aligned dipole moments through the electric field direc-
tion as shown in Fig. 9. Consequently, the random motion of
liquid water diminishes, and the molecules become relatively
locked at their positions. For such cases, hydrogen bonds form
more frequently without breaking, creating a stable and ener-
getically more favorable regular pattern. In reality, a water
molecule in ice hydrogen bonds with four other neighbor-
ing molecules to create a tetrahedral crystal lattice, while the
number of hydrogen bonds per molecule in the liquid phase is
lower than this value.69 We analyzed the liquid water and resul-
tant solid-like phase by quantifying the number of hydrogen

FIG. 9. Fully crystallized water domain.
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bonds per molecule in the bulk region of the channel follow-
ing the geometric criteria in the study by Martı́.70 For the
uncharged case, the average number of hydrogen bonds per
water molecule in the bulk region was 3.41, which reasonably
agrees with the experimental value of 3.3 reported by Smith
et al.71 and numerical result of 3.50 by Ho and Striolo.50 This
value increases with an increased electric field in the system.
Ritos et al.72 also showed that electric field increased the aver-
age number of hydrogen bonds per water molecule in a carbon
nanotube from 3.50 to 3.95, where they pointed out solidifica-
tion at large field strengths. We calculated the average number
of hydrogen bonds in the fully crystallized region in Fig. 9 as
3.97, which is similar to ice.73

V. CONCLUSIONS

Using MD simulations, we investigated force-driven
water flow in graphene nano-channels with opposing sur-
face charges. Varying the surface charge density changes the
applied electric field, which significantly alters the surface wet-
ting and flow characteristics. With the increased electric field,
the first water-density peaks get closer to the electrodes and the
magnitudes of the density peaks increase; and asymmetric den-
sity distributions are observed due to water molecules orienting
their dipoles towards the electric field direction. Force-driven
flows under applied electric fields exhibit increased water vis-
cosity and decreased slip lengths. For example, the slip-length
of water on graphene surfaces at 26.24 µC/cm2 charge density
is 16 times smaller than that on electrically neutral surfaces,
and the water viscosity increases nearly 54% from its thermo-
dynamic value. Furthermore, asymmetric velocity profiles are
observed with increased electric fields, resulting in smaller
slip lengths on the cathodes than the anodes. This is due to
positively charged hydrogen molecules getting closer to the
cathode compared to the position of negatively charged oxygen
molecules near the anode. Above 31 µC/cm2 charge density,
electro-freezing is observed, where water crystallizes in hexag-
onal configuration in the middle of the channel and liquid
water is observed near the electrodes. Force-driven flow of
this system shows transition from parabolic velocity profile
to plug-like motion of ice with large velocity gradients near
the walls. Further increases in the electric field enables better
transition to the solid state by providing more populated hexag-
onal configuration of water molecules. Overall, results show
the possibility of flow control using charged graphitic surfaces,
where applied electric fields can substantially decrease the flow
rate by reducing the slip length and increasing the water vis-
cosity, eventually stopping the flow due to ice formation. These
findings are also relevant in further miniaturization of electro-
wetting based droplet microfluidic systems, where slip length
differences on the anodes and cathodes may lead to variations
in the droplet wetting angle on the electrode surfaces.
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