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� Heat flux and Nu distributions along the cavity height were obtained.
� A correlation was generalized by using Nu and Ra numbers.
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In this study, airflow and heat transfer in a rectangular cavity that simulates a double skin facade and
includes natural convection were examined numerically and experimentally. This cavity separates the
exterior space and the thermally controlled interior space. The temperatures of the surfaces that interact
with these spaces were determined experimentally, while the other surfaces were regarded as adiabatic.
With these temperature values, the parameters of the numerical study were defined. After the validation
of the numerical model was completed based on experimental studies in the literature, the results related
to flow and heat transfer in the cavity were analyzed. The numerical model provided results that agree
with the air temperature values found experimentally in the cavity. Accordingly, in natural convection,
with Rayleigh numbers ranging from 8.59 ⁄ 109 to 1.41 ⁄ 1010 and the effect of buoyancy on the regions
close to the surface, the increasing tendency of the average Nusselt number from 142.6 to 168.8 was
shown. In addition, a correlation between the Rayleigh and Nusselt numbers for a cavity aspect ratio
of 8.64 was constructed to evaluate the heat flux; this correlation was also shown graphically.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Sustainability and the corresponding search for sustainable
buildings increasingly occupy a significant role in architecture. At
both the national and international scale, this concern has led
authorities to redefine building performance standards and
requires a revision of architectural thinking. In this respect, in
architectural discourse, it is possible to notice an increasing inter-
est in building skin configurations that promise to help minimize
the loss of energy while maximizing energy gain. In parallel, it is
possible to see that the use of double skin glass facades has become
globally prevalent. The basic assumption behind this global prolif-
eration is that considering climatic conditions, double skin glass
facades can provide the advantages of energy gain and controlled
ventilation. A double skin facade system consists of an external
glass skin and an internal glass skin. An air duct called a cavity is
located between these two skins. The size of the air cavity can vary
from 20 cm to 2 m, and a shading system can be positioned inside
the cavity. This facade system can be grouped into different cate-
gories according to the ventilation type [1]. The cavity is ventilated
by airflow that is driven either by buoyancy forces or by mechan-
ical devices. In a double skin facade system, air movement between
the two glass skins can be performed according to various air flow
modes. In one of these groups, which is named a ‘‘buffer zone,”
both the interior and exterior facade surfaces are airproof. That
is, there is no air movement from the exterior environment to
the cavity or from the cavity to the outside, and there is a temper-
ature difference between the interior and exterior surfaces. This
phenomenon of differentially heated/cooled cavities has been
studied extensively in the literature [2–13]. On the other hand,
some double skin facade applications have been designed consid-
ering open cavity natural convection [14–18].
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Nomenclature

CA cavity air
cp specific heat, J/kg K
DSF double skin facade
g gravitational acceleration, m/s2

H geometric height, m
k thermal conductivity, W/mK; local turbulence kinetic

energy
L geometric length, m
Nu Nusselt number
p pressure, Pa
PFOG primary facade outer glass
r radial coordinate; internal radius, m
Ra Rayleigh number
q00 heat flux, W/m2

SFIG secondary facade inner glass
t time, s
T temperature, �C
u velocity, x-direction, m/s
v velocity, y-direction, m/s

w velocity, z-direction, m/s
W geometric length, m
x, y, z coordinate axis

Greek symbols
a thermal diffusivity m2/s
b volumetric thermal expansion coefficient, 1/K
e diffusion rate
l dynamic viscosity, kg/m s
v kinematic viscosity, m2/s
q density, kg/m3

D differential element

Superscripts
C cold
H hot
t turbulence
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Many numerical and experimental studies related to airproof
double skin facades (DSFs) with an enclosed cavity have also been
carried out in the literature [7,19,20]. Betts and Bokhari [7] exper-
imentally investigated the natural convection of air in a tall rectan-
gular cavity that is differentially heated. The mean and turbulent
temperature and velocity variations within the cavity were mea-
sured along with the heat fluxes. The results provide a benchmark
for the testing of turbulence models in the low turbulence Rey-
nolds number range of 0.86 ⁄ 106–1.43 ⁄ 106. Xaman et al. [19]
numerically studied fluid flow and heat transfer in a DSF with nat-
ural convection using laminar (102 6 Ra 6 106) and turbulent
(104 6 Ra 6 108) models. They constructed different correlations
including Nu and Ra numbers for different aspect ratios (height/
width). Missoum et al. [20] numerically studied heat exchange
by convection and conduction between two environments of a
building separated by a vertical wall and double wall air cavity
for different Rayleigh numbers (103 6 Ra 6 107). On the other
hand, Manz investigated natural convection for an open cavity
double skin facade [14]. He studied a naturally ventilated DSF with
an external air curtain, and the DSF cavity had a mid-pane shading
device for summer conditions. He found the effect of the solar
device position within the DSF cavity and the effects of the cavity
ventilation characteristics on the total solar energy transmittance
(g). In the study, a CFD tool was used for the simulations, and
the CFD simulation results were compared with measurements.
The results showed that having a solar protective layer on the exte-
rior facade is more effective than having this layer on the interior
facade. However, it was found that partially closing both solar
shades provided more air ventilation in the DSF and a lower g
value. Fossa et al. [15] carried out an experimental study on natural
convection in an open channel to investigate the effect of the geo-
metric configuration of electrical heat sources on one side of the
cavity. They found the local and average Nusselt numbers using
experimental data and generated a correlation with the Rayleigh
numbers. Pappas and Zhai [16] made an integrated and iterative
model to analyze the thermal performance of a DSF cavity with
buoyancy-driven airflow using a building energy simulation pro-
gram and a computational fluid dynamics (CFD) package. After val-
idation, they compared the results of these numerical programs
and found the results to be reasonably close to each other; they
then developed a linear correlation using two programs. Kuznik
et al. [17] experimentally studied different airflow rates through
the facade air channels and different angles of the solar shading
devices in summer. A sensitivity analysis was carried out using dif-
ferent CFD modeling strategies for a naturally ventilated cavity to
predict flow and temperature patterns through the cavity in Pasut
and De Carli’s study [18]. Different turbulence models and 2D/3D
geometries were compared to highlight the advantages and disad-
vantages of each approach. After validating the numerical model
using experimental data, they showed that the 2D model has rea-
sonable accuracy compared to the 3D model. The results of k-e
RNG model were found to be satisfactory compared to the k-x
SST model.

The above studies related to an enclosed cavity for an airproof
double skin facade mainly have low Rayleigh numbers. However,
Rayleigh numbers are larger than 1010 in some studies [10–13].
Trias et al. [10,11] studied different Rayleigh numbers from
6.4 ⁄ 108 to 1011. Saury et al. [12] analyzed natural convection in
an air cavity with experimental results at large Rayleigh numbers
of up to 1.2 ⁄ 1011. Velocity and temperature measurements were
taken throughout the whole cavity. They examined airflow inside
the cavity and the Nusselt number along the hot and the cold wall
surfaces. The Rayleigh number was 4.6 ⁄ 1010 for the study by Lau
et al. [13]. The aspect ratios of the cavities were different for these
studies.

The studies show that a combination of experiments and simu-
lations provides more reliable results for analyzing DSFs. In the
present study, flow and heat transfer in a rectangular cavity that
simulates a double skin facade and includes natural convection
were examined numerically experimentally. A full-scale experi-
mental setup was built, and the aspect ratio of the cavity was
8.64. The numerical model was validated based on existing exper-
imental studies in the literature, and the results were examined in
relation to the flow and heat transfer in the cavity. With natural
convection, considering the Rayleigh number obtained for this
study and the effect of buoyancy on the regions near the heat
transfer surfaces, the tendency of the Nusselt numbers to increase
was demonstrated. Furthermore, along with the increasing Ray-
leigh numbers, corresponding increases in the Nusselt numbers
were shown. In addition, a correlation based on both Rayleigh
and Nusselt numbers was determined for an airproof double skin
facade cavity in the range of 8.59 ⁄ 109 6 Ra 6 1.41 ⁄ 1010.



Fig. 1. General view of the experimental setup.

T. _Inan et al. / Applied Thermal Engineering 106 (2016) 1225–1235 1227
2. Experimental setup

The experimental setup was placed at the Building Physics Lab-
oratory, which is 11.9 m in width, 17.8 m in length and 4 m in
height, on the ground floor of Block B of the Faculty of Architecture,
_Izmir Institute of Technology. A general view of the experimental
setup in the laboratory is shown in Fig. 1. The experimental study
included flow and heat transfer analysis for the buffer zone condi-
tion of the double skin facade (B) between the indoor (A) and out-
door (C) environmental conditions. While the indoor environment
was conditioned with a heating or cooling bath using water, the
outdoor environment was conditioned directly with a cooling
group placed outside the building.

Fig. 2 shows a general view of the experimental setup. The
Indoor Environment Simulation Setup shown as A in Figs. 1 and
2, which is 1.5 m in width, 3 m in length and 3 m in height, was
manufactured using 10-cm-thick polyurethane thermal insulation
panels. One of the short walls was double-glazed with dimensions
of 4–12–4 mm. A thermally insulated door was placed on the other
short side wall of the indoor environment setup. Heating/cooling
serpentines 2.5 m long and made of thin aluminum sheets around
Fig. 2. Plan view of the
copper pipes were used to circulate water from the cooling-heating
bath can and were placed on the long walls of the setup to face
each other (Fig. 2). The water temperature was maintained at the
desired temperature by a thermostat located in the room.

The Outdoor Environment Simulation Setup shown as C in Figs. 1
and 2, which was 1.5 m in width, 0.9 m in length and 3 m in height,
wasmanufactured using 10-cm-thick polyurethane thermal insula-
tion panels, similar to the indoor environment. One surface was
single-glazed with a 4-mm–thick pane. The other surface was in
contact with the double skin facade cavity that separates the indoor
and outdoor environments of the experiment room from each
other. The cooling of the environment was performed with cooling
serpentines hung on the two opposite wall surfaces (Fig. 2). The
outer unit of the cooling system was located outside the building
and maintained the environment at the required temperature by
directly circulating the refrigerant through the serpentines.

The experimental room intermediate partition was designed
to simulate the double facade, as shown by B in Figs. 1 and 2.
A single-glazed glass component 4 mm thick on the outer surface
of the double facade was mounted on the mechanism of this
system positioned between the outdoor and indoor environments
experimental setup.



Fig. 3. Layout of the thermocouples in the cavity.

Fig. 4. Variation of temperature in the cavity surfaces for the first experiment.
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of the experiment room. The other surface of the intermediate
region was empty and overlapped with the double skin facade of
the indoor environment. The cavity was highly insulated against
heat transfer. Thus, the outdoor and indoor environment simula-
tion setup dimensions decreased from 3 m in height and 1.5 m
in width to 2.16 m in height and 1.5 m in width. The cavity was
closed, and only natural convection was considered. The difference
in the dimensions is related to the additional insulation. The insu-
lation provided one-dimensional heat transfer through only the
glass.

Temperature measurements at different points of the experi-
mental setup were taken with the T-type thermocouples men-
tioned Fig. 3 and were recorded with the data logger (HIOKI LR
8402-20) shown in Figs. 1 and 2. Eight thermocouples were placed
inside the cavity to determine the variation of the air temperature
in the cavity. The layout of the thermocouples in the cavity is
shown in Fig. 3; the thermocouples are numbered from CA1 (cavity
air) to CA8. Six T-type thermocouples each were placed on two dif-
ferent surfaces to measure the inner surface temperatures of the
double skin facade. These thermocouples are numbered in Fig. 3
from PFOG1 (primary facade outer glass) to PFOG6 for the portion
of the cavity facing the inner room and from SFIG1 (secondary
facade inner glass) to SFIG6 for the portion of the cavity facing
the outer room. Except for these temperature measurements, the
temperatures that simulate the indoor and outdoor environments
were measured at different points. These temperature measure-
ments were used to determinate the steady state condition of the
experiments.

The calibration of each of the thermocouples used in the exper-
imental setup were performed in the calibration laboratories of
_Izmir Chamber of Mechanical Engineers (KALMEM). The calibra-
tion of the thermocouples was performed using a PT 100 probe
connected to an HP 3458 multimeter, both of which were cali-
brated in the National Metrology Institute of Turkey. The total
uncertainty of the calibrated thermocouples and the data logger
was estimated to be ±0.034 �C.

3. Experimental results

In this study, seven experimental measurements were taken. At
the start of each test, the experimental setup was run for a differ-
ent time period at steady state conditions before the measure-
ments were taken. The temperature values at each point in the
cavity, as shown in Fig. 3, were recorded at 2-s intervals. For the
first experimental result, the changes in the average temperatures
on the interior surfaces of the cavity are shown in Fig. 4. Accord-
ingly, the system that was thermally stable in the beginning, based
on the different temperatures on the interior and exterior, became
stable after some time. Because the part that simulates the exterior
environment was relatively colder, a temperature difference
existed between the two interior surfaces of the cavity. The tem-
perature values on the interior of the surface facing the exterior
space of the cavity reflect the average value of the six thermocou-
ples (SFIG1-6) after the temperature stabilized. Thermocouples
PFOG1–6 give the average temperature values of the interior of
the surface facing the interior cavity space.

The surface temperature averages given in Fig. 4 come from six
thermocouples and are used in the calculation of the Rayleigh
numbers (Ra). Along the interior glass surfaces of the cavity, tem-
perature changes occur. This change is shown in Fig. 5. Each point
refers to the average of two thermocouples placed at the same
height of the cavity. As shown in Fig. 5, the temperature values
increase depending on the height. The figure also shows the linear
equality that clearly reflects this change. In the numerical study, as
a boundary condition, these changes in the temperature were con-
sidered, and these linear equations were used.

For the first experimental results, to show the oscillation of the
temperature values due to the activation of the cooling and heating



(a) Secondary facade inner glass (SFOG) 

(b) Primary facade outer glass (PFOG) 

Fig. 5. Variation of temperature in both interior surfaces along the cavity height for
the first experiment.

Fig. 7. Variation of air temperature in the cavity for the first experiment.

Fig. 8. Variation of temperature in the cavity for the first experiment.
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system after the steady state condition, the average temperature
changes on the interior surfaces of the cavity are shown in Fig. 6.
As shown in Fig. 6, the temperatures were calculated in a very
stable way, and the standard deviation for both of the temperature
averages is only 0.1 �C.

For the first experimental study, another time-dependent tem-
perature change after the steady state condition is shown in Fig. 7.
With the effect of natural convection, the high temperature air is
located at the top. ‘‘CA1-4” shows the average temperature of the
four thermocouples at the bottom, whereas ‘‘CA5-8” is the average
temperature of the top four thermocouples.
Fig. 6. Variation of temperatures in both inner surfaces along the cavity height for
the first experiment.
In the first experimental study, the average temperature ranges
of the two different height sections of the cavity after the steady
state condition are shown in Fig. 8. The two points in the middle
give the air temperature, and the temperatures on the sides refer
to the average surface temperatures measured by two thermocou-
ples each. Heat transfer occurs due to these temperature differ-
ences between the air and the surface. Additionally, the change
in the air temperature depending on the height can be observed.
4. Numerical study

4.1. Meshing and solution method

A finite volume–based solver (ANSYS-FLUENT v14.5 [21]) was
used to predict the velocity and temperature distributions inside
the three-dimensional cavity. A preliminary mesh independency
survey revealed that a total of 1.3 ⁄ 106 control volumes is opti-
mum considering both the computational time and accuracy. To
capture the high gradients near the solid surfaces, the mesh inten-
sity increased close to the walls. Fig. 9 shows the mesh structure of
the cavity on the x-y and y-z planes.

The following assumptions were considered in the current
study:

� The fluid is Newtonian and incompressible.
� The flow is steady, fully turbulent and three dimensional.
� The thermo-physical properties of the air were assumed to be
constant except for the density. The Boussinesq approximation
was used to account for the buoyancy term in the momentum
equation.

� Viscous dissipation and radiation effects were neglected.



(a) x-y plane general view (b) y-z plane close view 

Fig. 9. Grid configurations.
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These simplifications reduce the governing equations into fol-
lowing forms:
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Here velocity, pressure and temperature are defined as time-
averaged. Turbulence can be determined for each computational
node in the domain in terms of the local turbulence kinetic energy
(k) and the diffusion rate (e),

lt ¼ qCl
k2

e
ð6Þ

To resolve the turbulence energy and diffusion rate terms, the Real-
izable k-epsilon turbulence model was used. In comparison to the
classical k-epsilon method, the realizable model is more successful
and accurate for the problems with flow separation, re-attachment
and complicated secondary flows [21]. In the realizable k-epsilon
method, the following additional equations are resolved to evaluate
the kinetic energy and the dissipation rate,
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The details of the terms and constants that are given in the gov-
erning equations can be found in the theory book from ANSYS-
FLUENT [21]. The SIMPLE algorithm of Patankar [22] was used to
solve the pressure-velocity coupling. In the decomposition of the
pressure term, the PRESTOmethod was used, whereas for the other
transport equations, the QUICK [23] scheme was applied. In the
analyses, for the all of the transport parameters, the convergence
criterion has been defined as 10�7.
4.2. The validation of the solution method

To validate the current solution methodology, a similar experi-
mental study from the literature was resolved, and the compara-
tive results are presented. King [4] carried out experimental
measurements for natural convection flow inside a tall cavity with
dimensions of H = 2.5 m, W = 0.5 m and L = 1.0 m. In the experi-
mental study, the hot and cold surfaces were kept at the tempera-
tures of TH = 77.2 �C and TC = 31.4 �C, respectively. According to the
geometric and boundary conditions, the corresponding Ra number
is calculated as 4.6 � 1010. In the experimental setup, the temper-
ature values inside the cavity were measured by a thermocouple
traversing mechanism. A Laser Doppler Anemometer (LDA) system
was used to capture the velocity variations near the cavity walls.
The temperature measurement sensors have an accuracy of
±0.2 K, and the uncertainty of the velocity measurements is
0.02 m/s. This comprehensive experimental study by King [4] is
preferred by various researchers for validating natural convection
simulations inside tall cavities [9,13].

The velocity profile and variation of the Nusselt number on the
hot surface is compared with the reference study in Fig. 10. Here,
both experimental and numerical data were obtained on a mid-
surface of z = L/2 and y = H/2. The comparison shows that the
numerical results have a similar tendency as the experimental
measurements. To validate the predicted velocity field and temper-
ature distributions inside the cavity, another set of comparisons



(a) Velocity profile (b) Nusselt variation 

Fig. 10. The velocity profile and variation of the Nusselt number on the hot surface.
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was conducted based on the numerical results from Lau et al. [13].
Lau et al. [13] conducted an analysis based on time-dependent
Large-Eddy-Simulation (LES) as the turbulence model. Although
steady state RANS (Reynolds-Averaged Navier Stokes) equations
were solved in the current model, similar variations can be seen
in Fig. 11.
4.3. Numerical model

In Fig. 12, the reduced geometry of the test room is shown with
the boundary conditions. The height, width and depth of the test
room were H = 2.16 m, W = 0.25 m and L = 1.18 m. The aspect ratio
(H/W) of the cavity was 8.64. Apart from the side surfaces that had
      Lau et al. [13]           Current model     

(a) Streamlines

Fig. 11. Velocity and temperatur
constant temperatures of TH and TC, all of the surfaces are regarded
as adiabatic.

In the experimental studies, along the three lines indicated on
the side surfaces of the cavity (y = 0.43 m, 1.08 m and 1.73 m),
the temperature values were measured with thermocouples, and
the temperature changes were determined for each experiment.
The experimental measurement results and the corresponding
Rayleigh numbers are presented in Table 1. According to the
boundary conditions given in Table 1, the Rayleigh number ranges
from 8.59 ⁄ 109 to 1.41 ⁄ 1010. Here, the Rayleigh number is
defined as

RaH ¼ gb
va ðTH � TCÞH3 ð9Þ
       Lau et al. [13]                  Current model 

(b) Isotherms 

e fields on the z = L/2 plane.
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Fig. 12. Test room geometry and boundary conditions.

Table 1
Experimental measurement values and calculated Rayleigh numbers.

Experiment# PFOG SFIG

T1,2avg T3,4avg T5,6avg T1,2avg T3,4avg T5,6avg TC TH Ra

1 �0.16 2.74 6.25 6.82 9.25 12.00 2.94 9.36 8.59E+09
2 0.79 3.71 7.35 8.51 11.30 14.22 3.95 11.34 9.74E+09
3 0.89 4.38 8.95 8.96 12.06 16.20 4.74 12.41 1.00E+10
4 1.46 4.80 8.29 10.63 13.67 17.62 4.85 13.97 1.16E+10
5 1.60 5.22 8.90 11.42 14.78 19.32 5.24 15.17 1.25E+10
6 1.97 5.76 9.58 12.48 16.08 21.15 5.77 16.57 1.34E+10
7 2.94 7.03 11.13 14.12 17.91 23.48 7.03 18.50 1.41E+10
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where the average temperature values TH and TC were determined
using the measured surface temperatures SFIG1 to 6 (for TH) and
PFOG1 to 6 (for TC). The Rayleigh numbers calculated using Eq.
(9) increase with increasing temperature values, as shown in
Table 1.
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0.00
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V
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Fig. 13. Velocity variations inside the cavity for different numerical experiments at
y = 1.73 m.
5. Results and discussions

According to the boundary conditions given in Table 1, the Ray-
leigh number ranges from 8.59 ⁄ 109 to 1.41 ⁄ 1010. In Fig. 13, the
velocity variations along the cavity width are shown at
y = 1.73 m for the different experimental conditions. Although
the temperature difference inside the cavity changes in each exper-
iment, the velocity variation maintained almost constant at the
center of the cavity from 0.05 m to 10.20 m. On the other hand,
the air close to the cold and hot surfaces was affected by the buoy-
ancy forces that are caused by the density differences induced by
the temperature gradients. Fig. 13 shows that similar velocity vari-
ations were obtained at the cold and hot surfaces along the stream-
wise direction for different Ra numbers and that the highest Ra
number (for the last numerical experiment) was more than double
that of the first numerical experiment.

The isotherms on the z = L/2 plane are shown in Fig. 14. Because
the Rayleigh number varies in a relatively narrow range, there is
not a significant difference in the temperature ranges. However,
as the surface temperatures increase along the flow direction, the
air temperature also increases, and the hot zones in the cavity
expand.

In Fig. 15, the temperature variations inside the cavity are com-
pared with the experimental measurements at the height of
y = 1.73 m. Different surface temperatures were tested in the
experiments, and different temperature-location slopes were cre-
ated in the cavity. When the dimensionless temperature values



Experiment  #1

(RaH=8.59E9) 

Experiment #2

(RaH=9.74E9) 
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Experiment #4
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Experiment #5
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Experiment #6
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Experiment #7
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Fig. 14. Temperature variations on the z = L/2 plane for different Ra numbers.
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are taken into account, it is seen that, similar to the velocity ranges,
the temperature ranges are identical in form. It is clear that the
temperature variations have similar tendencies for each experi-
ment but that they are shifted by varying the Rayleigh number.
The temperature measurements from the experiments are also
shown in Fig. 15 by solid markers. The experimental results match
the numerical results well. The largest difference was less than 1 �C
for the comparisons between the numerical and experimental
results. These differences could be mainly caused by the measure-
ment point uncertainties for the y-direction as well as for the x-
and z–directions, as shown in Fig. 12.
Variations of the heat fluxes along the cavity height at two sep-
arate surfaces can be seen in Fig. 16 for different Ra numbers. The
heat flux values increase with increasing Rayleigh number and
reach the maximum and minimum values at the top and bottom
of the cavity, respectively.

The Nusselt numbers were also evaluated using the
mean heat flux values on the hot surface of the cavity through
Eq. (10),

NuH ¼ q00

DT
H
k

ð10Þ
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Fig. 15. The temperature distributions along the cavity width for different
numerical experiments at y = 1.73 m.

Fig. 17. Variations of the Nusselt numbers at the hot surface along the cavity height
for different numerical experiments.

Table 2
Average Nusselt numbers at the hot surface of the cavity for each experimental case.

Exp. number #1 #2 #3 #4 #5 #6 #7
Nusselt numbers 142.6 147.7 152.5 156.5 160.9 165.2 168.8
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The Nusselt number distributions at the hot surface along the
cavity height are shown in Fig. 17. The average Nusselt number
increased with increasing Rayleigh number and reached the max-
imum value at the top of the cavity. Because of the restricted heat
transfer at the bottom of the cavity, the Nusselt numbers start from
the minimum values; throughout the cavity, there is no large dif-
ference between the Nusselt values as there was for the Rayleigh
numbers.

The average Nusselt numbers for each experimental case are
given in Table 2 for the hot surface of the cavity. The Nusselt num-
ber increases with buoyancy forces that are created by the temper-
ature differences of the surface and air, which is induced by the
density gradients.

These non-dimensional variables are introduced in the govern-
ing equations, and the velocity and temperature variations in the
cavity arise in terms of the Nusselt and Rayleigh numbers. The
results can be generalized by a correlation to predict the heat
transfer rate using the Nusselt number for the double skin facade
operating with the airproof condition and a Rayleigh number of
approximately 1010. Thus, the Nusselt number is a power function
of the Rayleigh number,
Fig. 16. Variations of the heat fluxes along the cavity height at th
Nu ¼ C � Ram ð11Þ

The Rayleigh and Nusselt numbers given in Tables 1 and 2 were
used in a regression analysis to evaluate the indices C and m in Eq.
(11); these values were calculated to be 0.082 and 0.325, respec-
tively. Therefore, the correlation for the airproof cavity investi-
gated in this study can be given as,

Nu ¼ 0:082 � Ra0:325 ð12Þ

The Nusselt and Rayleigh numbers for each case were drawn
with the power function, as shown in Fig. 18. The coefficient of
determination, R2, was found to be 0.982, and the data fit well.
e cold and hot surfaces for different numerical experiments.
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6. Conclusions

In this study, numerical and experimental studies were con-
ducted to investigate the flow and heat transfer characteristics
inside a double skin facade. A numerical model was developed to
simulate the steady state natural convection inside a tall cavity.
The comparative results show that the current model can success-
fully predict the velocity field and temperature variations inside
the domain. The following conclusions can be obtained from the
current study:

� The velocity field variations showed that increasing the temper-
ature difference to approximately 65% did not cause a large dif-
ference in the working conditions.

� Even though the velocity field remained constant, the heat
transfer increased by approximately 20% by increasing the tem-
perature difference from 7 K to 11.8 K.

� A correlation was developed to predict the Nusselt numbers
with the Rayleigh number ranging from 8.59 ⁄ 109 to
1.41 ⁄ 1010 for an airproof double skin facade.

Future research should address the extension of the experimen-
tal and numerical analysis to different working conditions such as
forced convection, geometric parameters, solar radiation loads, and
time-dependent analysis using climatic data from different
locations.
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