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#### Abstract

This work presents the design and the corresponding stability analysis of a model free velocity observer formulation for nonlinear systems modeled by Euler-Lagrange formulation. The observation gains of the proposed formulation are tuned online according to an update algorithm removing the burden of observation gain tuning. Lyapunov based arguments are applied to prove the overall system stability. Performance of the observer proposed is illustrated via extensive simulation studies. Experimental studies are also utilized to demonstrate the viability of the proposed formulation.


## I. Introduction

In this paper, we present a novel velocity observer under the restriction that the system under consideration has dynamical uncertainties. Thus the exact knowledge of dynamical parameters of the system are unavailable for the observer design. Under the standard assumptions that the system dynamics are bounded and first-order differentiable, we proposed a model free velocity observer formulation that achieves asymptotic velocity observation error regulation. In the literature, there are several observer formulations [1], [2], [3], [4], [5], [6], [7] where some of them are modelfree [5], [6], [7]. Different from the available model-free observers, the proposed formulation is self-tuning. That is the observation gains used our formulation are updated online according to an update rule dictated by the stability analysis. To our best knowledge, the self tuning approach used in our formulation is the first presented in the literature. In assistance of the time varying nature of the observer gains, we also were able to remove the requirement of the prior knowledge of the upper bounds of uncertain system dynamics. The stability and convergence properties of the proposed velocity observer are supported by Lyapunovbased arguments. The performance of the designed velocity observer was demonstrated via simulation studies. Experimental studies are also presented to illustrate the effectiveness of the proposed formulation.
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## II. System Model and Its Properties

The general model for Euler-Lagrange systems is given as

$$
\begin{equation*}
\ddot{x}=H+G \tau \tag{1}
\end{equation*}
$$

where $x(t), \dot{x}(t)$ and $\ddot{x}(t) \in \mathbb{R}^{m}$ denote the state vector and its first and second time derivatives, respectively. $H(x, \dot{x}) \in$ $\mathbb{R}^{m}$ and $G(x, \dot{x}) \in \mathbb{R}^{m \times m}$ are nonlinear functions, $\tau(t) \in$ $\mathbb{R}^{m}$ is the control input vector. It is also assumed that the following assumption is satisfied for the model in (1).

Assumption 1: $H(x, \dot{x})$ and $G(x, \dot{x})$ are $\mathcal{C}^{1}$ functions. The control input is a $\mathcal{C}^{1}$ function and $\tau(t), \dot{\tau}(t) \in \mathcal{L}_{\infty}$. The system states are bounded for all time (i.e., $x(t), \dot{x}(t) \in$ $\left.\mathcal{L}_{\infty}\right)$.

Remark 1: The mathematical model for an $m$ degree-offreedom, revolute joint, direct drive, robot manipulator is given as [8]

$$
\begin{equation*}
M(q) \ddot{q}+V_{m}(q, \dot{q}) \dot{q}+g(q)+F_{d} \dot{q}=\tau \tag{2}
\end{equation*}
$$

where $q(t), \dot{q}(t)$ and $\ddot{q}(t) \in \mathbb{R}^{m}$ denote the link position, velocity and acceleration, respectively, $M(q) \in \mathbb{R}^{m \times m}$ represents the positive-definite, symmetric inertia matrix, $V_{m}(q, \dot{q}) \in \mathbb{R}^{m \times m}$ represents the centripetal Coriolis matrix, $g(q) \in \mathbb{R}^{m}$ is the gravitational vector, $F_{d} \in \mathbb{R}^{m \times m}$ denotes the constant, diagonal positive-definite, viscous friction matrix, and $\tau(t)$ being the control input torque, can be rearranged as a model that is given in (1) by selecting $x \triangleq q$, $H \triangleq-M^{-1}\left(V_{m} \dot{q}+g+F_{d} \dot{q}\right)$ and $G \triangleq M^{-1}$.

## III. Observer Design

Estimating the unavailable velocity signal $\dot{x}(t)$ by designing an observer having online gain tuning methodology is the main objective of this study. We realize our design under the restriction that $H(x, \dot{x}), G(x, \dot{x})$ and $\tau(t)$ are unavailable. To quantify this objective, the velocity observation error denoted by $\dot{\tilde{x}}(t) \in \mathbb{R}^{m}$ is defined as

$$
\begin{equation*}
\dot{\tilde{x}} \triangleq \dot{x}-\dot{\hat{x}} \tag{3}
\end{equation*}
$$

where $\dot{\hat{x}}(t) \in \mathbb{R}^{m}$ is the observed velocity. In view of (3), the position observation error, $\tilde{x}(t) \in \mathbb{R}^{m}$, is defined in the following manner

$$
\begin{equation*}
\tilde{x} \triangleq x-\hat{x} \tag{4}
\end{equation*}
$$

The velocity observer is designed in the following form

$$
\begin{equation*}
\dot{\hat{x}}=p+\left[k(t)+I_{m}\right] \tilde{x} \tag{5}
\end{equation*}
$$

where $I_{m} \in \mathbb{R}^{m \times m}$ is the standard identity matrix while the auxiliary variable $p(t) \in \mathbb{R}^{m}$ is updated according to following rule

$$
\begin{equation*}
\dot{p}=\hat{\beta}(t) \operatorname{Sgn}(\tilde{x})+k(t) \tilde{x} \tag{6}
\end{equation*}
$$

In (5) and (6), $\hat{\beta}(t)$ and $k(t) \in \mathbb{R}^{m \times m}$ denote diagonal time varying gain matrices while $\operatorname{Sgn}(\cdot)$ is the vector signum function. The diagonal entries of time varying gain $k(t)$ are updated according to

$$
\begin{equation*}
k_{i}(t)=1+k_{c_{i}}+\frac{1}{2} \tilde{x}_{i}^{2}(t)+\int_{t_{0}}^{t} \tilde{x}_{i}^{2}(\sigma) d \sigma \tag{7}
\end{equation*}
$$

where $k_{c_{i}} \in \mathbb{R}$ being entries of the positive-definite, diagonal constant part of $k(t)$ denoted by $k_{c}(t) \in \mathbb{R}^{m \times m}$ and $\tilde{x}_{i}(t) \in$ $\mathbb{R}$ is the $i^{t h}$ entry of $\tilde{x}(t)$. The other time varying gain $\hat{\beta}(t)$ has the following structure

$$
\begin{equation*}
\hat{\beta}(t)=\hat{\beta}_{1}(t)+\beta_{2} \tag{8}
\end{equation*}
$$

where $\hat{\beta}_{1}(t) \in \mathbb{R}^{m \times m}$ is its diagonal time varying part while $\beta_{2} \in \mathbb{R}^{m \times m}$ being its positive definite, diagonal, constant part. The diagonal entries of the time varying part of the control gains are updated according to

$$
\begin{equation*}
\hat{\beta}_{1_{i}}(t)=\left|\tilde{x}_{i}(t)\right|-\left|\tilde{x}_{i}\left(t_{0}\right)\right|+\int_{t_{0}}^{t}\left|\tilde{x}_{i}(\sigma)\right| d \sigma \tag{9}
\end{equation*}
$$

where $\hat{\beta}_{1_{i}}\left(t_{0}\right)=0$. Taking the time derivative of (5) yields

$$
\begin{equation*}
\ddot{\hat{x}}=\hat{\beta}(t) \operatorname{Sgn}(\tilde{x})+[k(t)+\dot{k}(t)] \tilde{x}+\left[k(t)+I_{m}\right] \dot{\tilde{x}} . \tag{10}
\end{equation*}
$$

where (6) was substituted. Subtracting (10) from (1), the velocity observation error dynamics is obtained as

$$
\begin{align*}
\ddot{\tilde{x}}= & H+G \tau-\hat{\beta}(t) \operatorname{Sgn}(\tilde{x})-[k(t)+\dot{k}(t)] \tilde{x} \\
& -\left[k(t)+I_{m}\right] \dot{\tilde{x}} . \tag{11}
\end{align*}
$$

Let the auxiliary error signal $r(t) \in \mathbb{R}^{m}$ is defined as

$$
\begin{equation*}
r \triangleq \dot{\tilde{x}}+\tilde{x} \tag{12}
\end{equation*}
$$

We would like to note that from the definition of $r(t)$ given above, as $r(t)$ requires $\dot{x}(t)$ it cannot be utilized directly in the observer design. Substituting (11) into the time derivative of (12), we obtain

$$
\begin{align*}
\dot{r}= & N(x, \dot{x}, t)-\left[\hat{\beta}_{1}(t)+\beta_{2}\right] \operatorname{Sgn}(\tilde{x}) \\
& -k(t) r-\dot{k}(t) \tilde{x} \tag{13}
\end{align*}
$$

where (8) was utilized and the auxiliary function $N(x, \dot{x}, t) \in \mathbb{R}^{m}$ is defined as

$$
\begin{equation*}
N \triangleq H+G \tau \tag{14}
\end{equation*}
$$

At this point, it should be stated that as a consequence of Assumption 1 the functions $N$ and $\dot{N}$ are bounded functions of time.

## IV. Stability Analysis

In this section, the stability of the velocity observation error is investigated. Firstly, two lemmas are stated where both of which will later be utilized in the proof of the main theorem.

Lemma 1: The auxiliary function, denoted by $L_{1}(t) \in \mathbb{R}$, is defined as

$$
\begin{equation*}
L_{1} \triangleq r^{T}\left[N-\beta_{1} \operatorname{Sgn}(\tilde{x})\right] \tag{15}
\end{equation*}
$$

where $\beta_{1} \in \mathbb{R}^{m \times m}$ is a positive definite, diagonal constant term. Provided that the entries of $\beta_{1}$ satisfy

$$
\begin{equation*}
\beta_{1_{i}} \geq\left\|N_{i}(t)\right\|_{L_{\infty}}+\left\|\dot{N}_{i}(t)\right\|_{L_{\infty}} \tag{16}
\end{equation*}
$$

where $\|\cdot\|_{L_{\infty}}$ denotes infinity norm, then

$$
\begin{equation*}
\int_{t_{0}}^{t} L_{1}(\sigma) \leq \zeta_{b_{1}} \tag{17}
\end{equation*}
$$

where $\zeta_{b_{1}} \in \mathbb{R}$ is a positive constant.
Remark 2: Notice that the constant matrix denoted by $\beta_{1}$ needs to satisfy the condition in (16) and an observer formulation using $\beta_{1}$ would require at least the prior knowledge of the upper bounds of the system uncertainties. However, the observer proposed in (5) and (6), does not make use of $\beta_{1}$ but $\hat{\beta}_{1}$. Thus does not require the bounds of the functions containing the uncertainties of the dynamics.

Proof: See Appendix I for the proof.
Lemma 2: The auxiliary function, denoted by $L_{2}(t) \in \mathbb{R}$, is defined as

$$
\begin{equation*}
L_{2} \triangleq-\dot{\tilde{x}}^{T} \beta_{2} \operatorname{Sgn}(\tilde{x}) \tag{18}
\end{equation*}
$$

Provided that $\beta_{2_{i}}>0$ for $i=1, \cdots, m$ then

$$
\begin{equation*}
\int_{t_{0}}^{t} L_{2}(\sigma) d \sigma \leq \zeta_{b_{2}} \tag{19}
\end{equation*}
$$

where $\zeta_{b_{2}} \in \mathbb{R}$ is a positive constant.
Proof: See Appendix II for the proof.
Theorem 1: The observer in (5) and (6) with the time varying gains in (7)-(9) ensures global asymptotic convergence of the velocity observation error in the sense that $\|\dot{\tilde{x}}(t)\| \rightarrow 0$ as $t \rightarrow \infty$.

Proof: The Lyapunov function candidate, denoted by $V(y, t) \in \mathbb{R}$, is defined as

$$
\begin{equation*}
V \triangleq \frac{1}{2} r^{T} r+\frac{1}{2} \sum_{i=1}^{m} \tilde{\beta}_{1_{i}}^{2}+P_{1}+P_{2} \tag{20}
\end{equation*}
$$

where $P_{1}(t), P_{2}(t) \in \mathbb{R}$ are defined as

$$
\begin{align*}
& P_{1} \triangleq \zeta_{b_{1}}-\int_{t_{0}}^{t} L_{1}(\sigma) d \sigma  \tag{21}\\
& P_{2} \triangleq \zeta_{b_{2}}-\int_{t_{0}}^{t} L_{2}(\sigma) d \sigma \tag{22}
\end{align*}
$$

and $\tilde{\beta}_{1_{i}}(t) \in \mathbb{R}, i=1, \cdots, m$ are defined as

$$
\begin{equation*}
\tilde{\beta}_{1_{i}} \triangleq \beta_{1_{i}}-\hat{\beta}_{1_{i}} \tag{23}
\end{equation*}
$$

and $y(t) \in \mathbb{R}^{(2 m+2)}$ is defined as

$$
y \triangleq\left[\begin{array}{llllll}
r^{T} & \tilde{\beta}_{1_{1}} & \cdots & \tilde{\beta}_{1_{m}} & \sqrt{P}_{1} & \sqrt{P}_{2} \tag{24}
\end{array}\right]^{T}
$$

From the proofs of Lemmas 1 and 2, we can conclude that $P_{1}(t)$ and $P_{2}(t)$ are non-negative and thus $V(y, t)$ is also non-negative.

After taking the time derivative of (20) and substituting the time derivative of (9) and (13), following expression can be obtained

$$
\begin{equation*}
\dot{V}=-r^{T} k r-\sum_{i=1}^{m} \beta_{2_{i}}\left|\tilde{x}_{i}\right|-r^{T} \dot{k} \tilde{x} \tag{25}
\end{equation*}
$$

where (15) and (18) were utilized. An upper bound on (25) can be obtained as

$$
\begin{equation*}
\dot{V} \leq-r^{T} k r-\sum_{i=1}^{m} \beta_{2_{i}}\left|\tilde{x}_{i}\right|-\sum_{i=1}^{m} r_{i}^{2} \tilde{x}_{i}^{2} \tag{26}
\end{equation*}
$$

where the time derivative of (7) was utilized along with (12). From (26), it can be stated that

$$
\begin{equation*}
\dot{V} \leq-\sum_{i=1}^{m} k_{c_{i}} r_{i}^{2}-\sum_{i=1}^{m} \beta_{2_{i}}\left|\tilde{x}_{i}\right| \tag{27}
\end{equation*}
$$

where (7) was utilized. From (20) and (27), we can state that $V(y, t) \in \mathcal{L}_{\infty}$ and thus $r(t), \tilde{\beta}_{1_{i}}(t)$ for $i=1, \cdots, m$, $P_{1}(t), P_{2}(t) \in \mathcal{L}_{\infty}$. Boundedness of $r(t)$ can be utilized along with (12) to show that $\tilde{x}(t)$ and $\dot{\tilde{x}}(t) \in \mathcal{L}_{\infty}$. From (3), (4), Assumption 1 and $x(t), \dot{\tilde{x}}(t) \in \mathcal{L}_{\infty}$ it can be concluded that $\hat{x}(t)$ and $\dot{\hat{x}}(t) \in \mathcal{L}_{\infty}$. Integrating (27) we obtain,

$$
\begin{array}{r}
\sum_{i=1}^{m} k_{c_{i}} \int_{t_{0}}^{\infty} r_{i}^{2}(\sigma) d \sigma+\sum_{i=1}^{m} \beta_{2_{i}} \int_{t_{0}}^{\infty}\left|\tilde{x}_{i}(\sigma)\right| d \sigma \leq \\
V\left(t_{0}\right)-V(\infty) \tag{28}
\end{array}
$$

and since $V(\infty) \geq 0$ following expressions are valid

$$
\begin{array}{r}
\sum_{i=1}^{m} k_{c_{i}} \int_{t_{0}}^{\infty} r_{i}^{2}(\sigma) d \sigma \leq V\left(t_{0}\right) \\
\text { and } \\
\sum_{i=1}^{m} \beta_{2_{i}} \int_{t_{0}}^{\infty}\left|\tilde{x}_{i}(\sigma)\right| d \sigma \leq V\left(t_{0}\right), i=1, \cdots, m \tag{29}
\end{array}
$$

From (29), we can claim that $r(t) \in \mathcal{L}_{2}$ and $\tilde{x}(t) \in \mathcal{L}_{1}$. Since $\tilde{x}(t) \in \mathcal{L}_{1} \cap \mathcal{L}_{\infty}$, from (9), it is concluded that $\hat{\beta}_{1}(t) \in \mathcal{L}_{\infty}$, and since $r(t) \in \mathcal{L}_{\infty}$, then from the derivative of (9), $\dot{\hat{\beta}}_{1}(t) \in \mathcal{L}_{\infty}$. From the above boundedness statements and (7), it is clear that $k(t) \in \mathcal{L}_{\infty}$. Standard signal chasing arguments can be utilized to prove that all the remaining signals remain bounded under the closed-loop operation. Since $r(t) \in \mathcal{L}_{2} \cap \mathcal{L}_{\infty}$ and $\dot{r}(t) \in \mathcal{L}_{\infty}$, Barbalat's Lemma [9] can be utilized to prove that $\|r(t)\| \rightarrow 0$ as $t \rightarrow \infty$, and from (12), we can show that the velocity observation error converges asymptotically to zero.

Theorem 2: There exist constants $\hat{\beta}_{i_{f}}$ and $k_{i_{f}} \in \mathbb{R}$ such that

$$
\begin{equation*}
\hat{\beta}_{i}(t) \rightarrow \hat{\beta}_{i_{f}} \text { and } k_{i}(t) \rightarrow k_{i_{f}} \text { as } t \rightarrow \infty \tag{30}
\end{equation*}
$$

Proof: Applying the limit operation to (9) yields

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \hat{\beta}_{1_{i}}(t)=-\left|\tilde{x}_{i}\left(t_{0}\right)\right|+\lim _{t \rightarrow \infty}\left[\int_{t_{0}}^{t}\left|\tilde{x}_{i}(\theta)\right| d \theta\right] \tag{31}
\end{equation*}
$$

where $\tilde{x}_{i}(t) \rightarrow 0$ was utilized. Since, from the proof of Theorem $1, \tilde{x}_{i}(t) \in \mathcal{L}_{1}$, the existence of
$\lim _{t \rightarrow \infty}\left[\int_{t_{0}}^{t}\left|\tilde{x}_{i}(\theta)\right| d \theta\right]$ is ensured via Theorem 3.1 of [10]. In view of this, from (31), it is straight forward to see that (30) is obtained.

Similarly, taking the limit of (7) results in

$$
\begin{equation*}
\lim _{t \rightarrow \infty} k_{i}(t)=k_{c_{i}}+\lim _{t \rightarrow \infty}\left[\int_{t_{0}}^{t} \tilde{x}_{i}^{2}(\theta) d \theta\right] \tag{32}
\end{equation*}
$$

where $\tilde{x}_{i}(t) \rightarrow 0$ was utilized. Since $\tilde{x}_{i}(t) \in \mathcal{L}_{2}$, from Theorem 3.1 in [10], the existence of
$\lim _{t \rightarrow \infty}\left[\int_{t_{0}}^{t} \tilde{x}_{i}^{2}(\theta) d \theta\right]$ is ensured from which the result in (30) follows.

## V. Simulation Study

The two link, direct-drive planar robot manipulator having the following dynamic model was used in the numerical simulations [11]

$$
\begin{align*}
{\left[\begin{array}{l}
\tau_{1} \\
\tau_{2}
\end{array}\right]=} & {\left[\begin{array}{ll}
p_{1}+2 p_{3} c_{2} & p_{2}+p_{3} c_{2} \\
p_{2}+p_{3} c_{2} & p_{2}
\end{array}\right]\left[\begin{array}{l}
\ddot{q}_{1} \\
\ddot{q}_{2}
\end{array}\right] } \\
+ & {\left[\begin{array}{ll}
-p_{3} s_{2} \dot{q}_{2} & -p_{3} s_{2}\left(\dot{q}_{1}+\dot{q}_{2}\right) \\
p_{3} s_{2} \dot{q}_{1} & 0
\end{array}\right]\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right] } \\
+ & {\left[\begin{array}{ll}
f_{d 1} & 0 \\
0 & f_{d 2}
\end{array}\right]\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right] } \tag{33}
\end{align*}
$$

where $p_{1}=3.473\left[k g-m^{2}\right], p_{2}=0.193\left[k g-m^{2}\right]$, $p_{3}=0.242\left[\mathrm{~kg}-\mathrm{m}^{2}\right], f_{d 1}=5.3[\mathrm{Nm}-\mathrm{sec}], f_{d 2}=$ $1.1[N m-s e c], c_{2} \triangleq \cos \left(q_{2}\right)$, and $s_{2} \triangleq \sin \left(q_{2}\right)$. During these simulations a full state feedback control approach that had been designed in [12] was used as a controller with the control objective that force $q_{1}(t)$ and $q_{2}(t)$ follow a sinusoidal desired trajectory denoted by $q_{r}(t) \in \mathbb{R}^{2}$ and given as

$$
q_{r}(t)=\left[\begin{array}{c}
0.7 \sin (t)\left(1-\exp \left(-0.3 t^{3}\right)\right)  \tag{34}\\
1.2 \sin (t)\left(1-\exp \left(-0.3 t^{3}\right)\right)
\end{array}\right]
$$

Constant part of the observation gains were simply selected as $k_{c}=\beta_{2}=I_{2}$. The results are shown in Figures 1-5. The observed velocity is shown in Figure 1. The observation errors are shown in Figure 2, while the observed and the actual positions are depicted in Figure 3. From Figures 2 and 3 , it is clear that the observation objective was met. The time varying gains $\hat{\beta}(t)$ and $k(t)$ are shown in Figures 4 and 5 , respectively. From these figures, it can clearly be seen that the time varying gains were converged to constant values.

## VI. Experimental Study

PHANToM Omni haptic device that is shown in Figure 6 was used as an experimental setup. During the experimental studies the first link of this device was mechanically stopped and the observation was realized for the remaining links while their joint space control was realized via same full


Fig. 1. Observed velocities $\dot{\hat{q}}(t)$


Fig. 2. Position observation errors $\tilde{q}(t)$
state feedback control approach to obtain the consistency with simulation studies. During the experimental studies, same control approach with simulation studies was used with the control objective that is to make $\theta_{2}(t)$ and $\theta_{3}(t)$ follow a sinusoidal desired trajectory denoted by $\theta_{r}(t) \in \mathbb{R}^{2}$ and given as

$$
\theta_{r}(t)=\left[\begin{array}{l}
0.5+0.1 \sin (0.1 t)  \tag{35}\\
\cos (0.1 t)
\end{array}\right]
$$

Constant parts of the observation gains were selected as $k_{c}=$ $\beta_{2}=I_{2}$.

The results are shown in Figures 7-11. The observed velocity is shown in Figure 7. The observation errors are shown in Figure 8, while the observed and the actual positions are depicted in Figure 9. From Figures 8 and 9, it is clear that the observation objective was met. The change of the time varying gains $\hat{\beta}(t)$ and $k(t)$ are shown in Figures 10 and 11, respectively. From these figures, it can clearly be seen that the time varying gains are converged to their constant values.

## VII. Conclusions

In this paper, we have presented a novel model-free velocity observer with time varying observation gains. The proposed formulation does not need a tuning methodology


Fig. 3. Actual positions $q(t)$ (line) vs observed positions $\hat{q}(t)$ (dashed)


Fig. 4. Diagonal entries of $\hat{\beta}(t)$
and does not require prior knowledge of upper bounds of the vector containing uncertainties for the observer gain selection. The observer formulation achieved global observation and the stability result is backed up with a Lyapunovtype analysis. Extensive simulation studies is presented to illustrate the observation performance of the proposed method. The observation performance is also demonstrated by utilizing experimental studies. When compared with the existing velocity observers in the literature, according to the authors' best knowledge the results in this paper are the only design that obtained observation gains with a self-tuning methodology. Thus, ensuring the global asymptotic velocity observation for Euler-Lagrange systems by getting rid of the gain adjusting process can be considered as the main novelty of this study.
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## Appendix I <br> Proof of Lemma 1

After substituting (12) into (15) and then integrating in time, the following expression is obtained

$$
\begin{align*}
\int_{t_{0}}^{t} L_{1}(\sigma) d \sigma= & \int_{t_{0}}^{t} \tilde{x}^{T}(\sigma)\left[N(\sigma)-\beta_{1} \operatorname{Sgn}(\tilde{x}(\sigma))\right] d \sigma \\
& +\int_{t_{0}}^{t}\left[\frac{d \tilde{x}(\sigma)}{d \sigma}\right]^{T} N(\sigma) d \sigma  \tag{36}\\
& -\int_{t_{0}}^{t}\left[\frac{d \tilde{x}(\sigma)}{d \sigma}\right]^{T} \beta_{1} \operatorname{Sgn}(\tilde{x}(\sigma)) d \sigma
\end{align*}
$$

After integrating the second integral on the right-hand side by parts and evaluating the third integral [13], following



Fig. 9. Actual positions $\theta(t)$ (line) vs Observed positions $\hat{\theta}(t)$ (dashed)


Fig. 10. Time varying gain $\hat{\beta}(t)$
expression is obtained
$\int_{t_{0}}^{t} L_{1}(\sigma) d \sigma=\int_{t_{0}}^{t} \tilde{x}^{T}(\sigma)\left[N(\sigma)-\beta_{1} \operatorname{Sgn}(\tilde{x}(\sigma))\right] d \sigma$ $+\left.\left[\tilde{x}^{T}(\sigma) N(\sigma)\right]\right|_{t_{0}} ^{t}-\int_{t_{0}}^{t} \tilde{x}^{T}(\sigma) \frac{d N(\sigma)}{d \sigma} d$ $-\left.\sum_{i=1}^{m} \beta_{1_{i}}\left|\tilde{x}_{i}(\sigma)\right|\right|_{t_{0}} ^{t}$ $=\int_{t_{0}}^{t} \tilde{x}^{T}(\sigma)\left[N(\sigma)-\frac{d N(\sigma)}{d \sigma}-\beta_{1} \operatorname{Sgn}(\tilde{x}(\sigma))\right] d \sigma$
$+\tilde{x}^{T}(t) N(t)-\tilde{x}^{T}\left(t_{0}\right) N\left(t_{0}\right)$
$-\sum_{i=1}^{m} \beta_{1_{i}}\left|\tilde{x}_{i}(t)\right|+\sum_{i=1}^{m} \beta_{1_{i}}\left|\tilde{x}_{i}\left(t_{0}\right)\right|$.
The right-hand side of (37) can be upper bounded as

$$
\begin{align*}
\int_{t_{0}}^{t} L_{1}(\sigma) d \sigma \leq & \sum_{i=1}^{m} \int_{t_{0}}^{t}\left|\tilde{x}_{i}(\sigma)\right|\left(\left|N_{i}(\sigma)\right|+\left|\frac{d N_{i}(\sigma)}{d \sigma}\right|-\beta_{1_{i}}\right) d \sigma \\
& +\sum_{i=1}^{m}\left|\tilde{x}_{i}(t)\right|\left(\left|N_{i}(t)\right|-\beta_{1_{i}}\right) \\
& +\sum_{i=1}^{m} \beta_{1_{i}}\left|\tilde{x}_{i}\left(t_{0}\right)\right|-\tilde{x}_{i}\left(t_{0}\right) N_{i}\left(t_{0}\right) \tag{38}
\end{align*}
$$

From (38), we can claim that if the entries of $\beta_{1}$ satisfy (16), then (17) holds with

$$
\begin{equation*}
\zeta_{b_{1}} \triangleq \sum_{i=1}^{m}\left[\beta_{1_{i}}\left|\tilde{x}_{i}\left(t_{0}\right)\right|-\tilde{x}_{i}\left(t_{0}\right) N_{i}\left(t_{0}\right)\right] \tag{39}
\end{equation*}
$$
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