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#### Abstract

\section*{REDUCTION ALGORITHMS FOR THE CRYPTANALYSIS OF LATTICE BASED ASYMMETRICAL CRYPTOSYSTEMS}


The theory of lattices has attracted a great deal of attention in cryptology in recent years. Several cryptosystems are constructed based on the hardness of the lattice problems such as the shortest vector problem and the closest vector problem. The aim of this thesis is to study the most commonly used lattice basis reduction algorithms, namely Lenstra Lenstra Lovasz (LLL) and Block Kolmogorov Zolotarev (BKZ) algorithms, which are utilized to approximately solve the mentioned lattice based problems. Furthermore, the most popular variants of these algorithms in practice are evaluated experimentally by varying the common reduction parameter delta in order to propose some practical assessments about the effect of this parameter on the process of basis reduction. These kind of practical assessments are believed to have non-negligible impact on the theory of lattice reduction, and so the cryptanalysis of lattice cryptosystems, due to the fact that the contemporary nature of the reduction process is mainly controlled by the heuristics.

## ÖZET

## KAFES TABANLI ASİMETRİK KRİPTOSİSTEMLERİN KRİPTANALİZİ İÇİN İNDİRGEME ALGORİTMALARI

Son yıllarda, kafes teorisi kriptolojide büyük ilgi görmektedir. En kısa vektör problemi ve en yakın vektör problemi gibi kafes tabanlı problemlerin zorluğuna dayanarak bir çok kriptosistem inşa edilmiştir. Bu tezin amacı bahsedilen kafes tabanlı problemleri yaklaşık olarak çözmek amacıyla en sık kullanılan kafes tabanı indirgeme algoritmalarından Lenstra Lenstra Lovasz (LLL) ve Block Kolmogorov Zolotarev (BKZ) algoritmalarınn incelenmesidir. Bununla beraber, bu algoritmaların uygulamadaki en yaygın değişkelerinde ortak delta indirgeme parametresi değiştirilerek bu parametrenin indirgeme sürecindeki etkisi deneysel olarak incelenmekte ve taban indirgeme işlemini ilgilendiren uygulama temelli değerlendirmeler ortaya konmaktadır. Günümüz indirgeme işleminin doğasının ağırıklı olarak buluşsal yöntemlerce kontrol edilmesi nedeniyle bu tip uygulama temelli değerlendirmelerin kafes indirgeme teorisinde, ve buna bağlı olarak kafes kriptosistemlerinin kriptanalizinde, ihmal edilemeyecek etkileri olduğuna inanılmaktadır.
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## CHAPTER 1

## INTRODUCTION

Lattices are constructions of geometry which can be described as the set of intersection points of an infinite regular grid. Though the simplicity in their construction, lattices hide a rich complex structure which has attracted the interests of many mathematicians over the last two centuries. In the meantime, they have found plenty of applications in several branches of mathematics, especially in computer science. Their importance in cryptology is firstly noted with the knapsack based cryptosystems. Invention of the basis reduction algorithms and the breakthrough results of Ajtai on the hard problems over lattices triggered numerous researches on the theory of lattices, more specifically on the hard lattice problems and the lattice basis reduction algorithms. The aim of this study is to explore the particular lattice problems and their use in cryptology with a cryptanalytic perspective considering the practical algorithms to solve these problems.

The lattices are the source of many interesting computationally hard problems. Two such problems are the shortest vector and the closest vector problem. The shortest vector problem is by far the most popular lattice based problem and has many variations. This problem stems from the fact that every lattice has a non-zero shortest vector and the problem of finding such a vector is NP-hard. The impracticality of solving the shortest vector problem in its exact form leads to the emergence of approximate versions related to the problem. On the other hand, the closest vector problem is another important problem in the theory of lattices. It includes finding a lattice vector which is among the closest lattice vectors to an arbitrary target vector, or point, in the space. As in the case of the shortest vector problem, the closest vector problem is also NP-hard and has many variants.

The algorithms to solve the shortest vector problem can be classified as the exact algorithms and the approximate algorithms. The main exact algorithms are the HKZ (Hermite Korkine Zolotarev) reduction algorithms, (Kannan 1987b) and the (randomized) sieve algorithms, (Ajtai, et al. 2001). Whereas, the approximate algorithms are primarily the LLL (Lenstra Lenstra Lovasz), (Lenstra, et al. 1982), algorithms and the

BKZ (Block Korkine Zolotarev) algorithms, (Schnorr 1987). In practice, the exact algorithms are only practical in relatively low dimensions. Therefore, the approximation algorithms attract comparatively more interest. An interesting point on the approximation algorithms and on some of the exact algorithms is that, in general, they do more than just solving the approximate shortest vector problem, they produce a solution to the lattice basis reduction problem. Basically, they output a shorter and more orthogonal basis with particular properties, and this basis is deemed to be good in a practical point of view, because it can be used to (approximately) solve different lattice based problems. Another important point is that, all exact algorithms applies an approximation algorithm for preprocessing and the approximation algorithms usually make use of the exact algorithms by accessing them in low dimensions or relaxing their reduction conditions to achieve a better performance.

It is also possible to group the algorithms to solve the closest vector problem in two categories. The solution to the exact closest vector problem is mainly given by the algorithms presented in (Kannan 1987b, Blömer 2000, Klein 2000, Agrell, et al. 2002). The approximation to the closest vector problem is performed in a roundabout manner. The general approach is to use a reduction from the closest vector problem to an instance of the (approximate) shortest vector problem together with an algorithm to solve the reduced instance. This is a factor increasing the importance of the concept of the lattice basis reduction. To name some of them, the approximation algorithms can be found in (Babail 1986, Ajtai, et al. 2001, Blömer and Naewe 2007).

In this study, not all the algorithms to solve the referred lattice problems are mentioned but instead the basis reduction algorithms which carry relatively greater importance in the cryptanalysis of the lattice based public key cryptosystems are taken under the consideration. For this reason, the following algorithmics and related concepts are left out: the low dimensional reduction algorithms of Lagrange and Gauss , the algorithms of Hermite, and Korkine and Zolotarev, the HKZ reduction algorithms (Kannan 1983, 1987b, Helfrich 1985, Hanrot and Stehlé 2007, 2008), the sieve algorithms (Ajtai, et al. 2001, Schnorr 2001, Nguyen and Vidick 2008), the sampling algorithms (Ajtai, et al. 2002, Schnorr 2003, Ludwig 2005, Buchmann and Ludwig 2006, Blömer and Naewe 2007) and the closest vector algorithms (Kannan|1983, Babail 1986, Kannan 1987b, Schnorr 1996, Blömer 2000, Klein 2000, Ajtai, et al. 2001, Agrell, et al. 2002,

Blömer and Naewe 2007). Consequently, the LLL and the BKZ lattice basis reduction algorithms are focused upon.

First, mathematical background on the theory of lattices is introduced. The definition of lattices is given with the notion of lattice determinant, the Gram-Schmidt orthogonalization, the successive minima and the Hermite's constant. Furthermore, some important theorems, including Minkowski's theorems, which give initial bounds on the first successive minimum, are presented.

Second, the lattice problems of the interest (the shortest vector and the closest vector problems) are defined in their exact, decision, approximate and promise forms. Following this discussion, the complexity results on the shortest and the closest vector problems together with some important connections between them are mentioned in order to demonstrate the achieved theoretical hardness and the non-hardness bounds to solve or approximate these problems. In addition, the algorithmic results which are partially related to the practice are stated to exhibit the practical achievable bounds concerning the considered problems. The section is concluded after briefly introducing the lattice basis reduction problem.

Next, the LLL and the BKZ lattice basis reduction algorithms are outlined. In both cases, the theoretical infrastructure related to the algorithms is given by presenting the definition of reducedness with some extra notions, if required, and the worst-case achievable approximation factors are demonstrated. Furthermore, the algorithm is presented in its raw form in order to ease the theoretical exploration and the understanding, and a short analysis is performed on the running time and the correctness of the algorithm. In addition, the algorithm is rewritten in a contemporary manner, numerous variants are mentioned and some research is briefly pointed out. It is important to note that, the theory of the LLL algorithm is more simple when compared to that of the BKZ algorithms. Therefore, due to the technicality of the subject, no analysis on the running time or the correctness of the BKZ algorithms is performed for the sake of brevity.

Later, the importance of the basis reduction algorithms is discussed in a cryptanalytic perspective. The role of good basis in solving the shortest vector and the closest vector problems is demonstrated. In addition, a general cryptographic scheme emerging in the lattice based cryptosystems is outlined. Following this discussion, some heuristics which are useful in a cryptanalytic sense are presented and the section is concluded after
discussing the lattice based attacks on relatively more general lattice based cryptographic schemes.

Next, the most efficient variants of the LLL algorithm and the BKZ algorithm are considered for a practical assessment regarding a common runtime parameter belonging to the algorithms. It is important to note that, these variants are based on some certain heuristics and in general have no theoretical inspections. However, they are also the most preferred algorithms in practice and by the cryptanalysts due to their efficiency.

Finally, the study is concluded by presenting some remarks concerning this and possible future research.

## CHAPTER 2

## BACKGROUND

In this chapter, basic information on the lattices is conveyed. The fundamental definitions and important theorems related to the point lattices are presented keeping the discussion as simple and concise as possible.

### 2.1. Lattice and Basis

A lattice is the set of all integral combinations of $n$ linearly independent vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathbb{R}^{m}$ denoted by

$$
\begin{equation*}
\Lambda=L\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)=\left\{\sum_{i=1}^{n} x_{i} \mathbf{b}_{i}: x_{i} \in \mathbb{Z}, \mathbf{b}_{i} \in \mathbb{R}^{m}\right\} \tag{2.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\Lambda=L(\mathrm{~B})=\left\{\mathbf{B x}: \mathbf{B} \in \mathbb{R}^{m \times n}, \mathbf{x} \in \mathbb{Z}^{n}\right\} \tag{2.2}
\end{equation*}
$$

where $\mathrm{B}=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right\}$ is called the lattice basis and $\mathbf{B}=\left[\mathbf{b}_{1} \ldots \mathbf{b}_{n}\right] \in \mathbb{R}^{m \times n}$ is the matrix representation of the basis with columns as the basis vectors. The integers $n$ and $m$ are called lattice dimension (or rank), $\operatorname{dim}(\Lambda)$, and lattice degree, $\operatorname{deg}(\Lambda)$, respectively, and when $n=m$ the lattice is called full dimensional. Without any references to a specific basis, lattice $\Lambda$ can be defined to be a nonempty discrete subset of $\mathbb{R}^{m}$ which is closed under subtraction. Consequently, lattices are discrete additive subgroups of $\mathbb{R}^{m}$.

Linear span of the basis vectors is defined as

$$
\begin{equation*}
\operatorname{span}(\mathbf{B})=\left\{\mathbf{B x}: \mathbf{x} \in \mathbb{R}^{n}\right\} \tag{2.3}
\end{equation*}
$$

Since all the bases of the same lattice generate the same span, we can define the span of the lattice as $\operatorname{span}(\Lambda)$. It is obvious that

$$
\begin{equation*}
\operatorname{dim}(\Lambda)=\operatorname{dim}(\operatorname{span}(\Lambda)) \tag{2.4}
\end{equation*}
$$

and $\operatorname{span}(\Lambda)=\mathbb{R}^{m}$ if and only if the lattice is full dimensional.

Half open parallelepiped associated with a lattice basis B is defined as

$$
\begin{equation*}
P(\mathrm{~B})=\left\{\mathbf{B x}: \mathbf{B} \in \mathbb{R}^{m \times n}, x_{i} \in[0,1)\right\} \tag{2.5}
\end{equation*}
$$

It should be noted that if $\mathrm{B}^{\prime}$ is another lattice basis then $P\left(\mathrm{~B}^{\prime}\right)$ does not contain any lattice vectors other than zero.

Two lattice bases B and $\mathrm{B}^{\prime}$ generate the same lattice if and only if there exist an integral matrix $\mathbf{U}$ with $|\operatorname{det}(\mathbf{U})|=1$ such that $\mathbf{B}^{\prime}=\mathbf{B U}$. $\mathbf{U}$ is also called unimodular matrix, and the bases B and $\mathrm{B}^{\prime}$ are said to be equivalent. The statement can be proved using the half open parallelepipeds.

### 2.2. Determinant

For all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{m}$ and $a \in \mathbb{R}$, a norm is a function $\|\|:. \mathbb{R}^{m} \rightarrow \mathbb{R}$, which is generally used to measure length, such that

- It is positive definite, i.e. $\|\mathbf{x}\|>0$ for $\mathbf{x} \neq \mathbf{0}$ and $\|\mathbf{0}\|=0$.
- It is homogeneous, i.e. $\|a \mathbf{x}\|=|a| \cdot\|\mathbf{x}\|$.
- It satisfies the triangle inequality, i.e. $\|\mathbf{x}+\mathbf{y}\| \leqslant\|\mathbf{x}\|+\|\mathbf{y}\|$.

Furthermore, for any $p \geqslant 1$, the family of norm functions, $l_{p}$ norms, are defined as

$$
\begin{equation*}
\|\mathbf{x}\|_{p}=\left(\sum_{i=1}^{m}\left|x_{i}\right|^{p}\right)^{1 / p} \tag{2.6}
\end{equation*}
$$

Note that $l_{2}$ norm is the Euclidean norm whereas $l_{\infty}$ norm is called the maximum norm since

$$
\begin{equation*}
\|\mathbf{x}\|_{\infty}=\lim _{p \rightarrow \infty}\|\mathbf{x}\|_{p}=\max _{i=1}^{m}\left|x_{i}\right| . \tag{2.7}
\end{equation*}
$$

Related to the norm distance between two vectors is

$$
\begin{equation*}
\operatorname{dist}(\mathbf{x}, \mathbf{y})=\|\mathbf{x}-\mathbf{y}\| . \tag{2.8}
\end{equation*}
$$

Gram-Schmidt orthogonalization process is almost always referred while studying the lattices. For any sequence of vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$, the Gram-Schmidt orthogonalized vectors are defined as

$$
\begin{equation*}
\mathbf{b}_{i}^{*}=\mathbf{b}_{i}-\sum_{j=1}^{i-1} \mu_{i, j} \mathbf{b}_{j}^{*} \tag{2.9}
\end{equation*}
$$

where $\mu_{i, j}=\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}^{*}\right\rangle /\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle$ are called the Gram-Schmidt coefficients and $\langle.,$.$\rangle is$ the inner product. Note that $\mathbf{b}_{i}^{*}$ is the component of $\mathbf{b}_{i}$ orthogonal to span $\left(\mathrm{B}_{i-1}\right)$ where $\mathrm{B}_{i-1}=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}\right\}$ and $\operatorname{span}\left(\mathrm{B}_{i}\right)=\operatorname{span}\left(\mathrm{B}_{i}^{*}\right)$, therefore the orthogonalized vectors depend on the order of the basis vectors. Since $\left\langle\mathbf{b}_{i}^{*}, \mathbf{b}_{j}^{*}\right\rangle=0$ holds for all $i \neq j$, the set of vectors $\mathrm{B}^{*}=\left\{\mathbf{b}_{1}^{*}, \ldots, \mathbf{b}_{n}^{*}\right\}$ are pairwise orthogonal. Furthermore

$$
\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}^{*}\right\rangle=\left\{\begin{array}{cc}
0 & i<j  \tag{2.10}\\
\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle & i=j \\
\mu_{i, j}\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle & i>j
\end{array}\right.
$$

which consequently lead to the fact that $\mu_{i, j}=0$ for $i<j$ and $\mu_{i, j}=1$ for $i=j$. One should also note that, since not every lattice has a basis of mutually orthogonal vectors, although $\mathrm{B}^{*}$ is a basis for span (B), it is not necessarily a basis for the lattice $L(\mathrm{~B})$.

Determinant of a lattice is defined as the volume of the fundamental parallelepiped

$$
\begin{equation*}
\operatorname{det}(\Lambda)=\operatorname{vol}(P(B)) \tag{2.11}
\end{equation*}
$$

where $\Lambda=L(\mathrm{~B})$. Equivalently we can define the determinant as

$$
\begin{equation*}
\operatorname{det}(L(\mathrm{~B}))=\prod_{i=1}^{n}\left\|\mathbf{b}_{i}^{*}\right\|=\sqrt{\operatorname{det}(\mathbf{G})} \tag{2.12}
\end{equation*}
$$

where $\mathbf{G}=\mathbf{B}^{\mathrm{T}} \mathbf{B}$ is the Gram matrix, i.e. $n \times n$ matrix whose $(i, j)$ th entry equals $\mathbf{G}_{i j}=$ $\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}\right\rangle$. The determinant $\operatorname{det}(\Lambda)$ does not depend on any particular basis, i.e. for any two lattice bases B and $\mathrm{B}^{\prime}, \operatorname{vol}(P(\mathrm{~B}))=\operatorname{vol}\left(P\left(\mathrm{~B}^{\prime}\right)\right)$ is always true. The statement follows from the fact that lattice bases B and $\mathrm{B}^{\prime}$ are related by a unimodular matrix. Intuitively, as the volume of the fundamental parallelepiped $P(\mathrm{~B})$ decreases, the density of the lattice points in span(B) increases.

### 2.3. Successive Minima and Hermite's Constant

Successive minima $\lambda=\lambda_{1}, \ldots, \lambda_{n}$ are the fundamental constants associated with the lattice and defined to be radius of the smallest sphere centered in the origin containing $i$ linearly independent lattice vectors

$$
\begin{equation*}
\lambda_{i}=\lambda_{i}(\Lambda)=\inf \left\{r: \operatorname{dim}\left(\operatorname{span}\left(\Lambda \cap B_{m}(\mathbf{0}, r)\right)\right) \geqslant i\right\} \tag{2.13}
\end{equation*}
$$

where $B_{m}(\mathbf{0}, r)$ is the $m$ dimensional open ball of radius $r$ around the origin $\mathbf{0}$. There always exist linearly independent lattice vectors achieving the successive minima, i.e. there exist linearly independent $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in \Lambda$ such that $\left\|\mathbf{x}_{i}\right\|=\lambda_{i}$. Therefore, successive minima can also be defined as

$$
\begin{equation*}
\lambda_{i}=\lambda_{i}(\Lambda)=\min \left\{r: \operatorname{dim}\left(\operatorname{span}\left(\Lambda \cap \bar{B}_{m}(\mathbf{0}, r)\right)\right) \geqslant i\right\} \tag{2.14}
\end{equation*}
$$

where $\bar{B}_{m}(\mathbf{0}, r)$ is the $m$ dimensional closed ball of radius $r$ around the origin $\mathbf{0}$.
Related to the determinant and the first minimum of the lattice, the Hermite's constant is defined as follows

$$
\begin{equation*}
\gamma_{n}=\max \frac{\lambda_{1}(\Lambda)^{2}}{\operatorname{det}(\Lambda)^{2 / n}} \tag{2.15}
\end{equation*}
$$

when $\Lambda$ ranges over all $n$ dimensional lattices. The Hermite's constant of dimension $n$ has the following bounds

$$
\begin{equation*}
\frac{n}{2 \pi e}+\frac{\log (\pi n)}{2 \pi e}+o(1) \leqslant \gamma_{n} \leqslant \frac{1.744 n}{2 \pi e}(1+o(1)) . \tag{2.16}
\end{equation*}
$$

Furthermore, $\gamma_{2}=4 / 3$ and $\gamma_{n} \leqslant(2 / 3) n$ for all $n \geqslant 2$.

### 2.4. Important Theorems

Theorem 2.1. Let B be a lattice basis and $B^{*}$ be the corresponding Gram-Schmidt orthogonalization. Then

$$
\begin{equation*}
\lambda_{1} \geqslant \min _{i=1}^{n}\left\|\mathbf{b}_{i}^{*}\right\|>0 . \tag{2.17}
\end{equation*}
$$

The theorem proves a lower bound on the first successive minimum. The proof can be carried out by evaluating the expression $\left\langle\mathbf{B x}, \mathbf{b}_{i}^{*}\right\rangle$ where $\mathbf{x} \in \mathbb{Z}^{n}$ by letting $i$ be the largest index such that $x_{i} \neq 0$ and showing $\left|\left\langle\mathbf{B x}, \mathbf{b}_{i}^{*}\right\rangle\right| \geqslant\left\|\mathbf{b}_{i}^{*}\right\|^{2}$ by using the fact that $\left|\left\langle\mathbf{B x}, \mathbf{b}_{i}^{*}\right\rangle\right| \leqslant\|\mathbf{B x}\|\left\|\mathbf{b}_{i}^{*}\right\|$.

Theorem 2.2. Let $\Lambda$ be a lattice of rank $n$. There exist linearly independent lattice vectors $\mathbf{v}_{i}$ for $i=1, \ldots, n$ such that

$$
\begin{equation*}
\left\|\mathbf{v}_{i}\right\|=\lambda_{i} . \tag{2.18}
\end{equation*}
$$

In order to show that there exist a lattice vector achieving the first minimum, one can use the closed ball $\bar{B}_{m}\left(\mathbf{0}, 2 \lambda_{1}\right)$. Since the closed ball is a compact set one can
extract a convergent subsequence of lattice vectors with their limit equals to $\mathbf{w}$ such that $\|\mathbf{w}\|=\lambda_{1}$ and then one can prove that $\mathbf{w}$ is a lattice vector belonging to the sequence. By generalizing this approach, the theorem can be proved for all successive minima.

Theorem 2.3. (Blichfeldt Theorem) Let $\Lambda$ be a lattice and $S \subseteq$ span ( $\Lambda$ ) be a measurable set. If $\operatorname{vol}(S)>\operatorname{det}(\Lambda)$ then there exist distinct $\mathbf{z}_{1}, \mathbf{z}_{2} \in S$ such that $\mathbf{z}_{1}-\mathbf{z}_{2} \in \Lambda$.

It is possible to prove the theorem by using the translated parallelepipeds $P_{\mathbf{x}}(\mathrm{B})=\mathbf{x}+P(\mathrm{~B})$ for all $\mathbf{x} \in \Lambda$. If one lets $\mathrm{S}_{\mathbf{x}}=\mathrm{S} \cap P_{\mathbf{x}}(\mathrm{B})$ and $\mathrm{S}_{\mathbf{x}}^{\prime}=\mathrm{S}_{\mathbf{x}}-\mathbf{x}$, using the assumption that $\operatorname{vol}(S)>\operatorname{det}(\Lambda)$, it can be seen $S_{\mathbf{x}}^{\prime}$ are not pairwise disjoint. Therefore, there exist $\mathbf{z} \in S_{\mathbf{x}}^{\prime} \cap S_{\mathbf{y}}^{\prime}$ with $\mathbf{z}_{1}=\mathbf{z}+\mathbf{x} \in \mathrm{S}_{\mathbf{x}}$ and $\mathbf{z}_{2}=\mathbf{z}+\mathbf{y} \in \mathrm{S}_{\mathbf{y}}$. Consequently, $\mathbf{z}_{1}-\mathbf{z}_{2}=\mathbf{x}-\mathbf{y} \in \Lambda$.

Theorem 2.4. (Minkowski's Convex Body Theorem) Let $\Lambda$ be a lattice of rank $n$ and $S \subset \operatorname{span}(\Lambda)$ be a convex set symmetric about the origin. If $\operatorname{vol}(S)>2^{n} \operatorname{det}(\Lambda)$ then there exist a nonzero lattice vector $\mathbf{v} \in S \cap \Lambda-\{\mathbf{0}\}$.

This theorem is a corollary to the Blichfeldt theorem. For the set S symmetric about the origin with $\operatorname{vol}(S)>2^{n} \operatorname{det}(\Lambda)$, one can define another set $S^{\prime}=\{\mathbf{x}: 2 \mathbf{x} \in S\}$ with $\operatorname{vol}\left(S^{\prime}\right)>\operatorname{det}(\Lambda)$. At this point one can find distinct vectors such that $\mathbf{z}_{1}, \mathbf{z}_{2} \in S^{\prime}$ . Due to symmetricity of $S,-2 \mathbf{z}_{2} \in S$. By convexity of $S$ and the Blichfeldt Theorem, one can state that nonzero $\left(2 \mathbf{z}_{1}-2 \mathbf{z}_{2}\right) / 2=\mathbf{z}_{1}-\mathbf{z}_{2}$ is in both S and $\Lambda$.

Theorem 2.5. (Minkowski's First Theorem) Let $\Lambda$ be a lattice of rank n. The first minimum satisfies the following inequality

$$
\begin{equation*}
\lambda_{1} \leqslant \sqrt{n} \operatorname{det}(\Lambda)^{1 / n} \tag{2.19}
\end{equation*}
$$

In order to obtain the inequality, the convex body theorem can be applied on a $n$ dimensional sphere S of radius $\sqrt{n} \operatorname{det}(\Lambda)^{1 / n}$ in $\operatorname{span}(\Lambda)$ centered at the origin. It is obvious that $\operatorname{vol}(S)>2^{n} \operatorname{det}(\Lambda)$ since the sphere contains $n$ dimensional hypercube with the edges of length $2^{n} \operatorname{det}(\Lambda)^{1 / n}$ (or more accurately, $n$ dimensional sphere of radius $r$ has the volume $\left.\pi^{n / 2} \Gamma(n / 2+1) r^{n}\right)$. Therefore, by convex body theorem, the sphere contains a nonzero lattice vector.

Theorem 2.6. (Minkowski's Second Theorem) Let $\Lambda$ be a lattice of rank n. The successive minima satisfy the following inequality

$$
\begin{equation*}
\left(\prod_{i=1}^{n} \lambda_{i}\right)^{1 / n} \leqslant \sqrt{n} \operatorname{det}(\Lambda)^{1 / n} \tag{2.20}
\end{equation*}
$$

To prove the theorem, one can define a transformation using the Gram-Schmidt orthogonalized vectors $\mathrm{T}\left(\sum c_{i} \mathbf{x}_{i}^{*}\right)=\sum \lambda_{i} c_{i} \mathbf{x}_{i}^{*}$ where $\left\|\mathbf{x}_{i}\right\|=\lambda_{i}$ for all $i$. Using T, $n$ dimensional unit sphere $S$ in span $(\Lambda)$ can be transformed to the symmetric convex body $T(S)$. Assuming that the inequality in the theorem is not correct gives $\operatorname{vol}(\mathrm{T}(\mathrm{S}))>2^{n} \operatorname{det}(\Lambda)$. Hence $\mathrm{T}(\mathrm{S})$ contains a nonzero lattice vector $\mathbf{y}$. Letting $k$ be the largest index $i$ such that $c_{i} \neq 0$ in $\mathbf{y}=\sum \lambda_{i} c_{i} \mathbf{x}_{i}^{*}=\mathrm{T}\left(\sum c_{i} \mathbf{x}_{i}^{*}\right)=\mathrm{T}(\mathbf{x})$ and $k^{\prime}$ be the smallest index such that $\lambda_{k^{\prime}}=\lambda_{k}$ , one can see that $\mathbf{y}$ is linearly independent from $\mathbf{x}_{1}, \ldots, \mathbf{x}_{k^{\prime}-1}$ and $\|\mathbf{y}\| \leqslant \lambda_{k}\|\mathbf{x}\|<\lambda_{k}$. Consequently, $\mathbf{x}_{1}, \ldots, \mathbf{x}_{k^{\prime}-1}, \mathbf{y}$ form $k^{\prime}$ linearly independent vectors of length $<\lambda_{k^{\prime}}=\lambda_{k}$ contradicting the definition of $k^{\prime}$ th successive minimum. Therefore the assumption is wrong and the inequality in theorem holds.

Minkowski's theorems have stronger (or generalized) forms. To mention them briefly, for any lattice of rank, the following statements hold.

- $\lambda_{1} \leqslant \sqrt{\gamma_{n}} \operatorname{det}(\Lambda)^{1 / n}$
- $\left(\prod_{i=1}^{n} \lambda_{i}\right)^{1 / n} \leqslant \sqrt{\gamma_{n}} \operatorname{det}(\Lambda)^{1 / n}$
where $\gamma_{n}$ is the Hermite's constant.


### 2.5. Referential

For more information on lattices, complete proofs and generalized or stronger versions of the theorems, reader might refer to the texts on the geometry of numbers, such as (Gruber and Lekkerkerker 1987, Siegel 1989, Lagarias 1995, Cassels 1997, Silverman 2006, Coppel 2006).

## CHAPTER 3

## LATTICE PROBLEMS

The purpose of this chapter is to give brief information on the lattice related problems of interest. The problems discussed here are the shortest vector and the closest vector problem in lattices. In addition, the complexity and the algorithmic results related to mainly these problems are mentioned.

### 3.1. SVP and CVP

There are many problems related to the lattices. Finding the shortest lattice vector and finding the closest lattice vector to a given target point are two such problems which only have exponential time algorithms to solve them in an exact manner.

Definition 3.1. (Shortest Vector Problem - SVP) Given a lattice $\Lambda$, find a nonzero lattice vector $\mathbf{x} \in \Lambda-\{\mathbf{0}\}$ such that $\|\mathbf{x}\| \leqslant\|\mathbf{y}\|$ for all $\mathbf{y} \in \Lambda-\{\mathbf{0}\}$.

Definition 3.2. (Closest Vector Problem-CVP) Given a lattice $\Lambda$ and a target vector $\mathbf{t}$, find a lattice vector $\mathbf{x} \in \Lambda$ such that $\|\mathbf{x}-\mathbf{t}\| \leqslant\|\mathbf{y}-\mathbf{t}\|$ for all $\mathbf{y} \in \Lambda$.

In order to study the problems in depth, different versions of the problems which capture different algorithmic tasks are defined. The search problems capture the task of finding a particular lattice vector which is nonzero and the shortest (in SVP) or the closest vector to the given point (in CVP). Whereas, the optimization problems consist of finding the minimum of the norms of all lattice vectors (in SVP) or the minimum value of the distance between the lattice and the target point (in CVP). Finally, the decision problems are based on deciding whether there exists a lattice vector with norm smaller than or equal to a given positive rational value or whether there exists a lattice vector whose distance to the target point is less than or equal to the given positive rational value. The search problems are more difficult than the other versions since they include finding the specific vectors, whereas the decision problems are the easiest. For this reason, all the hardness results hold for decision problems.

Due to the hardness of these problems, approximate versions, which return solutions within some specified factor from the optimal, are defined below (with a little change in the representation).

Definition 3.3. (Approximate $\operatorname{SVP}-\operatorname{SVP}_{\gamma}$ ) Given a lattice basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$, find a nonzero lattice vector $\mathbf{B x}$ where $\mathbf{x} \in \mathbb{Z}^{n}-\{\mathbf{0}\}$ such that $\|\mathbf{B x}\| \leqslant \gamma\|\mathbf{B y}\|$ for all $\mathbf{y} \in$ $\mathbb{Z}^{n}-\{\mathbf{0}\}$.

Definition 3.4. (Approximate $\mathrm{CVP}-\mathrm{CVP}_{\gamma}$ ) Given a lattice basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$ and a target vector $\mathbf{t} \in \mathbb{Z}^{m}$, find a lattice vector $\mathbf{B x}$ where $\mathbf{x} \in \mathbb{Z}^{n}$ such that $\|\mathbf{B x}-\mathbf{t}\| \leqslant \gamma\|\mathbf{B y}-\mathbf{t}\|$ for all $\mathbf{y} \in \mathbb{Z}^{n}$.

Note that the above problems are defined on integer lattices. This mainly stems from the fact that from a computational perspective the representation of real numbers are limited to a subset of rational numbers and every rational lattice has an equivalent integer lattice representation.

The approximation factor $\gamma$ is generally defined as a function of the lattice dimension (or rank) although it can be a function of any parameter related to the lattice. The best known polynomial time algorithms achieve approximation factors exponential in the rank of the lattice.

Definition 3.5. $\left(\operatorname{GapSVP}_{\gamma}\right)$ Given an instance $(\mathbf{B}, r)$ where lattice basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$ and rational number $r \in \mathbb{Q}$. For $\gamma$ is a function of the rank,

- ( $\mathbf{B}, r)$ is a YES instance if $\|\mathbf{B z}\| \leqslant r$ for some $\mathbf{z} \in \mathbb{Z}^{n}-\{\mathbf{0}\}$.
- $(\mathbf{B}, r)$ is a NO instance if $\|\mathbf{B z}\|>\gamma r$ for all $\mathbf{z} \in \mathbb{Z}^{n}-\{\mathbf{0}\}$.

Definition 3.6. $\left(\mathrm{GapCVP}_{\gamma}\right)$ Given an instance $(\mathbf{B}, \mathbf{t}, r)$ where lattice basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$, target vector $\mathbf{t} \in \mathbb{Z}^{m}$ and rational number $r \in \mathbb{Q}$. For $\gamma$ is a function of the rank,

- ( $\mathbf{B}, \mathbf{t}, r)$ is a YES instance if $\|\mathbf{B z}-\mathbf{t}\| \leqslant r$ for some $\mathbf{z} \in \mathbb{Z}^{n}$.
- ( $\mathbf{B}, \mathbf{t}, r)$ is a NO instance if $\|\mathbf{B z}-\mathbf{t}\|>\gamma r$ for all $\mathbf{z} \in \mathbb{Z}^{n}$.

It is possible to define $r$ to be a real number because the real $r$ can always be replaced with a proper rational approximation. For example, in $l_{2}$ norm a real $r$ can always be replaced by a rational number in $\left[r, \sqrt{r^{2}+1}\right)$.

Note that, when $\gamma=1, \mathrm{SVP}_{\gamma}$ and $\mathrm{CVP}_{\gamma}$ are equivalent to SVP and CVP, and $\operatorname{GapSVP}_{\gamma}$ and GapCVP ${ }_{\gamma}$ are equivalent to the decision problems associated with SVP and CVP respectively. Furthermore, if one has an access to an algorithm which solves $\operatorname{SVP}_{\gamma}\left(\mathrm{CVP}_{\gamma}\right)$ then one can easily solve $\mathrm{GapSVP}_{\gamma}\left(\mathrm{GapCVP}_{\gamma}\right)$ using this algorithm. On the other hand, if one has an access to a decision oracle solving $\operatorname{GapSVP}_{\gamma}\left(\operatorname{GapCVP}_{\gamma}\right)$, one can solve $\mathrm{SVP}_{\gamma}\left(\mathrm{CVP}_{\gamma}\right)$.

Another important remark is that, even if one manages to find a shortest (or a closest) lattice vector, there is no known polynomial time proof (certificate) which shows it is indeed a shortest (or closest) lattice vector.

### 3.2. Summary of Complexity Results

There have been several researches on the complexity of lattice problems. Here, the research regarding SVP and CVP is summarized. The topics of interest are the hardness results, which, in a sense, provide lower bounds in order to efficiently approximate the mentioned problems and the non-hardness results, which presents the factors in which the related problems do not seem to be hard. The results for $l_{\infty}$ norm are mentioned separately due to the similarities between the earlier findings on the problems with respect to this norm. Furthermore, some studies on the relations between SVP and CVP are also referred.

For good surveys on the complexity of lattice problems reader may refer to (Cai 1999, 2000, Regev 2007).

### 3.2.1. SVP Hardness

Ajtai (1996) presents significant worst-case to average-case connection (reduction) for some special versions of SVP, which states that if there is no algorithm to approximate (decisional) SVP within some polynomial factor for any lattice, then (search) SVP is hard to solve exactly when the lattice is chosen randomly according to a certain distribution. This type of connection currently does not exist in any other problem in NP and is believed to be outside P. Later, Ajtai (1998) also proves the NP-hardness of SVP (with respect to the $l_{2}$ norm) under randomized reductions, being a breakthrough initi-
ating several studies on SVP and other lattice problems. In the same paper, Ajtai shows that approximating SVP to within factors $1+2^{-n^{\varepsilon}}$, for some absolute constant $\varepsilon>0$, with respect to the $l_{2}$ norm is NP-hard for randomized reductions and the corresponding decision problem is NP-complete for randomized reductions.

Cai and Nerurkar (1997, 1999) improve the results of Ajtai by improving the worst-case to average-case connection and by demonstrating the NP-hardness of approximating SVP to within a factor $1+n^{-\varepsilon}$, for $\varepsilon>0$, under randomized reductions and with respect to the $l_{p}$ norms where $1 \leqslant p<\infty$.

Micciancio (1998, 2001b) further improves the hardness results and shows that in any $l_{p}$ norm SVP is NP-hard to approximate to within any constant factor less than $2^{1 / p}$ (in particular $\sqrt{2}$ ) under randomized reductions. In the same paper, Micciancio also shows that a proper NP-hardness result (hardness under deterministic many-one reductions) can be obtained under a certain reasonable number theoretic conjecture.

Kumar and Sivakumar (1999) show that the problem of deciding whether there exist a lattice vector shorter than a given rational is NP-hard under randomized reductions. The result holds even the lattice has exactly zero or one such vector.

Khot (2003) presents a new hardness of approximation result for SVP under the assumption NP $\nsubseteq \mathrm{ZPP}$. The result is to within a factor of $p^{1-\varepsilon}$, for $\varepsilon>0$, with respect to $l_{p}$ norm for large enough constant $p=p(\varepsilon)$. Furthermore, in (Khot 2005), the author improves the results in (Micciancio 2001b, Khot|2003) by proving that there is no polynomial time algorithm approximating SVP in $l_{p}$, norm where $1<p<\infty$ to within any constant factor under the assumption NP $\nsubseteq \mathrm{RP}$ and that there is no polynomial time algorithm approximating SVP in $l_{p}, 1<p<\infty$, norm with approximation ratio $2^{\log ^{0.5-\varepsilon} n}, \varepsilon>0$ is an arbitrarily small constant, under the stronger assumption that $\mathrm{NP} \nsubseteq$ RTIME ( $\left.2^{\text {poly }(\log n)}\right)$. Although, Khot's proof does not work for $l_{1}$ norm, Regev and Rosen (2006) impliy that it also hold for $p=1$.

Haviv and Regev (2007) improve the approximation factor in (Khot 2005) to an almost-polynomial level, $2^{\log ^{1-\varepsilon} n}$ for any $\varepsilon>0$ under $l_{p}$ norm where $1 \leqslant p<$ $\infty$. Furthermore, the authors also show that under the (stronger) assumption NP $\nsubseteq$ RSUBEXP $=\underset{\delta>0}{\cap}$ RTIME $\left(2^{n^{\delta}}\right)$ the hardness factor is $n^{c / \log \log n}$ for some constant $c>0$. On the other hand, there has been some research on lattice problems addressing particular quantum-related concepts. Regev (2004c) presents the first explicit connec-
tion between quantum computation and lattice problems, particularly on SVP. Later, Aharonov and Regev (2003) give the first non-trivial upper bound on the quantum complexity of a lattice problem by showing that coGapSVP (a Gap version of SVP which has been known to be in $\mathrm{AM} \cap$ coNP but not known to be in NP or MA) lies in QMA, the quantum analogue of NP. Also, $\operatorname{Regev}(2005)$ gives a quantum reduction from worst case lattice problems SVP and SIVP (shortest independent vectors problem) to a certain learning problem and proposes a public key cryptosystem whose security is based on the hardness of the learning problem and so on the worst-case quantum hardness of SVP and SIVP.

### 3.2.2. CVP Hardness

van Emde Boas (1981) is the first one to establish the NP-hardness of CVP, and Kannan (1987b, 1983) gives a more natural proof of this result.

Arora et al. (1997) prove that approximating CVP within a constant factor in any $l_{p}$ norm is NP-hard. They also show that approximating CVP to within a factor of $2^{\log ^{0.5-\varepsilon}} n$ for $\varepsilon>0$, is hard, unless NP is in quasi-polynomial deterministic time DTIME ( $\left.n^{\text {poly }(\log n)}\right)$.

Dinur et al. (1998) show that CVP in lattice is NP-hard to approximate to within almost-polynomial factors, more accurately any factor up to $2^{\log ^{1-\varepsilon} n}$ where $\varepsilon=(\log \log n)^{-a}$ for any constant $a<1 / 2$, improving (Arora, et al. 1997). Furthermore, together with Raz, they prove that CVP is NP-hard to approximate to within $n^{c / \log \log n}$ for some constant $c>0$ with respect to the $l_{p}$ norms where $1 \leqslant p<\infty$ (Dinur, et al. 2003).

Cai (2001) establishes a worst-case to average-case connection for CVP. Thus, an evidence of average-case hardness of CVP is provided.

### 3.2.3. SVP and CVP Non-hardness

Lagarias at al. (1990) state that approximating SVP or CVP to within a factor of $c n$, for an appropriate constant $c$, cannot be NP-hard, unless NP $=$ coNP. Furthermore, combining (Lagarias, et al. 1990, Hastad 1988, Banaszczyk 1993) shows that SVP and

CVP within $n$ is in NP $\cap$ coNP. Therefore, a factor $n$ NP-hardness would imply that $\mathrm{NP}=\mathrm{coNP}$.

Goldreich and Goldwasser (2000) prove that approximating SVP or CVP, under the smart Cook reductions, to within a factor of $\sqrt{n}$, more specifically $\sqrt{n / \log n}$, is unlikely to be NP-hard since the problem lies in NP $\cap$ coAM and an NP-hardness with such factors would imply coNP $\subseteq$ AM.

Cai (1998) simplifies the proof of the argument in (Lagarias, et al. 1990), and states that finding a $n^{1 / 4}$-unique shortest vector is not NP-hard under polynomial time many-one reductions, unless the polynomial time hierarchy collapses. In addition, in (Cai and Nerurkar 2000), it is shown that the arguments in (Goldreich and Goldwasser 2000) is also valid even under general Cook reductions.

Aharonov and Regev (2005) improve the factor $n$ non-hardness result and show that approximating SVP or CVP to within a factor of $c \sqrt{n}$, for some $c>0$, lies in $\mathrm{NP} \cap$ coNP, meaning that achieving a $c \sqrt{n}$ NP-hardness would imply that $\mathrm{NP}=\mathrm{coNP}$. Furthermore, following the results of Goldreich and Goldwasser (2000), the authors remark that approximating SVP or CVP to within a factor of $c \sqrt{n / \log n}$ is likely to be $\mathrm{NP} \cap \mathrm{coNP}$.

### 3.2.4. Results in $l_{\infty}$ Norm

It is notable that SVP and CVP behave similarly with respect to the $l_{\infty}$ norm and they seem to be more difficult. NP-hardness of SVP and CVP with respect to the $l_{\infty}$ norm is established by van Emde Boas (1981).

Arora et al. (1997) state that approximating SVP in $l_{\infty}$ norm to within a factor of $2^{\log ^{0.5-\varepsilon}}$ for $\varepsilon>0$, is hard, unless NP is in quasi-polynomial deterministic time, $\operatorname{DTIME}\left(n^{\text {poly }(\log n)}\right)$. In the same paper, the result is proved to hold for CVP in any $l_{p}$ norm, in particular CVP in $l_{\infty}$ norm. Furthermore, it is shown that improving the factor to $\sqrt{n}$ would imply the hardness of SVP in $l_{2}$ norm.

Dinur (2000) shows that SVP and CVP under norm $l_{\infty}$ is NP-hard to approximate to within an almost-polynomial factor $n^{1 / \log \log n}$, improving the results of Arora et al. (1997), and, in (Dinur 2002), further generalizes the result by proving that SVP and CVP with respect to the $l_{\infty}$ norm is NP-hard to approximate to within almost-polynomial
factors $n^{c / \log \log n}$ for some constant $c>0$.
Goldreich and Goldwasser (2000) give non-hardness result on SVP and CVP with respect to $l_{\infty}$ norm showing that $n / \log n$ factor NP-hardness for SVP or CVP in $l_{\infty}$ norm would imply the collapse of polynomial time hierarchy.

### 3.2.5. SVP-CVP Reductions

Some of the important results regarding the reductions between SVP and CVP can be briefly and chronologically listed as follows.

Kannan (1987a) provides a link relating approximating SVP to approximating CVP. Approximating CVP to a factor of $n^{3 / 2} f(n)^{2}$ is polynomial time Turing reducible (Cook reducible) to approximating SVP to a factor of $f(n)$ for any nondecreasing function $f(n)$. Also, the author proves that approximating CVP to within a factor of $\sqrt{n / 2}$ is polynomial time Cook reducible to the decision version of SVP (Kannan 1987b).

Henk (1997) shows with respect to certain class of norms there exist a polynomial time Turing, more specifically Cook, reduction from SVP to CVP.

Goldreich et al. (1999) show that approximating SVP is not harder than approximating CVP by presenting a direct reduction from SVP to CVP which preserves the factor of approximation and lattice dimension. Specifically, given an oracle which solves $f(n)$-approximate CVP, one can solve $f(n)$-approximate SVP in polynomial time.

Ajtai et al. (2002) present a $2^{O(n)}$ time Turing reduction from approximate CVP to SVP.

### 3.3. Summary of Algorithmic Results

As already mentioned, there is no polynomial time algorithm solving SVP or CVP. Furthermore, there is no known such algorithm to approximate these problems to within a polynomial factor. The best polynomial time algorithms achieve slightly subexponential factors. In this section, main algorithmic results for (approximately) solving SVP and CVP are summarized.

### 3.3.1. Approximating SVP

Lenstra et al. (1982) describe and analyze a lattice basis reduction algorithm by improving the Lenstra's algorithm in (Lenstra 1981). The algorithm is came to be known as LLL (Lenstra Lenstra Lovasz) algorithm and it has several variants such as (Schönhage 1984, Schnorr 1988, Schnorr and Euchner 1994, Storjohann 1996, Koy and Schnorr 2001ab, Akhavi 2002, Koy and Schnorr 2002, Schnorr 2006b, Nguyen and Stehlé 2007). Roughly, LLL algorithm can be used to approximate SVP to within a factor of $2^{(n-1) / 2}$ performing $O\left(n^{4} \log B\right)$ number of arithmetic operations on integers of binary length $O(n \log B)$, where $B$ is the squared norm bound of the input basis vectors. On the other hand, it is also possible to achieve the provable approximation factor up to $\alpha^{(n-1) / 2}$, where $\alpha \approx 4 / 3$, by choosing the parameters for basis reduction differently, while preserving the practicality. It is true that $\alpha^{(n-1) / 2} \lesssim 1.153^{n}$ for $\alpha \approx 4 / 3$. The factor of approximation can be decreased to for lattices with high density where $\lambda_{1}^{2} \approx$ $\gamma_{n} \operatorname{det}(\Lambda)^{2 / n}$. Furthermore, for random lattices in (Nguyen and Stehlé 2006), the value of $\alpha$ can be decreased to $\approx 1.08$ on the average for the LLL in (Lenstra, et al. 1982), and to $\approx 1.05$ on the average for the LLL with deep insertions in (Schnorr and Euchner 1994). See (Nguyen and Stehlé 2006, Schnorr| 2006a).

Schnorr (1987) defines a family of reduction algorithms from LLL to HKZ (Hermite Korkine Zolotarev) reduction, named BKZ (Block Korkine Zolotarev), whose performance depends on, the blocksize, parameter. The author improves and uses the (HKZ) reduction algorithm proposed by Kannan (1983) in order to obtain polynomial time algorithms to approximate SVP. Schnorr's blockwise lattice basis reduction algorithm runs in $O\left(n^{2}\left(k^{k / 2+o(k)}+n^{2}\right) \log B\right)$ arithmetic operations performed on $O(n \log B)$ bit integers. The algorithm approximates SVP to within a factor of $\left(6 k^{2}\right)^{n /(2 k)}$ where assuming the unproven bound $\gamma_{k} \leqslant k / 6$ for $k \geqslant 24$, one obtains a factor of $(k / 3)^{n / k}$. Gama et al. (2006) show the factor to be $\left(\beta_{k} / \delta\right)^{(n-1) /(2 k)}$ where $\beta_{k}$ is a constant related to BKZ reduced bases and $\delta \approx 1$. As stated by Schnorr (2006a), for $k=24$, this factor is $<1.165^{(n-1) / 2}$ which, under the heuristic in (Schnorr 2003), improves to $\leqslant \alpha^{(n-1) / 2}$ where $\alpha \approx 1.034$. Furthermore, for the proper choice of the blocksize, $k=O(\log n / \log \log n)$, one can achieve a $2^{O\left(n(\log \log n)^{2} / \log n\right)}$ approximation factor.

Kumar and Sivakumar (2001) show a $2^{O(n / \varepsilon)}$ time algorithm which approximates SVP to within a factor $n^{3+\varepsilon}$ for arbitrary $\varepsilon>0$.

Ajtai et al. (2001), based on (Kumar and Sivakumar 2001), present a probabilistic sieve algorithm which finds the shortest vectors. Using this algorithm in Schnorr's BKZ basis reduction algorithm, it is possible to achieve $2^{O(n \log \log n / \log n)}$ approximation to SVP in randomized polynomial time for $k=O(\log n)$. Furthermore, as stated by Schnorr (2001), assuming the unproven bound $\gamma_{k} \leqslant k / 6$ for $k \geqslant 24$ and combining the sieve algorithm with the reduction algorithm in (Koy 2004) yields a factor of $(k / 6)^{n / k}$ in $O\left(n^{2} 2^{O(k)}+n^{4}\right)$ time storing $2^{O(k)}$ lattice vectors.

Schnorr (2003) describes an algorithm which approximates SVP to within $(k / 6)^{n / 2 k}$ in $O\left(n^{3}(k / 6)^{k / 4}+n^{4}\right)$ time by iterating random sampling of short lattice vectors. In addition, it is stated that the algorithm can be improved using some particular additional heuristics at the expense of increased space complexity. Inspired by Ajtai et al. (2001), the author also presents a sieve algorithm to approximate SVP to within a factor of $k^{(3 n) /(4 k)}$ in $O\left(n^{3} 2^{0.835 k}+n^{4}\right)$ time storing $2^{0.835 k}+O(n)$ lattice vectors. Furthermore, comparisons with the other approximation algorithms are performed, and some refinements are proposed on the results in (Schnorr|2001).

Koy (2004) introduces a blockwise lattice basis reduction for approximating SVP. The algorithm achieves a proven factor of $\left(\alpha \gamma_{k}^{2}\right)^{n / k-1}$ where $\gamma_{k}$ is the Hermite's constant and $\alpha \approx 4 / 3$ (for $k=48$ approximation factor is proven to be $\approx 1.075^{(n-1) / 2}$ ). The algorithm runs in $O\left(n^{3} m \log _{1 / \delta} 2\right)+n^{3} k^{O(k)}$ arithmetic steps where $\delta \approx 1$ and the runtime is also expressed as $O\left(n^{3} k^{k / 2+o(k)}+n^{4}\right)$ time. Assuming the unproven bound $\gamma_{k} \leqslant k / 6$ for $k \geqslant 24$, the factor becomes $(k / 6)^{n / k}$. In addition, under the heuristic of Schnorr (2003), the factor can be improved to $\approx(1.034)^{(n-1) / 2}$. Moreover, it is possible to further decrease the approximation factor to $\approx(1.025)^{(n-1) / 2}$ for $k=80$ by replacing the HKZ reduction by the random sampling reduction in (Schnorr|2003) under the same heuristic. The details of the Koy's algorithm can also be found in (Schnorr 2006a).

Blömer and Naewe (2007) obtain single-exponential time $1+\varepsilon$ approximation algorithm for SVP requiring $\left((2+1 / \varepsilon)^{n} b\right)^{O(1)}$ arithmetic operations where $\varepsilon>0$ is arbitrary.

Gama and Nguyen (2008a) present a deterministic and a probabilistic algorithm which perform $\gamma_{k}^{(n-k) /(k-1)}$ approximation to SVP. The deterministic algorithm is an im-
provement of the algorithms in (Schnorr 1987, Gama, et al. 2006) and achieves a factor of $2^{O\left(n(\log \log n)^{2} / \log n\right)}$ for $k=O(\log n / \log \log n)$ in polynomial time. Whereas the probabilistic algorithm, using the randomized algorithm of Ajtai et al. (2001) within blocks of size $k$, solves SVP to within a factor of $2^{O(n(\log \log n) / \log n)}$ for $k=O(\log n / \log \log n)$ in polynomial time.

As a last remark on the approximation algorithms, Gama and Nguyen (2008b) notes that it seems reasonable to assume that current algorithms, namely LLL, BKZ and their particular variants, should achieve in a reasonable time an approximation factor $\leqslant$ $1.01^{n}$ on the average, and $\leqslant 1.02^{n}$ in the worst case based on the extensive experiments. This is an important assessment of the optimistic behaviour of the lattice basis reduction algorithms, i.e. the lattice basis reduction algorithms generally behave much better than their proven worst case theoretical bounds in practice.

### 3.3.2. Solving SVP

Kannan (1983, 1987b) uses LLL in order to solve SVP. The super-exponential algorithm of Kannan performs $n^{n+o(n)} s^{O(1)}$ arithmetic operations, where $s$ is the length of the input. The numbers produced in the execution of the algorithm are of binary length $O\left(n^{2}(\log B+\log n)\right)$. Helfrich (1985) improves the running time of the Kannan's algorithm for SVP to $n^{n / 2+o(n)} s^{O(1)}$ arithmetic operations. In addition, Hanrot and Stehlé (2007, 2008) further analyze the Kannan's algorithm and show its running time complexity to be $n^{n / 2 e+o(n)} s^{O(1)}$ arithmetic operations.

Ajtai et al. (2001) present a sieve algorithm for solving SVP. The algorithm, which has $2^{O(n)}$ space bound, can be used to solve SVP (with high probability) in a randomized $2^{O(n)}$ time improving $2^{O(n \log n)}$ time bound of Kannan's algorithm for the problem. In fact, in $2^{O(n)}$ time the algorithm finds all approximate vectors with approximation factor greater than or equal to 1 . The practicality of the algorithm is shown by Nguyen and Vidick (2008).

### 3.3.3. Approximating CVP

Babai (1986) uses LLL to obtain a reduced lattice basis in order to approximate

CVP. The author presents two polynomial time algorithms based on two different heuristics. The first algorithm, rounding off algorithm, approximates CVP to within a factor of $1+2 n(9 / 2)^{n / 2}$ whereas the second algorithm, namely the nearest plane algorithm, achieves a $2^{n / 2}$ approximation factor, which can be improved to $2(4 / 3)^{n / 2}$.

Schnorr (1996) presents a BKZ version of the nearest plane algorithm. The algorithm can be used to approximate CVP to within a factor of $\sqrt{n} \gamma_{k}^{n /(k-1)}$ in $k^{O(k)}$ time. Therefore, for the properly chosen blocksize parameter, the approximation factor becomes $2^{O\left(n(\log \log n)^{2} / \log n\right)}$ in polynomial time. This factor can also be achieved using the algorithms in (Gama, et al. 2006, Gama and Nguyen 2008a).

Ajtai et al. (2001) obtain an algorithm to solve approximate CVP to within a factor of $\sqrt{n / 2}$ in randomized $2^{O(n)}$ time (combining a $2^{O(n)}$ time algorithm for SVP and the polynomial time Turing reduction from approximate CVP to SVP given in (Kannan 1987a)). In addition, it is possible to approximate CVP to within a factor of $2^{O(n \log \log n / \log n)}$ using their randomized polynomial time SVP algorithm and the Kannan's link presented in (Kannan 1987a). Moreover, in (Ajtai, et al. 2002), they present a randomized $2^{O\left(1+\varepsilon^{-1}\right) n}$, for arbitrary $\varepsilon>0$, algorithm which performs $(1+\varepsilon)$ approximation to CVP, using the SVP algorithm from (Ajtai, et al. 2001) as the subroutine. Hence, they improve the existing time bound of $O(n!)$ for CVP achieved by the deterministic algorithm in (Blömer 2000).

Blömer and Naewe (2007) approximates CVP, in addition to SVP, to within a factor $1+\varepsilon$ in probabilistic single-exponential time. The algorithm has the complexity bound $\left((2+1 / \varepsilon)^{n} s\right)^{O(1)}$ for arbitrary $\varepsilon>0$.

### 3.3.4. Solving CVP

Kannan (1983, 1987b) also presents an algorithm to solve CVP which uses his algorithm to solve SVP introduced in the same paper. As in the case of SVP, the algorithm performs $n^{n+o(n)} S^{O(1)}$ number of arithmetic operations which is decreased to $n^{n / 2+o(n)} S^{O(1)}$ by Hanrot and Stehlé (2007). The numbers produced during the execution are rational numbers with numerators and denominators having binary length $O\left(n^{2}(s+\log n)\right)$.

Blömer (2000) introduces a new technique based on dual HKZ bases. Using
this technique, CVP is solved in $n!s^{O(1)}$ time achieving an exponential improvement $\left(n^{n} / n!\approx e^{n}\right)$ over Helfrich's improvement over Kannan's algorithm, (Helfrich 1985, Kannan 1987b).

Klein (2000) proposes an algorithm which runs in $n^{k^{2}+O(1)}$ time and finds the closest vector to a given target vector under the condition that the distance of the target vector from the lattice is at most $k$ times the length of the shortest Gram-Schmidt vector. The result is a generalization of the argument in (Furst and Kannan 1989) where $k$ is taken to be $1 / 2$.

Agrell et al. (2002) propose an algorithm to solve CVP. They state that the algorithm is faster than Kannan's algorithm (Kannan 1987b) by at least a factor of $(2 n / \pi e)^{n / 2}$.

### 3.4. Basis Reduction and Other Lattice Problems

It is important to note the algorithms for solving (approximate) SVP / CVP, do more that just solving them. These algorithms also produce a reduced basis. Aside from SVP and CVP, finding a "good" lattice basis is one of other important problem related to the lattices. This problem is generally referred to as basis reduction problem. There is no unique definition of good basis. One could search for a basis where the maximum of the lengths of its vectors is minimized or one could look for a basis where the product of the vector lengths is minimized. Many important problems related to the lattice basis reduction are discussed in (Micciancio and Goldwasser 2002).

For more information on (other) lattice-related problems, such as unique SVP (a special version of SVP), Hermite-SVP (another variation of SVP), closest vector problem with preprocessing (CVPP), shortest independent vectors problem (SIVP), shortest basis problem (SBP) and covering radius problem (CRP) etc, reader may refer to the resources, including but not limited to, (Ajtai 1996, Blömer and Seifert|1999, Cail1999, 2000, Micciancio and Goldwasser 2002, Guruswami, et al. 2005, Regev 2005, Haviv and Regev 2006, Chen and Meng 2006, Blömer and Naewe 2007, Micciancio 2008). In addition, Regev and Rosen (2006), Peikert (2007) present interesting relations between lattice problems in $l_{2}$ norm and the corresponding problems in other $l_{p}$ norms.

### 3.5. Referential

For more information on the complexity, or cryptocomplexity, related issues, one may refer to textbooks such as (Garey and Johnson 1990, Micciancio and Goldwasser 2002, Rothe 2005).

## CHAPTER 4

## LENSTRA LENSTRA LOVASZ REDUCTION

LLL algorithm which is first proposed by Lenstra et al. (1982) is the first algorithm to approximately solve SVP. The algorithm's runtime is polynomial and the achieved SVP approximation factor is exponential in the lattice dimension, more accurately $\alpha^{n / 2}$ where $\alpha \approx 4 / 3$. In this chapter, we shall discuss the main aspects of the LLL algorithm and try to emphasize its importance.

### 4.1. LLL Reduced Basis

The projection operation is defined as, given $\mathbf{x} \in \mathbb{R}^{m}$,

$$
\begin{equation*}
\pi_{i}(\mathbf{x})=\sum_{j=i}^{n} \frac{\left\langle\mathbf{x}, \mathbf{b}_{j}\right\rangle}{\left\langle\mathbf{b}_{j}, \mathbf{b}_{j}\right\rangle} \mathbf{b}_{j}^{*} \tag{4.1}
\end{equation*}
$$

where $\mathbf{b}_{1}^{*}, \ldots, \mathbf{b}_{n}^{*}$ are the Gram-Schmidt ortogonalized vectors. The resulting vector $\pi_{i}(\mathbf{x})$ is the component of the vector $\mathbf{x}$ orthogonal to $\operatorname{span}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}\right)$.

Definition 4.1. ( $\delta$ LLL Reduced Basis) A basis $\mathbf{B}=\left[\mathbf{b}_{1} \ldots \mathbf{b}_{n}\right] \in \mathbb{R}^{m \times n}$ is $\delta$ LLL reduced if

- $\left|\mu_{i, j}\right| \leqslant \frac{1}{2}$ for all $i>j$ where $\mu_{i, j}=\frac{\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}^{*}\right\rangle}{\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle}$ are the Gram-Schmidt coefficients,
- $\delta\left\|\pi_{i}\left(\mathbf{b}_{i}\right)\right\|^{2} \leqslant\left\|\pi_{i}\left(\mathbf{b}_{i+1}\right)\right\|^{2}$ where $\pi_{i}(\mathbf{x})$ is the component of the vector $\mathbf{x}$ orthogonal to span $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}\right)$ and $1 / 4<\delta<1$ is a real number.

Note that $\pi_{i}\left(\mathbf{b}_{i}\right)=\mathbf{b}_{i}^{*}$ and $\pi_{i}\left(\mathbf{b}_{i+1}\right)=\mathbf{b}_{i+1}^{*}+\mu_{i+1, i} \mathbf{b}_{i}^{*}$. Furthermore, since the vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ are orthogonal we have $\left\|\mathbf{b}_{i+1}^{*}+\mu_{i+1, i} \mathbf{b}_{i}^{*}\right\|^{2}=\left\|\mathbf{b}_{i+1}^{*}\right\|^{2}+$ $\left|\mu_{i+1, i}\right|^{2}\left\|\mathbf{b}_{i}^{*}\right\|^{2}$. Therefore, if a basis is $\delta L L L$ reduced then one can write that

$$
\begin{equation*}
\delta\left\|\mathbf{b}_{i}^{*}\right\|^{2} \leqslant\left\|\mathbf{b}_{i+1}^{*}\right\|^{2}+\left|\mu_{i+1, i}\right|^{2}\left\|\mathbf{b}_{i}^{*}\right\|^{2} . \tag{4.2}
\end{equation*}
$$

Arranging the inequality one obtains

$$
\begin{equation*}
\left(\delta-\frac{1}{4}\right)\left\|\mathbf{b}_{i}^{*}\right\|^{2} \leqslant\left\|\mathbf{b}_{i+1}^{*}\right\|^{2} \tag{4.3}
\end{equation*}
$$

By induction on the orthogonalized vectors it is obvious that

$$
\begin{equation*}
\left(\delta-\frac{1}{4}\right)^{i-1}\left\|\mathbf{b}_{1}^{*}\right\|^{2} \leqslant\left\|\mathbf{b}_{i}^{*}\right\|^{2} \tag{4.4}
\end{equation*}
$$

For $1 / 4<\delta<1$, one can write $(\delta-1 / 4)^{i-1} \geqslant(\delta-1 / 4)^{n-1}$, and since $\left\|\mathbf{b}_{1}^{*}\right\|=\left\|\mathbf{b}_{1}\right\|$, it follows that

$$
\begin{equation*}
\left(\delta-\frac{1}{4}\right)^{n-1}\left\|\mathbf{b}_{1}\right\|^{2} \leqslant\left\|\mathbf{b}_{i}^{*}\right\|^{2} . \tag{4.5}
\end{equation*}
$$

Combining this with the fact that $0<\min _{i=1}^{n}\left\|\mathbf{b}_{i}^{*}\right\| \leqslant \lambda_{1}$, one gets

$$
\begin{equation*}
\left(\delta-\frac{1}{4}\right)^{(n-1) / 2}\left\|\mathbf{b}_{1}\right\| \leqslant \lambda_{1} \tag{4.6}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\| \leqslant\left(\frac{4}{4 \delta-1}\right)^{(n-1) / 2} \lambda_{1} . \tag{4.7}
\end{equation*}
$$

Thus, one approximates SVP to within a factor of $(4 /(4 \delta-1))^{(n-1) / 2}$ by $\delta L L L$ reducing the basis where $1 / 4<\delta<1$. Note that for $\delta=3 / 4$ the approximation factor becomes $2^{(n-1) / 2}$ as in (Lenstra, et al. 1982).

In the light of the above discussion, let $\alpha=(\delta-1 / 4)^{-1}$ then for all LLL reduced bases one can write

- $\left\|\mathbf{b}_{1}\right\|^{2} \leqslant \alpha^{n-1} \lambda_{1}^{2}$ and $\left\|\mathbf{b}_{1}\right\|^{2} \leqslant \alpha^{i-1}\left\|\mathbf{b}_{i}^{*}\right\|^{2}$ for all $i=1, \ldots, n$,
- $\left\|\mathbf{b}_{1}\right\|^{2} \leqslant \alpha^{(n-1) / 2} \operatorname{det}(L(\mathrm{~B}))^{2 / n}$ and $\left\|\mathbf{b}_{n}^{*}\right\|^{2} \geqslant \alpha^{-(n-1) / 2} \operatorname{det}(L(\mathrm{~B}))^{2 / n}$,
using the fact that $\left\|\mathbf{b}_{i}^{*}\right\|^{2} \leqslant \alpha\left\|\mathbf{b}_{i+1}^{*}\right\|^{2}$. Furthermore, generalizing the discussion in (Lenstra, et al. 1982), it is possible to obtain

$$
\begin{equation*}
\alpha^{1-i} \leqslant\left\|\mathbf{b}_{i}\right\|^{2} / \lambda_{i}^{2} \leqslant \alpha^{n-1} \tag{4.8}
\end{equation*}
$$

for all LLL reduced bases, where $i=1, \ldots, n$.

### 4.2. LLL Basis Reduction Algorithm

The LLL lattice basis reduction algorithm can be seen in Figure 4.1. It is important to make some remarks on the main points of the algorithm which are crucial in order to grasp the underlying idea.

Remarks on the reduction step (or the size reduction) of the LLL algorithm shown in Figure 4.1 can be given as follows:

- The reduction is also called the size reduction step and transforms the basis into an equivalent basis because only elementary (column) operations are performed.
- The Gram-Schmidt orthogonalized vectors associated to the basis before and after the reduction step remains the same, because if $i>j$ the operation $\mathbf{b}_{i} \leftarrow \mathbf{b}_{i}-a \mathbf{b}_{j}$ does not change the Gram-Schmidt orthogonalization.
- The $i$ th iteration of the outer loop guarantees that $\left|\mu_{i, j}\right| \leqslant 1 / 2$ for $i>j$, because

$$
\begin{equation*}
\left|\mu_{i, j}\right|=\left|\frac{\left\langle\mathbf{b}_{i}-c_{i, j} \mathbf{b}_{j}, \mathbf{b}_{j}^{*}\right\rangle}{\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle}\right|=\left|\frac{\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}^{*}\right\rangle}{\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle}-\left[\frac{\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}^{*}\right\rangle}{\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle}\right] \frac{\left\langle\mathbf{b}_{j}, \mathbf{b}_{j}^{*}\right\rangle}{\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle}\right| \leqslant \frac{1}{2} \tag{4.9}
\end{equation*}
$$

which follows from the fact that $\left\langle\mathbf{b}_{j}, \mathbf{b}_{j}^{*}\right\rangle=\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle$.

- It is crucial that the inner loop goes from $i-1$ down to 1 .

Furthermore, there are some points to be made on the swap step of the LLL algorithm:

- The swap step is performed to satisfy the condition $\delta\left\|\pi_{i}\left(\mathbf{b}_{i}\right)\right\|^{2} \leqslant\left\|\pi_{i}\left(\mathbf{b}_{i+1}\right)\right\|^{2}$ for all $i$.
- There might be several pairs violating this condition and which pair is swapped does not matter in terms of correctness of the algorithm. In fact, it is possible to swap several disjoint pairs at the same time.
- After the swap the previous steps of the algorithm need to be redone because the basis might not satisfy the condition $\left|\mu_{i, j}\right| \leqslant 1 / 2$ anymore.

Let $B \geqslant\left\|\mathbf{b}_{i}\right\|^{2} \in \mathbb{R}$ for $1 \leqslant i \leqslant n$, then the LLL algorithm has the following properties.

- SVP approximation factor is $\alpha^{(n-1) / 2}$ where $\alpha=(\delta-1 / 4)^{-1}$ and $1 / 4<\delta<1$ ( $\alpha=2$ for $\delta=3 / 4$ and $\alpha \approx 4 / 3$ for $\delta \approx 1$ ).
- Algorithm performs $O\left(n^{3} m \log B\right)$ number of arithmetic and $O\left(n^{5} m \log ^{3} B\right)$ bit operations.
- Integers on which the arithmetic operations are performed have binary length $O(n \log B)$.

```
input : Lattice Basis \(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathbb{Z}^{m}\) and \(\delta\)
output: A \(\delta L L L\) reduced basis for the lattice \(L(\mathrm{~B})\)
```

(start):
compute $\mathbf{b}_{1}^{*}, \ldots, \mathbf{b}_{n}^{*}$
(reduction):
for $i=2$ to $n$ do
for $j=i-1$ to 1 do
$\mathbf{b}_{i} \leftarrow \mathbf{b}_{i}-\left[c_{i, j}\right] \mathbf{b}_{j}$ where $c_{i, j}=\left[\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}^{*}\right\rangle /\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle\right]$
end
end
(swap):
if $\delta\left\|\pi_{i}\left(\mathbf{b}_{i}\right)\right\|^{2}>\left\|\pi_{i}\left(\mathbf{b}_{i+1}\right)\right\|^{2}$ is true for some $i$ then

$$
\mathbf{b}_{i} \leftrightarrow \mathbf{b}_{i+1}
$$

goto (start)
end
output $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$

Figure 4.1. LLL Lattice Basis Reduction Algorithm.

### 4.3. The Overview of Analysis

This section provides outline on the proof of correctness and the running time analysis of the LLL algorithm. For the complete proof and analysis, one might refer to (Lenstra, et al. 1982, Micciancio and Goldwasser 2002, Regev 2004a).

### 4.3.1. Note on the Correctness

One can easily show that if the algorithm terminates it satisfies the conditions

- $\left|\mu_{i, j}\right| \leqslant \frac{1}{2}$ for all $i>j$
- $\delta\left\|\pi_{i}\left(\mathbf{b}_{i}\right)\right\|^{2} \leqslant\left\|\pi_{i}\left(\mathbf{b}_{i+1}\right)\right\|^{2}$
using the remarks given in the previous section which hint on the correctness of the algorithm.


### 4.3.2. Note on the Running Time

The running time analysis of the algorithm consists of two steps. The first step is bounding the number of iterations performed by the algorithm, which is exactly the number of swap operations performed by the algorithm. The second step contains bounding the running time of each iteration and showing that the size of numbers produced in the execution of algorithm is also bounded.

In order to bound the number of iterations, one can associate a positive integer to the lattice basis, let $D=\prod_{i=1}^{n} \operatorname{det}\left(\Lambda_{i}\right)^{2}$ where $\Lambda_{i}=L\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{i}\right)$ is the sublattice generated by the first $i$ basis vectors. It can be shown that the value of $D$ changes only when the swap occurs. Let $D_{k+1}$ be the new value, assuming the vectors $\mathbf{b}_{i}$ and $\mathbf{b}_{i+1}$ are swapped at the $k$ th iteration, it is straightforward to note that $D_{k}$ decreases by at least by a factor of $\delta$,

$$
\begin{equation*}
\frac{D_{k+1}}{D_{k}}=\frac{\operatorname{det}\left(\Lambda_{i}^{\prime}\right)^{2}}{\operatorname{det}\left(\Lambda_{i}\right)^{2}}=\frac{\left\|\pi_{i}\left(\mathbf{b}_{i+1}\right)\right\|^{2}}{\left\|\pi_{i}\left(\mathbf{b}_{i}\right)\right\|^{2}}<\delta . \tag{4.10}
\end{equation*}
$$

It follows that $1 \leqslant D_{k}<\delta^{k} D_{0}$ and the number of iterations can be bounded by

$$
\begin{equation*}
k<\log _{1 / \delta} D_{0} \leqslant \frac{1}{\log (1 / \delta)} n(n-1) \log \left(\max _{i=1}^{n}\left\|\mathbf{b}_{i}\right\|\right) \tag{4.11}
\end{equation*}
$$

which follows from the fact that $\left\|\mathbf{b}_{i}^{*}\right\| \leqslant\left\|\mathbf{b}_{i}\right\|$ and that $D_{0} \leqslant\left(\max _{i=1}^{n}\left\|\mathbf{b}_{i}\right\|\right)^{n(n-1)}$. Since $\log \left(\max _{i=1}^{n}\left\|\mathbf{b}_{i}\right\|\right)$ is polynomial in the input size, it can be seen that the number of iterations is polynomial in the input size for constant $\delta<1$.

In order to bound the running time of each iteration, one should note that the number of arithmetic operations performed at each iteration is polynomial. Therefore, to show a polynomial bound on the running time it is enough to show that the numbers arising in each iteration can be represented using polynomial number of bits (leading to the fact that the actual running time which is the number of the bit operations performed is also polynomial). Since the numbers are rational, one should bound both the precision and the magnitude.

To bound the precisions of numbers, one can write

$$
\begin{equation*}
\left\langle\mathbf{b}_{i}-\mathbf{b}_{i}^{*}, \mathbf{b}_{k}\right\rangle=\left\langle\sum_{j=1}^{i-1} v_{i, j} \mathbf{b}_{j}, \mathbf{b}_{k}\right\rangle=\left\langle\mathbf{b}_{i}, \mathbf{b}_{k}\right\rangle=\sum_{j=1}^{i-1} v_{i, j}\left\langle\mathbf{b}_{j}, \mathbf{b}_{k}\right\rangle \tag{4.12}
\end{equation*}
$$

for $k<i$ and $v_{i, j} \in \mathbb{R}$. For $k=1, \ldots i-1$, there is a system of $i-1$ linear equations in $i-1$ variables

$$
\begin{equation*}
\mathbf{b}_{i}^{\mathrm{T}} \mathbf{B}_{i-1}=\mathbf{v}_{i}^{\mathrm{T}} \mathbf{B}_{i-1}^{\mathrm{T}} \mathbf{B}_{i-1} \tag{4.13}
\end{equation*}
$$

where $\mathbf{B}_{k}=\left[\mathbf{b}_{1} \ldots \mathbf{b}_{k}\right]$ and $\mathbf{v}_{i}=\left[v_{i, 1} \ldots v_{i, i-1}\right]^{\mathrm{T}}$. It is possible to interpret $\mathbf{v}_{i}$ as the solution vector and $\mathbf{B}_{i-1}^{\mathrm{T}} \mathbf{B}_{i-1}$ as the coefficient matrix. Letting $d_{i-1}=\operatorname{det}\left(\Lambda_{i-1}\right)^{2}=$ $\operatorname{det} \mathbf{B}_{i-1}^{\mathrm{T}} \mathbf{B}_{i-1} \in \mathbb{Z}$ when the Cramer's rule is applied, it can be seen that $d_{i-1} \mathbf{v}_{i}$ is an integer vector and therefore $d_{i-1} \mathbf{b}_{i}^{*}=d_{i-1} \mathbf{b}_{i}+\sum_{j=1}^{n} d_{i-1} v_{i, j} \mathbf{b}_{j}$ is also an integer vector. This shows that all denominators occurring in $\mathbf{b}_{i}^{*}$ are factors of $d_{i-1}$. In addition,

$$
\begin{equation*}
\mu_{i, j}=\frac{\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}^{*}\right\rangle}{\left\langle\mathbf{b}_{j}^{*}, \mathbf{b}_{j}^{*}\right\rangle}=\frac{d_{j-1}\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}^{*}\right\rangle}{d_{j-1}\left\|\mathbf{b}_{j}^{*}\right\|^{2}}=\frac{\left\langle\mathbf{b}_{i}, d_{j-1} \mathbf{b}_{j}^{*}\right\rangle}{d_{j}} \tag{4.14}
\end{equation*}
$$

so denominators of $\mu_{i, j}$ divide $d_{j}$. Thus, denominators of all rationals divide $D=\prod_{i=1}^{n} d_{i}$ . Since $\log D$ is polynomial in the input size, all denominators occurring in the computation can be represented using polynomially many bits.

To bound the magnitude of the numbers it is sufficient to show that

$$
\begin{equation*}
\left\|\mathbf{b}_{i}^{*}\right\|^{2}=d_{i} \prod_{j=1}^{i-1}\left(\left\|\mathbf{b}_{j}^{*}\right\|^{2}\right)^{-1} \leqslant d_{i} \prod_{j=1}^{i-2} d_{j}^{2} \leqslant D^{2} \tag{4.15}
\end{equation*}
$$

since $\left\|\mathbf{b}_{j}^{*}\right\|^{-1} \leqslant d_{j-1}$ where $d_{0}=1$, and that

$$
\begin{equation*}
\left\|\mathbf{b}_{i}\right\|^{2}=\left\|\mathbf{b}_{i}^{*}\right\|^{2}+\sum_{j=1}^{i-1} \mu_{i, j}^{2}\left\|\mathbf{b}_{j}^{*}\right\|^{2} \leqslant D^{2}+(n / 4) D^{2} \leqslant n D^{2} \tag{4.16}
\end{equation*}
$$

where $\left|\mu_{i, j}\right| \leqslant 1 / 2$. Concluding that all the quantities occurring in the computation can be represented with polynomially many bits.

### 4.3.3. Note on the Approximation Factor

The best approximation factor the algorithm achieves in polynomial time can be obtained by setting $\delta=(1 / 4)+(3 / 4)^{n /(n-1)}$. For such value, $\delta$ is closer to 1 than any constant and the approximation factor is $(4 / 3)^{n / 2}$. In addition, for sufficiently large $n$, the algorithm still has a polynomial running time. See (Micciancio and Goldwasser 2002) for further details.

Experimentally, the approximation factor is improved on the average by Nguyen and Stehlé (2006). The approximation factor is approximately less than or equal to $\alpha^{n-1 / 2} \lesssim 1.155^{n}$ for $\alpha \approx 4 / 3$, which improves to $\leqslant 1.075^{n}$ for the lattices of high density where $\lambda_{1}^{2} \approx \gamma_{n} \operatorname{det}(\Lambda)^{2 / n}$. Nguyen and Stehlé (2006) shows that on random lattices $\alpha=$ $1.02^{4} \approx 1.08 \mathrm{f}$ for the floating variant of LLL, proposed by Schnorr and Euchner (1994), and $\alpha \approx 1.05$ for LLL with deep insertions, which is also proposed by Schnorr and Euchner (1994), on the average. Also see (Schnorr 2006a, 2007).

### 4.4. LLL Basis Reduction Algorithm Rewritten

Figure 4.1 is more suited for the theoretical analysis. In order to emphasize the algorithmic details and aid the rest of the discussion, the LLL algorithm can be rewritten as in Figure 4.2, Note that the-always-frowned-upon goto statement has gone.

It is possible to make some adjustments in the representation of elements in Figure 4.2. Let $\mathbf{B}=\mathbf{Q R}$ be the QR -factorization of the basis matrix where

$$
\mathbf{Q}=\left[\begin{array}{llll}
\mathbf{b}_{1}^{*} /\left\|\mathbf{b}_{1}^{*}\right\| & \mathbf{b}_{2}^{*} /\left\|\mathbf{b}_{2}^{*}\right\| & \ldots & \mathbf{b}_{n}^{*} /\left\|\mathbf{b}_{n}^{*}\right\| \tag{4.17}
\end{array}\right] \in \mathbb{R}^{m \times n}
$$

is an orthogonal matrix $\left(\mathbf{Q}^{\mathrm{T}} \mathbf{Q}=\mathbf{I}\right)$, and

$$
\mathbf{R}=\left[\begin{array}{llll}
\mathbf{r}_{1} & \mathbf{r}_{2} & \ldots & \mathbf{r}_{n} \tag{4.18}
\end{array}\right] \in \mathbb{R}^{n \times n}
$$

is an upper triangular matrix. The matrix $\mathbf{R}$ is the orthogonalization of $\mathbf{B}$ and is referred as the geometric normal form of $\mathbf{B}$, denoted by $\mathbf{R}=\operatorname{GNF}(\mathbf{B})$. The matrix $\mathbf{Q}$ is said

```
input : Lattice Basis }\mp@subsup{\mathbf{b}}{1}{},\ldots,\mp@subsup{\mathbf{b}}{n}{}\in\mp@subsup{\mathbb{Z}}{}{m}\mathrm{ and }
```

output: A $\delta L L L$ reduced basis for the lattice $L(B)$
(initialization):
$l \leftarrow 1(l$ is generally referred as stage $)$
while $l \leqslant n$ do
compute the Gram-Schmidt coefficients $\mu_{l, 1}, \ldots, \mu_{l, l-1}$ and $\left\|\mathbf{b}_{l}^{*}\right\|^{2}$ (size reduce $\mathbf{b}_{l}$ against $\mathbf{b}_{l-1}, \ldots, \mathbf{b}_{1}$ ):
for $i=l-1$ to 1 do
$\mathbf{b}_{l} \leftarrow \mathbf{b}_{l}-\left[\mu_{l, i}\right] \mathbf{b}_{i}$
(update the Gram-Schmidt coefficients $\mu_{l, i}, \ldots, \mu_{l, 1}$ ):
for $j=1$ to $i$ do $\mu_{l, j}=\mu_{l, j}-\left[\mu_{l, i}\right] \mu_{i, j}$
end
end
(swap):
if $l \neq 1$ and $\delta\left\|\mathbf{b}_{l-1}^{*}\right\|^{2}>\mu_{l, l-1}^{2}\left\|\mathbf{b}_{l-1}^{*}\right\|^{2}+\left\|\mathbf{b}_{l}^{*}\right\|^{2}$ then

$$
\mathbf{b}_{l-1} \leftrightarrow \mathbf{b}_{l}
$$

$$
l \leftarrow l-1
$$

else

$$
l \leftarrow l+1
$$

end
end
output $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$

Figure 4.2. LLL Lattice Basis Reduction Algorithm (2).
to be isometric, since $\langle\mathbf{Q x}, \mathbf{Q y}\rangle=\langle\mathbf{x}, \mathbf{y}\rangle$ and can be extended to an orthogonal matrix $\mathbf{Q}^{\prime} \in \mathbb{R}^{m \times m}$. Two bases $\mathbf{B}$ and $\mathbf{B}^{\prime}$ are isometric if and only if $\operatorname{GNF}(\mathbf{B})=\operatorname{GNF}\left(\mathbf{B}^{\prime}\right)$. The geometric normal form and the LLL reduction are preserved under isometric transforms $\mathbf{Q}$, i.e. $\operatorname{GNF}(\mathbf{B})=\operatorname{GNF}(\mathbf{Q B})$. Furthermore, due to the fact that $\left\langle\mathbf{b}_{i}, \mathbf{b}_{j}\right\rangle=\left\langle\mathbf{r}_{i}, \mathbf{r}_{j}\right\rangle, \mu_{j, i}=$ $r_{i, j} / r_{i, i}$ and $\left\|\mathbf{b}_{i}^{*}\right\|=r_{i, i}$, the LLL algorithm can be equivalently written as the algorithm in Figure 4.3 .

Algorithm in Figure 4.3 is notable because it works with the QR -factorization. This gives the implication that the Gram-Schmidt orthogonalization can be replaced due to the fact that there are other methods, such as Householder reflections and Givens rotations to compute the QR -factorization, to find the orthogonalized vectors of a given basis. Therefore, one can substitute the Gram-Schmidt orthogonalization if it is beneficial.

Another important point is that, at the $l$ th stage, LLL performs local LLL reductions in the swap step on the submatrices

$$
\left[\begin{array}{cc}
r_{l-1, l-1} & r_{l-1, l}  \tag{4.19}\\
0 & r_{l, l}
\end{array}\right]
$$

and so computes the shortest vector in the 2 dimensional sublattices.

### 4.5. LLL Variants

The LLL algorithm has many variants. Most remarkable modifications are the usage of floating point arithmetic numbers, the deep insertions and carrying out the local reductions on (sub)segments. However, many of such variants have improvable results. In general, they depend on heuristics for practicality. On the other hand, there also other variants which are obtained by relaxing or tightening the conditions posed by the classical LLL algorithm in order to produce at least equivalently good reduced bases.

### 4.5.1. LLL with Floating Point Arithmetic

A problem with the LLL algorithm is that it uses arithmetic operations on large integers with $O(n \log B)$ bits. In fact, it is somewhat possible to avoid the overhead of the large integer arithmetic by performing computation using approximate real numbers and floating point arithmetic. However, this approach comes with stability problems and
input : Lattice Basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathbb{Z}^{m}$ and $\delta$
output: A $\delta L L L$ reduced basis for the lattice $L(\mathrm{~B})$
(initialization):
$l \leftarrow 1(l$ is the stage $)$
while $l \leqslant n$ do
(compute $\left.\mathbf{r}_{l}=\left[r_{1, l}, \ldots, r_{l, l}, 0, \ldots, 0\right]^{T}=\left\|\mathbf{b}_{l}^{*}\right\|\left[\mu_{l, 1}, \ldots, \mu_{l, l}, 0, \ldots, 0\right]^{T}\right):$
for $i=1$ to $l-1$ do

$$
r_{i, l} \leftarrow\left(\left\langle\mathbf{b}_{i}, \mathbf{b}_{l}\right\rangle-\sum_{k=1}^{i-1} r_{k, i} r_{k, l}\right) / r_{i, i}
$$

end
$r_{l, l} \leftarrow\left|\left\|\mathbf{b}_{l}\right\|^{2}-\sum_{k=1}^{l-1} r_{k, l}^{2}\right|^{1 / 2}$
(size reduce $\mathbf{b}_{l}$ and $\mathbf{r}_{l}$ ):
for $i=l-1$ to 1 do

$$
\begin{aligned}
& \mathbf{b}_{l} \leftarrow \mathbf{b}_{l}-\left[\mu_{l, i}\right] \mathbf{b}_{i} \\
& \mathbf{r}_{l} \leftarrow \mathbf{r}_{l}-\left[r_{i, l} / r_{i, i}\right] \mathbf{r}_{i}
\end{aligned}
$$

end
(swap):
if $l \neq 1$ and $\delta r_{l-1, l-1}^{2}>r_{l-1, l}^{2}+r_{l, l}^{2}$ then
$\mathbf{b}_{l-1} \leftrightarrow \mathbf{b}_{l}$
$l \leftarrow l-1$
else
$l \leftarrow l+1$
end
end
output $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$

Figure 4.3. LLL Lattice Basis Reduction Algorithm (3).
in order to preserve sufficient level of accuracy additional measures should be taken. One such measure is the generalization of the size reduction condition $\left|\mu_{i, j}\right| \leqslant \eta$ where, in general, $\eta \in[1 / 2, \sqrt{\delta})$. This stems from the fact that the original size reduction condition ( $\eta=1 / 2$ ) can not be achieved when floating point arithmetic numbers are used. Furthermore, one should also note that the basis should be kept in exact representation since the errors occurring in the computation of the basis changes the whole lattice, therefore cannot be corrected. However, it is possible to recover the other errors by using a correct basis.

Schnorr (1988) proposes a modification to LLL applying the method of selfcorrection to approximate the inverse of a given matrix. The algorithm has provably negligible floating point errors. The proposed reduction algorithms works on $O(n+\log B)$ bit integers requiring $O\left(n^{3} m \log B\right)$ number of arithmetic steps. Furthermore, when combined with the semi-reduction of Schönhage (1984), the required number of arithmetic steps decreases to $O\left(n^{2.5} m \log B\right)$. On the other hand, Nguyen and Stehlé (2007) remarks that this algorithm is mostly of theoretical interest and is not implemented widely, which might possibly be explained by the following reasons: it is not clear which floating point arithmetic model is used, the algorithm is not easy to describe, and the hidden complexity constants are rather large. More precisely, the required precision of floating point numbers seems to be higher than $12 n+7 \log _{2} B$.

Schnorr and Euchner (1994) introduce a practical floating point variant of LLL, named LLLFP, which makes use of floating point arithmetic. The floating point arithmetic is used to calculate only the Gram-Schmidt coefficients because otherwise the algorithm would be unstable due to occurring floating point errors and error propagation. Furthermore, LLLFP introduces different means to correct the errors occurring in the computation due to the floating point approximations. The produced lattice vectors are considerably shorter than those of LLL and the algorithm is $10 \%$ faster than the practical versions of the algorithm in (Schnorr 1988). The authors state that LLLFP has a good stability since it is empirically tested up to dimension 150 using 300 bit integers. They remark that the algorithm's stability is good even for single precision floating point arithmetic for very large numbers and the use of double precision numbers decreases the number of swaps significantly, and to offset small floating point errors one has to use $\delta$ values greater than $1 / 4$, i.e. $\delta \geqslant 1 / 2$. In addition, as noted by Backes and Wetzel (2001),
both the run time and the stability of the algorithm strongly depend on the precision of the approximations used. High precision approximations cause major loss in efficiency whereas the small precision causes the algorithm not to terminate due to (accumulated) floating point errors. Therefore, the algorithm still lacks of efficiency in particular for large lattice bases or bases with large entries.

Backes and Wetzel (2001) present a heuristic for the LLLFP algorithm proposed in (Schnorr and Euchner 1994). The key idea is to work with the original lattice basis for the exact representation so that the problems caused by high precision approximations can be prevented. The new heuristic allows dynamic adaptation of the floating point precision thus decreases the run time of the reduction process considerably. The authors state that the new heuristic is more efficient in reducing large problem instances, allows a major decrease of the run time and extends the applicability of the Schnorr-Euchner algorithm such that problem instances that the state-of-the-art method fails to reduce can be solved. Furthermore, the same authors, in (Backes and Wetzel 2002), present empirical results on the practical performance of the LLL algorithms, and introduces new heuristics to improve the LLL variant proposed in (Schnorr and Euchner 1994) together with test data on these methods. The heuristics developed for the Schnorr-Euchner LLL strive to speed up the computation, by eliminating the unnecessary operations or doing operations on shorter operands, and to achieve better reduction results, possibly causing a decrease in the running time. After performing several tests using the new heuristics, Backes and Wetzel propose general heuristics for different classes of lattices in order to determine which variant of the reduction algorithm, for varied parameter choices, yields the most efficient reduction strategy for reducing a particular problem instance.

Nguyen and Stehlé (2007) present a new and natural floating point variant of the LLL algorithm, namely LL algorithm, which provably outputs an LLL reduced basis in polynomial time, $O\left(n^{4} m(n+\log B) \log B\right)$, using only $n \log _{2} 3$ bit precision which is independent of $\log B$. The algorithm is called LL because it is is the first LLL algorithm whose (actual) running time grows only quadratically with respect to $n \log _{2} 3$. The LL algorithm keep a sufficiently good floating point approximation to the Gram-Schmidt orthogonalization instead of keeping exact integers and the rational LLL is simulated by the chosen floating point precision linear in dimension while improving the accuracy of the usual Gram-Schmidt computations by a systematic use of the Gram matrix. Fur-
thermore, size reduction is replaced with a more stable version adapted from Babai's nearest plane algorithm. It performs more operations but better suited for floating point arithmetic.

### 4.5.2. Deep Insertions

Schnorr and Euchner (1994) also introduce another LLL variant called LLL with deep insertions or shortly LLLDEEP besides the floating point variant of the LLL algorithm. LLLDEEP replaces and extends the swap step of the classical LLL algorithm by the deep insertion step to possibly insert the vector $\mathbf{b}_{l}$, called the vector at the $l$ th stage, to some minimally chosen position $i<l$. This decreases the norm of the $i$ th vector $\mathbf{b}_{i}$ by at least a factor of $\sqrt{\delta}$. It is implemented using the floating point arithmetic model in LLLFP, however exact artihmetic model can also be used. The floating point implementation of LLLDEEP yields equivalently good results but it is possible that, in the worst case, it runs in super-polynomial time. Fortunately, it is possible to guarantee the polynomial runtime by a slight modification. As a side note, Schnorr and Euchner also show how to extend LLLFP and LLLDEEP algorithms so that the input basis can be a generator system of the lattice.

### 4.5.3. Segment LLL

(Koy and Schnorr 2001ab, 2002, Schnorr 2006b) present and analyze several variants of the LLL algorithm based on heuristic arguments.

LLLH is a floating point variant of LLL which uses Householder reflections to compute the Gram-Schmidt coefficients due to the better accuracy of the method when compared to Gram-Schmidt for orthogonalization. The algorithm requires $O\left(n^{2} m \log _{1 / \delta} M\right)$ arithmetic steps using $n+\log _{2} M_{0}$ bit integers using $t$ bit floating point arithmetic numbers, where $M_{0}=\max _{i=1}^{n}\left\|\mathbf{b}_{i}\right\|$ is the length of the basis, $M=\max _{i=1}^{n}\left\{\operatorname{det}\left(\Lambda_{i}\right)^{2}, 2^{n}\right\}$ is the volume of the basis and $t$ is a parameter related to the underlying floating point arithmetic model. Furthermore, assuming $M_{0}=2^{O(n)}$ and $m=O(n)$ yields a running time of $O\left(n^{4} m\right)$ arithmetic steps or $n^{6+O(1)}$ bit operations using $O(n)$ bit integers.

SLLL0 is a basic segment LLL reduction algorithm, which is faster than LLLH by a factor of $n$ in the number of arithmetic steps but uses longer integer and floating point arithmetic numbers. It is based on the concept of segment reduced basis, which is a weaker form of the notion of the LLL reduced basis. The basis is partitioned into $q$ segments of size $k$, where $n=q k$, and the algorithm performs of the local LLL exchanges in two consecutive segments using coordinates of dimension $2 k$. For the number of segments $k=\Theta(\sqrt{n})$ and $M_{1}=\max _{1 \leqslant i \leqslant j \leqslant n}\left\{\left\|\mathbf{b}_{i}^{*}\right\| /\left\|\mathbf{b}_{j}^{*}\right\|\right\}$, SLLL0 runs in $O\left(n m \log _{1 / \delta} M\right)$ arithmetic steps using $2 n+\log _{2}\left(M_{0} M_{1}^{2}\right)$ bit integers, and assuming $M_{0}=2^{O(n)}$, SLLL0 performs $O\left(n^{3} m\right)$ arithmetic steps using $O\left(n^{2}\right)$ bit integers.

SLLL is the segment LLL reduction algorithm which improves the longer integer size of SLLLO. The algorithm is firstly introduced in (Koy and Schnorr 2001a), implemented in (Koy and Schnorr 2001b) using floating point orthogonalization, and lastly revised in (Schnorr|2006b). SLLL requires $O\left(n m \log _{2} n \log _{1 / \delta} M\right)$ arithmetic operations on the integers of binary length $2 n+\log _{2} M_{0}$. Furthermore, for $M_{0}=2^{O(n)}$ and $m=O(n)$, runtime is $O\left(n^{4} \log n\right)$ arithmetic steps or $n^{5+O(1)}$ bit operations.

SLLL+ is SLLL reduction via iterated subsegments where an iterative structure of segments of levels $\sigma=1, \ldots, s$ is used and segments of level $\sigma$ are partitioned into segments of level $\sigma-1$. So the concept of SLLL basis is extended by relaxation of some particular conditions. SLLL+ is mentioned and refined through (Koy and Schnorr 2001a, 2002, Schnorr 2006b). It saves a factor $n$ in the number of arithmetic steps required when compared to SLLL, however it also requires more precision bits. The algorithm performs $O\left(n^{2} m+n \log _{2} n \log _{1 / \delta} M\right)$ arithmetic operations on the integers of binary length $O\left(\log _{2} M_{0} M\right)=O\left(n+\log _{2} M_{0}\right)$. In particular, for $M_{0}=2^{O(n)}$ and $m=$ $O(n)$, it runs in $O\left(n^{3} \log n\right)$ arithmetic steps or $n^{5+O(1)}$ bit operations.

Strong versions of SLLL and SLLL+ are discussed in (Koy and Schnorr 2002). Basically, they are referred as algorithms which have similar runtimes with their normal counterparts but produce bases satisfying stronger conditions.

Note that SLLL and SLLL+ are firstly proposed in (Koy and Schnorr 2001a) over an integer arithmetic model. Therefore, they do not enforce the usage of floating point arithmetic numbers.

### 4.5.4. Other Variants

Kaltofen (1983) shows that the LLL reduction can be performed $O\left(n^{6} \log ^{2} B+n^{5} \log ^{3} B\right)$ arithmetic steps by analyzing a modified version of the algorithm which also performs better in practice.

Schönhage (1984) improves LLL by proposing a semi-reduction algorithm which works in segments to reduce the basis. The algorithm speeds up LLL by a factor of $n$. However the quality of the reduced basis is not as good. The runtime of the algorithm is $O\left(n^{2} m \log B\right)$ arithmetic operations performed on $O(n \log B)$ bit integers and the achieved factor is $2^{n}$.

Pohst (1987) modifies the LLL algorithm in such a way that the input vectors can also be linearly dependent, i.e. a generating system. The output of the algorithm consists of a basis of the lattice generated by the input vectors and non-trivial combinations of 0 by the input vectors if they are linearly dependent.

Storjohann (1996) considers LLL as a matrix algorithm and replaces size reduction with modular reduction to obtain an algorithm which requires $O\left(n^{2} m \log B\right)$ arithmetic operations using standard matrix multiplication. In addition, by combining the new algorithm with the semi-reduction of Schönhage (1984) and employing faster multiplication techniques, number of arithmetic operations needed to be performed drops to $O\left(n^{1.381} m \log B\right)$.

Akhavi (2002) presents two lattice basis reduction algorithms by relaxing some of the constraints of the LLL algorithm. In general, the new algorithms require fewer iterations but still produce good reduced basis. Both the algorithms share a common parameter $s=(\delta-1 / 4)^{-1}$, and the algorithms achieve the same approximation factor with LLL in the worst case. The author also provides an average case analysis and performs empirical tests.

Gama et al. (2006) study some particular class of lattices, namely symplectic lattices, and obtains symplectic LLL reduction algorithm. They show that orthogonalization techniques are compatible with symplecticity to obtain an algorithm for GramSchmidt and a variant of LLL which is empirically shown to be (6-times) faster than the classical LLL algorithm. They also present some optimizations for further speed up.

Akhavi and Stehlé (2008) describe a randomized algorithm which, with very
high probability, computes a lattice bases satisfying properties similar to those returned by LLL. The algorithm applies a dimension reducing random projection to the basis before the LLL reduction is performed and after the reduction inverse transformation is applied to obtain the reduced basis.

### 4.6. Brief Notes

### 4.6.1. The importance of LLL

LLL plays an important role in the lattice basis reduction and in the computation of shortest and closest vectors. For more information on how LLL is used in the practice of basis reduction and exactly/approximately solving hard lattice problems refer to the resources (in the chronological order) including but no limited to (Kannan 1983, Helfrich 1985, Babail 1986, Schnorr| 1987, Kannan 1987ab, Buchmann and Kessler 1990, Aardal 1999, Schnorr| 2001, 2003, 2006a, Gama, et al. 2006).

### 4.6.2. Generalized Lattice Basis Reduction Algorithm

Lovász and Scarf (1992) generalizes the LLL algorithm to work with polynomial time computable generalized distance function on convex bodies. The classical LLL is identical to the special case where the bodies are ellipsoids.

### 4.6.3. Optimal and Average Case LLL

Daudé and Vallée (1994) give an upper bound on the average number of iterations of the LLL algorithm, which is $O\left(n^{2} \log n\right)$ thus independent of the basis length and $O(1)$ in fixed dimension. Whereas, Akhavi (2003) shows that the optimal LLL (LLL with $\delta=1$ ) is polynomial, since the number of iterations of the algorithm is linear, in the fixed dimension. Furthermore, Nguyen and Stehlé (2006) investigate the mysteriously optimistic behaviour of lattice basis reduction algorithms by trying to model the average case of the algorithms, starting with the celebrated LLL, and giving experimental bounds on the approximation factors.

### 4.6.4. Parallel LLL

There are also parallelized versions of the LLL algorithm. For more information reader should refer to (Villard 1992, Roch and Villard 1992, Heckler and Thiele 1993ab, 1998).

### 4.7. Referential

For more and detailed information on the contemporary LLL algorithms, one should refer to (Stehlé 2007), which presents a good in depth survey on floating point variants of the LLL algorithm while comparing them in detail, and (Schnorr 2007), which surveys almost all the LLL algorithms, their use in the lattice basis reduction and the achieved approximation factors for the shortest lattice vector problem by making helpful comments and comparisons. Furthermore, Nguyen and Stehlé (2006) provide experimental facts on the average case behaviour of the LLL algorithm, and Gama and Nguyen (2008b) provide an insight on what is achievable today with the best lattice reduction algorithms known in terms of output quality and running time, based on extensive experiments performed and shed new lights on the practical hardness of the main lattice problems.

## CHAPTER 5

## BLOCK KORKINE ZOLOTAREV REDUCTION

Schnorr (1987) proposes a family of polynomial time blockwise lattice basis reduction algorithms which form an hierarchy between two most popular basis reduction concepts, the LLL (Lenstra Lenstra Lovasz) basis redcution and the HKZ (Hermite Korkine Zolotarev) basis reduction. These algorithms are called BKZ (Blockwise Korkine zolotarev) basis reduction algorithms and achieve very good approximation factors for SVP. In general, the achieved polynomial time approximation factors for SVP are stated as $(1+\varepsilon)^{n}$ where the value of $\varepsilon$ changes according to the algorithm in use, the chosen parameter values and in some cases the effects of the heuristics applied.

### 5.1. HKZ, $k$ - and Block $2 k$ - Reduced Bases

The projected lattice $\pi_{i}(L(\mathrm{~B}))$ is defined for given $L(\mathrm{~B})$ where $\mathbf{B}=\left[\mathbf{b}_{1} \ldots \mathbf{b}_{n}\right] \in$ $\mathbb{R}^{m \times n}$ as the projection of the lattice $L(\mathrm{~B})$ to $\operatorname{span}\left(\mathbf{b}_{i}^{*}, \ldots, \mathbf{b}_{n}^{*}\right)$ where $\mathbf{b}_{1}^{*}, \ldots, \mathbf{b}_{n}^{*}$ are the Gram-Schmidt orthogonalized vectors. The vectors of the projected lattice are orthogonal to span $\left(\mathbf{B}_{i-1}\right)$.

Definition 5.1. (HKZ Reduced Basis) A basis $\mathbf{B}=\left[\mathbf{b}_{1} \ldots \mathbf{b}_{n}\right] \in \mathbb{R}^{m \times n}$ is HKZ reduced if

- $\left|\mu_{i, j}\right| \leqslant \frac{1}{2}$ for all $i>j$ where $\mu_{i, j}$ are the Gram-Schmidt coefficients,
- $\mathbf{b}_{i}^{*}$ is a shortest nonzero vector in the projected lattice $\pi_{i}(L(B))$.

Note that if linearly independent set of lattice vectors is HKZ reduced then they form a basis for the original lattice and, by Lagarias et al. (1990), every HKZ reduced basis satisfies

$$
\begin{equation*}
\frac{4}{i+3} \leqslant \frac{\left\|\mathbf{b}_{i}\right\|^{2}}{\lambda_{i}^{2}} \leqslant \frac{i+3}{4} \tag{5.1}
\end{equation*}
$$

for $i=1, \ldots, n$. Furthermore

$$
\begin{equation*}
\left\|\mathbf{b}_{i}^{*}\right\|^{2} \leqslant \gamma_{n-i+1}^{(n-i+1) /(n-i)}\left(\prod_{j=i}^{n}\left\|\mathbf{b}_{j}^{*}\right\|^{2}\right)^{1 /(n-i+1)} \tag{5.2}
\end{equation*}
$$

also holds for any HKZ reduced basis.

Definition 5.2. ( $k$-Reduced Basis) A basis $\mathbf{B}=\left[\mathbf{b}_{1} \ldots \mathbf{b}_{n}\right] \in \mathbb{R}^{m \times n}$ is $k$-reduced if

- $\left|\mu_{i, j}\right| \leqslant \frac{1}{2}$ for all $i>j$ where $\mu_{i, j}$ are the Gram-Schmidt coefficients,
- the $k$-blocks $\pi_{i}\left(\mathbf{b}_{i}\right), \ldots, \pi_{i}\left(\mathbf{b}_{i+k-1}\right), i=1, \ldots, n-k+1$, are HKZ reduced.

Definition 5.3. ( $2 k$-Reduced Basis) A basis $\mathbf{B}=\left[\mathbf{b}_{1} \ldots \mathbf{b}_{n}\right] \in \mathbb{R}^{m \times n}$ is $2 k$-reduced if, for $n=q k$,

- $\left|\mu_{i, j}\right| \leqslant \frac{1}{2}$ for all $i>j$ where $\mu_{i, j}$ are the Gram-Schmidt coefficients,
- the $2 k$-blocks $\pi_{i k+1}\left(\mathbf{b}_{i k+1}\right), \ldots, \pi_{i k+1}\left(\mathbf{b}_{i k+2 k}\right), i=0, \ldots, q-2$, are HKZ reduced.

It follows from the definitions that every $2 k$-reduced basis is block $2 k$-reduced, every 2-reduced basis is LLL reduced and every $n$-reduced basis is HKZ reduced.

It is important to note that there is no polynomial time algorithm to HKZ or $k$ or block $2 k$ - reduce any given basis. However, the properties associated to them are essential for the construction and analysis of BKZ algorithms which achieve polynomial run times.

In order to measure the quality of the produced bases, two constants are introduced. The first one is $\alpha_{k}$ which is defined as

$$
\begin{equation*}
\alpha_{k}=\max \frac{\left\|\mathbf{b}_{1}\right\|^{2}}{\left\|\mathbf{b}_{k}^{*}\right\|^{2}} \tag{5.3}
\end{equation*}
$$

where the maximum is taken over all HKZ reduced bases of rank $k$ lattices. Schnorr (1987) shows that

- $\alpha_{2}=4 / 3$ and $\alpha_{k} \leqslant \alpha_{k+1}$ for all $k$ because every HKZ reduced basis $\mathbf{b}_{2}, \ldots, \mathbf{b}_{k+1}$ extends to a HKZ reduced basis $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{k+1}$ by adjoining an arbitrary vector $\mathbf{b}_{1}$ such that $\mathbf{b}_{1}$ is orthogonal to $\operatorname{span}\left(\mathbf{b}_{2}, \ldots, \mathbf{b}_{k+1}\right)$ and $\left\|\mathbf{b}_{1}\right\|=\left\|\mathbf{b}_{2}\right\|$.
- $\alpha_{k} \leqslant k^{1+\ln k}$ for $k \geqslant 2$ and therefore $\lim _{k \rightarrow \infty} \alpha_{k}^{1 / k}=1$.

The second constant is

$$
\begin{equation*}
\beta_{k}=\max \left(\frac{\left\|\mathbf{b}^{*}\right\|^{2} \ldots\left\|\mathbf{b}_{k}^{*}\right\|^{2}}{\left\|\mathbf{b}_{k+1}^{*}\right\|^{2} \ldots\left\|\mathbf{b}_{2 k}^{*}\right\|^{2}}\right)^{1 / k} \tag{5.4}
\end{equation*}
$$

where the maximum is taken over all HKZ reduced bases of rank $2 k$ lattices. $\beta_{k}$ is also shown to satisfy the following properties in (Schnorr 1987).

- $\beta_{k} \leqslant 4 k^{2}$
- $\beta_{k} \leqslant \prod_{i=1}^{k} \gamma_{2 k-i+1}^{2 /(2 k-i)}$ where in particular $\beta_{1}=4 / 3$.

Using the constants defined above, the following statements hold according to Schnorr (1987). For any $k$-reduced basis

- $\left\|\mathbf{b}_{1}\right\|^{2} \leqslant \alpha_{k}^{(n-1) /(k-1)} \lambda_{1}^{2}$ provided that $k-1$ divides $n-1$,
- $\left\|\mathbf{b}_{1}\right\|^{2} \leqslant\left(1+\varepsilon_{k}\right)^{n-1} \lambda_{1}^{2}$ where $\lim _{k \rightarrow \infty} \varepsilon_{k}=0$, since $\alpha_{k} \leqslant k^{1+\ln k}$ for $k \geqslant 2$.

Furthermore, for any block $2 k$-reduced basis (also for any $2 k$-reduced basis), with $n=q k$, we have

- $\left\|\mathbf{b}_{1}\right\|^{2} \leqslant \gamma_{k} \beta_{k}^{q-1} \lambda_{1}^{2}$,
- $\left\|\mathbf{b}_{1}\right\|^{2} \leqslant\left(4 k^{2}\right)^{n / k} \lambda_{1}^{2}$, since $\beta_{k} \leqslant 4 k^{2}$ and $\gamma_{k} \leqslant(2 / 3) k \leqslant 4 k^{2}$ for $k \geqslant 2$.

The bounds for $k$-reduced bases are generalized and improved in (Schnorr 1996) as

$$
\begin{equation*}
\frac{4}{i+3} \gamma_{k}^{-2 \frac{i-1}{k-1}} \leqslant\left\|\mathbf{b}_{i}\right\|^{2} / \lambda_{i}^{2} \leqslant \frac{i+3}{4} \gamma_{k}^{\frac{2-1}{k-1}} \tag{5.5}
\end{equation*}
$$

for $i=1, \ldots, n$.
Furthermore, the bounds on $\alpha_{k}$ and $\beta_{k}$ are improved as follows.

- $\alpha_{k} \geqslant k^{\varepsilon \ln k}$ and $\beta_{k} \geqslant k^{\varepsilon}$ for some $\varepsilon>0$ by Ajtai (2003), however no particular value of $\varepsilon$ is known. Thus, the results shows that the bounds given by Schnorr, $\alpha_{k} \leqslant k^{1+\ln k}$ and $\beta_{k} \leqslant 4 k^{2}$, are tight apart from a constant factor in the exponent.
- $k / 12 \leqslant \beta_{k} \leqslant(1+k / 2)^{2 \ln 2+1 / k}$ by Gama et al. (2006) . In particular, $\beta_{k} \leqslant$ $0.38 k^{2 \ln 2}$ and $\lim _{k \rightarrow \infty} \beta_{k}^{1 / k}=1$.
- $\alpha_{k} \leqslant k^{(\ln k) / 2+O(1)}$ and $\beta_{k} \leqslant k^{2 \ln 2+O(1 / \ln k)}$ by Hanrot and Stehlé (2008).


### 5.2. Semi $k$ - and Semi Block $2 k$ - Reduced Bases

In order to obtain polynomial time algorithms for blockwise basis reduction, the conditions for $k$-reduced and block $2 k$-reduced bases are relaxed and HKZ reductions are performed on only the pairwise disjoint blocks. This type of reduction is called semi reduction.

To state the definition of semi reduced bases, let

$$
\begin{equation*}
C_{i}=\prod_{j=1}^{k}\left\|b_{i k+j}^{*}\right\|^{2} \quad \text { and } \quad D_{i}=\prod_{j=0}^{i-1} C_{i} \tag{5.6}
\end{equation*}
$$

for $i=0, \ldots, q-1$.
Definition 5.4. (Semi $k$-Reduced Basis) A basis $\mathbf{B}=\left[\mathbf{b}_{1} \ldots \mathbf{b}_{n}\right] \in \mathbb{R}^{m \times n}$ for $n=q k$ is semi $k$-reduced if

- $\left\|\mathbf{b}_{i k}^{*}\right\|^{2} \leqslant \alpha\left\|\mathbf{b}_{i k+1}^{*}\right\|^{2}$ for $i=0, \ldots, q-1$,
- the $k$-blocks $\pi_{i k+1}\left(\mathbf{b}_{i k+1}\right), \ldots, \pi_{i k+1}\left(\mathbf{b}_{i k+k}\right), i=0, \ldots, q-1$, are HKZ reduced, where $1 / 4<\delta<1$ and $\alpha=(\delta-1 / 4)^{-1}$.

Definition 5.5. (Semi Block $2 k$-Reduced Basis) A basis $\mathbf{B}=\left[\mathbf{b}_{1} \ldots \mathbf{b}_{n}\right] \in \mathbb{R}^{m \times n}$ for $n=$ $q k$ is semi block $2 k$-reduced if

- $\delta^{k} C_{i} \leqslant \beta_{k}^{k} C_{i+1}$ for $i=1, \ldots, q-1$,
- $\left\|\mathbf{b}_{i k}^{*}\right\|^{2} \leqslant \alpha\left\|\mathbf{b}_{i k+1}^{*}\right\|^{2}$ for $i=1, \ldots, q-1$,
- the $k$-blocks $\pi_{i k+1}\left(\mathbf{b}_{i k+1}\right), \ldots, \pi_{i k+1}\left(\mathbf{b}_{i k+k}\right), i=1, \ldots, q-1$, are HKZ reduced,
where $1 / 4<\delta<1$ and $\alpha=(\delta-1 / 4)^{-1}$.
It follows from the definitions that every block $2 k$-reduced basis is semi block $2 k$-reduced and every $k$-reduced basis is semi $k$-reduced.

In general, if $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ is a semi $k$-reduced basis with $n=q k$, one can write that

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\|^{2} \leqslant \alpha^{q-1} \alpha_{k}^{q} \lambda_{1}^{2} \tag{5.7}
\end{equation*}
$$

holds. Furthermore, if the basis is semi block $2 k$-reduced, then

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\|^{2} \leqslant \alpha \gamma_{k} \alpha_{k}\left(\frac{\beta_{k}}{\delta}\right)^{q-2} \lambda_{1}^{2} \tag{5.8}
\end{equation*}
$$

is also true.
Schnorr (1987) uses $1 / \delta=4 / 3$ and $\alpha=2$ to permit proving a polynomial time bound, remarking that it is possible to replace $4 / 2$ by any number greater than 1 , and 2 by any number greater than $4 / 3$. He carries out the analysis and states the above
results in the following particular forms using the specified values. If $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ is a semi $k$-reduced basis where $n=q k$, then

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\|^{2} \leqslant 2^{q-1} \alpha_{k}^{q} \lambda_{1}^{2} \tag{5.9}
\end{equation*}
$$

holds and if the basis is a semi block $2 k$-reduced basis, then

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\|^{2} \leqslant 2 \gamma_{k} \alpha_{k}\left(\frac{4}{3} \beta_{k}\right)^{q-2} \lambda_{1}^{2} \tag{5.10}
\end{equation*}
$$

which in particular yields

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\|^{2} \leqslant\left(6 k^{2}\right)^{n / k} \lambda_{1}^{2} \tag{5.11}
\end{equation*}
$$

Gama et al. (2006) give the following inequalities concerning the approximation factor of semi block $2 k$-reduction,

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\| \lesssim \sqrt{\gamma_{k}}\left(\frac{4}{3}\right)^{(3 k-1) / 4} \beta_{k}^{(n / k-2) / 2} \lambda_{1} \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\| \lesssim \sqrt{\gamma_{k}} \beta_{k}^{n / 4 k} \operatorname{det}(L(\mathrm{~B}))^{1 / n} \tag{5.13}
\end{equation*}
$$

Furthermore, Schnorr (2006a, 2007) gives the following inequalities which are shown to be optimal by Ajtai (2003). Any semi block $2 k$-reduced basis satisfies

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\|^{2} / \lambda_{1}^{2} \leqslant k^{\ln k+o(\ln k)}\left(\beta_{k} / \delta\right)^{n / k-2} \tag{5.14}
\end{equation*}
$$

where $o(\ln k)$ in the exponent can be replaced by 2 for $k \geqslant 3$, and

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\|^{2} / \operatorname{det}(L(\mathrm{~B}))^{2 / n} \leqslant \gamma_{k}\left(\beta_{k} / \delta\right)^{(n / k-1) / 2} \tag{5.15}
\end{equation*}
$$

where $1 / 4<\delta<1$. Thus, it is possible to write for any semi block $2 k$-reduced basis

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\| \leqslant\left(\beta_{k} / \delta\right)^{(n-1) /(2 k)} \lambda_{1} \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\| \leqslant\left(\beta_{k} / \delta\right)^{(n-1) /(4 k)} \operatorname{det}(L(\mathrm{~B}))^{1 / n} \tag{5.17}
\end{equation*}
$$

where $n / k \rightarrow \infty$.

### 5.3. Semi $k$-Reduction and Semi Block $2 k$-Reduction Algorithms

In order to refer to the blocks more concisely in the algorithms, the following entities shall be used.

- $S_{i}=\left\{\pi_{i k+1}\left(\mathbf{b}_{i k+1}\right), \ldots, \pi_{i k+1}\left(\mathbf{b}_{i k+k}\right)\right\}$ are $k$-blocks for $i=0, \ldots, q-1$,
- $L_{i}=\left\{\pi_{i k+1}\left(\mathbf{b}_{i k+1}\right), \ldots, \pi_{i k+1}\left(\mathbf{b}_{i k+2 k}\right)\right\}$ are $2 k$-blocks for $i=0, \ldots, q-2$.

Note that the $k$-blocks $S_{i}, i=0, \ldots, q-1$, are disjoint, whereas the $2 k$-blocks $L_{i}, i=$ $0, \ldots, q-2$, are not.

The algorithms for semi $k$ - and semi block $2 k$ - reduction are given in Figure 5.1 and Figure 5.2 respectively. It might be a good idea to apply the LLL reduction to the the input bases during the initialization steps of the algorithms. Furthermore, as in the case of LLL, it is possible and straightforward to rewrite the reduced basis definitions and the algorithms using the geometric normal form related to the lattice basis. Let $\mathbf{R}=\operatorname{GNF}(\mathbf{B})$ be the geometric normal form and define

- $\mathbf{R}_{l}=\left[\begin{array}{ccc}r_{k(l-1), k(l-1)} & \ldots & r_{k(l-1), k l} \\ \vdots & \ddots & \vdots \\ 0 & \cdots & r_{k l, k l}\end{array}\right] \in \mathbb{R}^{k \times k}$ representing the $k$-blocks for $l \leqslant q$,
- $\mathbf{R}_{l, l+1}=\left[\begin{array}{cc}\mathbf{R}_{l} & \mathbf{R}_{l}^{\prime} \\ \mathbf{0} & \mathbf{R}_{l+1}\end{array}\right] \in \mathbb{R}^{2 k \times 2 k}$ representing the $2 k$-blocks for $l \leqslant q$.

One can write $\beta_{k}=\max \left(\operatorname{det}\left(\mathbf{R}_{1}\right) / \operatorname{det}\left(\mathbf{R}_{2}\right)\right)^{1 / k}$ and any semi block $2 k$-reduced basis satisfies the following properties.

- $\delta^{k} C_{i} \leqslant \beta_{k}^{k} C_{i+1}$ for $i=1, \ldots, q-1$,
- $r_{i k, i k}^{2} \leqslant \alpha r_{i k+1, i k+1}^{2}$ for $i=1, \ldots, q-1$,
- $\mathbf{R}_{1}, \ldots, \mathbf{R}_{q}$ are HKZ reduced,
where $1 / 4<\delta<1$ and $\alpha=(\delta-1 / 4)^{-1}$.
For the sake of brevity, we shall not bother with the rewrite of the definition of semi $k$-reduced basis or the reduction algorithms, and the further theoretical details of these algorithms shall not be dwelled upon due to the technicality of the subject.
input : Lattice Basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathbb{Z}^{m}$ and $k$, $\delta($ where $q=n / k)$
output: A semi $k$-reduced basis for the lattice $L$ (B)
(initialization):
for $i=0$ to $q-1$ do
HKZ reduce $S_{i}$
end
while $\left\|\mathbf{b}_{i k}^{*}\right\|^{2}>\alpha\left\|\mathbf{b}_{i k+1}^{*}\right\|^{2}$ for some smallest $i<q$ do
(size reduce $\mathbf{b}_{i k+1}$ against $\mathbf{b}_{i k}, \ldots, \mathbf{b}_{1}$ ):
for $j=i k$ to 1 do
$\mathbf{b}_{i k+1} \leftarrow \mathbf{b}_{i k+1}-\left[\mu_{i k+1, j}\right] \mathbf{b}_{j}$
(update the Gram-Schmidt coefficients $\mu_{i k+1, i k}, \ldots, \mu_{i k+1,1}$ ):
for $v=1$ to $j$ do $\mu_{i k+1, v}=\mu_{i k+1, v}-\left[\mu_{i k+1, j}\right] \mu_{j, v}$
end
end
$\mathbf{b}_{i k} \leftrightarrow \mathbf{b}_{i k+1}$
HKZ reduce $S_{i-1}$ and $S_{i}$
end
output $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$

Figure 5.1. Semi $k$-Reduction Algorithm.
input : Lattice Basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathbb{Z}^{m}$ and $k, \delta($ where $q=n / k)$
output: A semi block $2 k$-reduced basis for the lattice $L(\mathrm{~B})$
(initialization):
for $i=0$ to $q-1$ do
HKZ reduce $S_{i}$
end
while $\left\|\mathbf{b}_{i k}^{*}\right\|^{2}>\alpha\left\|\mathbf{b}_{i k+1}^{*}\right\|^{2}$ or $\delta^{k} C_{i} \leqslant \beta_{k}^{k} C_{i+1}$ for some smallest $i<q$ do
if $\left\|\mathbf{b}_{i k}^{*}\right\|^{2}>\alpha\left\|\mathbf{b}_{i k+1}^{*}\right\|^{2}$ then
(size reduce $\mathbf{b}_{i k+1}$ against $\mathbf{b}_{i k}, \ldots, \mathbf{b}_{1}$ ):
for $j=i k$ to 1 do
$\mathbf{b}_{i k+1} \leftarrow \mathbf{b}_{i k+1}-\left[\mu_{i k+1, j}\right] \mathbf{b}_{j}$
(update the Gram-Schmidt coefficients $\mu_{i k+1, i k}, \ldots, \mu_{i k+1,1}$ ):
for $v=1$ to $j$ do

$$
\mu_{i k+1, v}=\mu_{i k+1, v}-\left[\mu_{i k+1, j}\right] \mu_{j, v}
$$

end
end
$\mathbf{b}_{i k} \leftrightarrow \mathbf{b}_{i k+1}$
HKZ reduce $S_{i-1}$ and $S_{i}$
end
if $\delta^{k} C_{i} \leqslant \beta_{k}^{k} C_{i+1}$ then
HKZ reduce $L_{i-1}$
end
end
output $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$

Figure 5.2. Semi Block $2 k$-Reduction Algorithm.

For further information, reader is advised to refer to (Schnorr|1987, Gama, et al. 2006,
Schnorr $2006 a$ ).
Remarks on the HKZ reduction:

- An algorithm to perform such HKZ reduction is firstly proposed by Kannan (1983, 1987b). Later, the algorithm is improved by Helfrich (1985), Schnorr (1987). Schnorr, in order to perform BKZ reductions, uses his improved version of Kannan's algorithm, which is a $n^{n / 2+o(n)}$-time algorithm requiring a polynomial space. Furthermore, the complexity of Kannan's algorithm is further refined to $n^{n / 2 e+o(n)} \approx n^{0.184 n+o(n)}$ by Hanrot and Stehlé (2007). As a side note, Kannan's algorithm makes use of the LLL algorithm in order to obtain good bases during computation.
- There is another algorithm to compute HKZ reduced bases due to Ajtai et al. (2001) , whose running time is provably bounded by $2^{5.9 n}$ by Nguyen and Vidick (2008). However, there are two drawbacks of this algorithm. It requires an exponential space and there is a tiny probability that the computed basis is not HKZ reduced, i.e. the algorithm is probabilistic.
- HKZ reduction of the $2 k$-block $\pi_{i k+1}\left(\mathbf{b}_{i k+1}\right), \ldots, \pi_{i k+1}\left(\mathbf{b}_{i k+2 k}\right)$ decreases $D_{i}=$ $\prod_{j=0}^{i-1} C_{i}$ by at least a factor of $\delta$.

Remarks on the semi reduction algorithms:

- The reduction algorithms form a hierarchy between LLL reduction and HKZ reduction. For $k=2, k$-reduction algorithm performs LLL reduction whereas for $k=n$ the reduction becomes HKZ. In general, the algorithms are called BKZ reduction algorithms and semi block $2 k$-reduction algorithm outputs relatively better bases while having the same time and space complexity.
- Notice that for $k=O(n)$, the running time gets exponential. Therefore, the algorithms perform HKZ reductions on blocks of size $k$ to avoid an exponential run time.

Remarks on the complexity and the approximation factors for SVP:

- The main difference between the semi $k$-reduction and the semi block $2 k$-reduction is that although they both have the same time and space complexity, the semi $k$ reduction produces slightly longer bases. The algorithms are feasible for $k \leqslant 25$.
- Semi block $2 k$-reduction requires $O\left(n^{2}\left(k^{k / 2+o(k)}+n^{2}\right) \log B\right)$ arithmetic operations on $O(n \log B)$ bit integers and achieves an approximation factor of $\left(6 k^{2}\right)^{n /(2 k)}$.
- For the choice of $k=O(\log n / \log \log n)$ the approximation factor of semi block $2 k$-reduction algorithm is $2^{O\left(n(\log \log n)^{2} / \log n\right)}$ while the run time is still polynomial. Furthermore, if one uses the probabilistic algorithm in (Ajtai, et al. 2001) within the blocks of size $k$, instead of the deterministic SVP algorithm in (Kannan 1987b), the achieved approximation factor becomes $2^{O(n(\log \log n) / \log n)}$ for $k=O(\log n)$ in randomized polynomial time.
- The $\left(6 k^{2}\right)^{n /(2 k)}$ factor is initially given by|Schnorr (1987). Furthermore, assuming the unproven bound $\gamma_{k} \leqslant k / 6$ for $k \geqslant 24$, one obtains a factor of $(k / 3)^{n / k}$ (Schnorr 2001, 2003).
- Ajtai (2003) proves that the best possible approximation factor for the semi block $2 k$-reduction algorithm is $k^{\varepsilon(n / k)}$ for some constant $\varepsilon>0$ under the condition $k=$ $o(n)$. This implies that if the algorithm runs in polynomial time then we have already a polynomial time algorithm for finding the shortest nonzero vector.
- Gama et al. (2006) prove the approximation factor of $\approx\left(\beta_{k} / \delta\right)^{(n-1) /(2 k)}$. For $k=24$, this factor $<(1.165)^{(n-1) / 2}$, moreover, as noted by (Schnorr|2006a), this can be shown to be $\approx(1.034)^{(n-1) / 2}$ under the heuristic in (Schnorr|2003).


### 5.4. Blockwise Lattice Basis Reduction Variants

### 5.4.1. BKZ Variants

Schnorr and Euchner (1994) define $k$-reduced with $\delta$ bases by relaxing the conditions of $k$-reduced bases in another way. A basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathbb{Z}^{m}$ is $k$-reduced with $\delta$,
$1 / 2<\delta<1$, if it is size reduced and

$$
\begin{equation*}
\delta\left\|\mathbf{b}_{i}^{*}\right\|^{2} \leqslant \lambda_{1}\left(\pi_{i}\left(L\left(\mathbf{b}_{i}, \ldots, \mathbf{b}_{\min \{i+k-1, n\}}\right)\right)\right)^{2} \tag{5.18}
\end{equation*}
$$

for $i=1, \ldots, q-1$ where $q=n / k$ and $2<k<n$. They propose a practical BKZ variant which uses LLLFP algorithm proposed by the authors in the same paper. Furthermore, they show a BKZ reduction algorithm with pruning by presenting a rule to speed up the enumeration process in the enumeration algorithm. The authors state that the algorithm has no polynomial time proof however it behaves well in the practice.

Schnorr and Hörner (1995) develop a pruning rule based on a particular heuristic in order to speed up the enumeration of the short lattice vectors. The improvement yields another BKZ algorithm with pruning, enhancing the enumeration process of the algorithm presented in (Schnorr and Euchner 1994). The authors state that there is no polynomial runtime proof for the proposed variant and perform some applications in order to demonstrate its practicality.

### 5.4.2. Primal/Dual Segment Reduction

Koy (2004) introduces a basis reduction algorithm which works on $k$-blocks. The algorithm is named as the primal/dual segment reduction algorithm, and it runs with the parameters $k, \delta$ in $O\left(n^{3} k^{k / 2+o(k)}+n^{4}\right)$ time, needs to store $n^{2}+O(n)$ lattice vectors and obtains the proven approximation factor $\left(\alpha \gamma_{k}^{2}\right)^{(n / k-1) / 2}$ where in general $\alpha \approx 4 / 3$ and $\delta \approx 1$. The algorithm is feasible for $k \leqslant 50$, and the approximation factor becomes $(k / 6)^{n / k}$ assuming the unproven bound $\gamma_{k} \leqslant k / 6$ for $k \geqslant 24$. In general, primal/dual method achieves better approximation factors than the semi block $2 k$-reduction algorithm, more accurately approximation factor $\approx 1.075^{(n-1) / 2}$, for the same blocksize, since $\gamma_{k}^{2}=\Theta(k)$. However, the semi block $2 k$-reduction algorithm may become superior if is close to the lower bound $\beta_{k}>k / 12$ given by Gama et al. (2006) making $\beta_{k} / \delta \leqslant \sqrt{\alpha} \gamma_{2 k}$. Nevertheless, both algorithms perform equally powerful in approximation of SVP and perform even better $\left(\approx(1.034)^{(n-1) / 2}\right.$ approximation factor)under particular heuristic in (Schnorr 2006a). In addition, it is possible to decrease the approximation factor to $\approx(1.025)^{(n-1) / 2}$ for $k=80$ via replacing the HKZ reduction by the random sampling reduction in (Schnorr 2003) under the mentioned heuristic. The resulting algorithm is highly parallel but has no polynomial runtime proof. Also see

### 5.4.3. $2 k$-Block Rankin Reduction and Transference Reduction

Gama et al. (2006) propose a blockwise basis reduction algorithm called $2 k$ block Rankin reduction which is an improvement to Schnorr's semi block $2 k$-reduction algorithm. The algorithm make use of the Rankin's constant, which is the generalization of the Hermite's constant, playing a similar role to the Schnorr's constant $\beta_{k}$. However, this version of the algorithm is only of theoretical interest because it requires a $k$-Rankin reduction subroutine which solves the half volume problem exactly and the exact solution is not known for the dimensions higher than 4. In order to fill this gap, the authors propose another reduction method which is an approximation algorithm for the half volume problem in dimension $2 k$, called the transference reduction. In dimension $2 k$, it is cheaper than the $2 k$-dimensional HKZ reduction used in the semi block $2 k$-reduction algorithm. The $2 k$-block Rankin reduction algorithm, when plugged with the transference reduction, which utilizes an improved reduction strategy while reducing the large blocks instead of using the HKZ reduction, performs cheaper reductions therefore allows the use of higher $k$. The upper bound on the approximation factor $\approx \beta_{k}^{n /(2 k)} \lesssim k^{n \ln 2 / k}$ is reduced by $\ln 2$-th power to $\approx \gamma_{k}^{n / k} \lesssim k^{n / k}$. An important point concerning this discussion is that the analysis of the Kannan's shortest vector algorithm by Hanrot and Stehlé (2007), has an effect on the approximation upper bounds of semi block $2 k$-reduction algorithm of Schnorr (1987) and the reduction algorithms of Gama et al. (2006) .

### 5.4.4. Slide Reduction

Gama and Nguyen (2008a) present a polynomial-time blockwise reduction algorithm which finds a short vector within the Mordell's inequality, $\gamma_{n} \leqslant \gamma_{k}^{(n-1) /(k-1)}$, which is the natural generalization of the Hermite's inequality, $\gamma_{n} \leqslant \gamma_{2}^{(n-1)}=\sqrt{4 / 3}^{(n-1)}$ achieved by LLL (Lenstra, et al. 1982). The algorithm is called the slide reduction and achieves $(1+\varepsilon) \gamma_{k}^{(n-k) /(k-1)} \approx \gamma_{k}^{(n-k) /(k-1)}$ approximation to SVP. This factor is an improvement of those of (Schnorr 1987, Gama, et al. 2006). However, for $k=$ $O(\log n / \log \log n)$, the approximation factor is similar, specifically $2^{O\left(n(\log \log n)^{2} / \log n\right)}$.

It is also possible to use the probabilistic algorithm in (Ajtai, et al. 2001) within the blocks of size $k$, instead of the deterministic SVP algorithm presented in (Kannan 1987b). In this case, the algorithm runs in randomized polynomial time achieving $2^{O(n(\log \log n) / \log n)}$ approximation for $k=O(\log n)$.

### 5.5. Brief Notes

### 5.5.1. Generalized Blockwise Lattice Basis Reduction

Kaib and Ritter (1994) generalizes the concept of blockwise lattice basis reduction from the $l_{2}$ norm to arbitrary norms and show that

$$
\begin{equation*}
\frac{4}{i+3} \kappa_{k}^{-2 \frac{i-1}{k-1}} \leqslant\left\|\mathbf{b}_{i}\right\| / \lambda_{i} \leqslant \frac{i+1}{4} \kappa_{k}^{2 \frac{n-1}{k-1}} \tag{5.19}
\end{equation*}
$$

is satisfied for all norms where $\kappa_{k}^{2}$ is the generalization of the Hermite's constant $\gamma_{k}$.

### 5.5.2. Improvement on the Nearest Plane Algorithm

Schnorr (1996) improves the nearest plane algorithm, (Babai 1986), by using $B K Z$ reduced bases.

### 5.5.3. Parallel Block Reduction Algorithm

Wetzel (1998) presents a new parallel block-reduction algorithm and thus a hierarchy of parallel lattice basis reduction algorithms between the known parallel all-swap algorithm which is a parallelization for block-size two (or the LLL algorithm) and the reduction algorithm for block size equals the lattice dimension which corresponds to the known sequential lattice basis reduction algorithm.

### 5.6. Referential

For more information on HKZ bases refer to (Lagarias, et al. 1990, Schnorr 1996, Blömer 2000, Pendavingh and van Zwam 2007, Hanrot and Stehlé 2008). Also detailed explanations of blockwise lattice basis reduction algorithms and comparisons between
the most practical reduction algorithms can be found in (Gama, et al. 2006, Schnorr 2006a, 2007, Gama and Nguyen 2008a b).

## CHAPTER 6

## LINKING CRYPTANALYSIS

This chapter aims to provide more insight on the concept of lattice basis reduction in cryptanalysis. To accomplish this, the meaning of good basis and how a good basis is used to (approximately) solve the shortest and the closest vector problems are outlined. Furthermore, a natural and general cryptographic scheme appearing in the lattice based cryptosystems is introduced to demonstrate the straightforward use of lattices in the construction of cryptographic schemes. In addition, two most common heuristics which are used in the cryptanalysis of the lattice based cryptosystems are explained. Following this discussion, several lattice based attacks emphasizing the important role of the lattice basis reduction as a cryptanalytic tool are described and the chapter is concluded.

### 6.1. The Role of the Good Bases

### 6.1.1. Good Bases

As stated before, there is no unique definition of good basis. In general in order to obtain a good or a small basis one could search for a basis where the maximum of the lengths of its vectors is minimized or one could look for a basis where the product of the vector lengths is minimized. For the sake of concreteness, one can define two constants related to a given lattice. Let $\mathbf{B}$ be a lattice basis and let $\Lambda$ be the lattice defined by $L(\mathbf{B})$ of dimension $n$ and degree $m$. Then, if $\mu(\mathbf{B})=\max _{i=1}^{n}\left\|\mathbf{b}_{i}\right\|$ is regarded as a measure for the length of a basis, one can define the smallest basis length in the lattice as

$$
\begin{equation*}
\mu(\Lambda)=\min \mu(\mathbf{B}) \tag{6.1}
\end{equation*}
$$

where $\mathbf{B}$ runs over all bases for the lattice $\Lambda$. Furthermore, if $\delta(\mathbf{B})=$ $\left(\prod_{i=1}^{n} \mathbf{b}_{i} / \operatorname{det}(\Lambda)\right)^{1 / n}$ is the normalized orthogonality defect of a basis, it is possible to define the minimal orthogonality defect of the basis in the lattice as

$$
\begin{equation*}
\delta(\Lambda)=\min \delta(\mathbf{B}) \tag{6.2}
\end{equation*}
$$

here $\mathbf{B}$ runs over all bases for the lattice $\Lambda$. The search for a good basis requires to find a basis $\mathbf{B}$ where either $\mu(\mathbf{B})$ is as close to $\mu(\Lambda)$ as possible or $\delta(\mathbf{B})$ is as close to $\delta(\Lambda)$ as it can get. Furthermore, it is possible to extend the definition of the normalized orthogonality defect and the minimal orthogonality defect to the set of $n$ linearly independent lattice vectors instead of just the basis vectors.

In general, lattice basis reduction algorithms, especially LLL, tend to find more orthogonal and shorter lattice basis than the given input basis, and as suggested by the experimental results they perform better than the proven worst cases.

For a more detailed discussion on the lattice problems related to the basis reduction, see (Micciancio and Goldwasser 2002).

### 6.1.2. Good Bases and Lattice Problems

In general, to solve the shortest or the closest vector problem, one needs to solve the more general problem of lattice basis reduction. The importance of the quality of the lattice basis in the solution of the hard lattice problems such as the shortest and the closest vector problems can be demonstrated simply as follows.

Let the basis $\mathrm{B}=\left\{\mathbf{b}_{1}, \mathbf{b}_{2}\right\}$ and $\mathrm{C}=\left\{\mathbf{c}_{1}, \mathbf{c}_{2}\right\}$ be the two different bases of the same lattice as shown in the Figure 6.1. Using the figure, one can immediately note that

- $\mu(\mathrm{B})<\mu(\mathrm{C})$,
- $\delta(\mathrm{B})<\delta(\mathrm{C})$.

Considering the shortest vector problem, the basis B yields a better approximation to the shortest vector problem. In fact, it can be inferred from the figure that B contains a shortest vector of the lattice. Whereas, the basis C approximates the shortest vector to within a factor of around $\approx 5$.

In order to find the approximate or the exact closest vector to a given target vector, the fundamental parallelepipeds related to the lattice bases are used. Let B be the any basis of a given lattice, then the fundamental parallelepiped, or the fundamental domain, related to the basis $B$ is defined as

$$
\begin{equation*}
F(\mathbf{B})=\left\{\mathbf{B x}: \mathbf{B} \in \mathbb{R}^{m \times n}, x_{i} \in[0,1]\right\} . \tag{6.3}
\end{equation*}
$$



Figure 6.1. Good and Bad Bases.


Figure 6.2. Translated Fundamental Parallelepipeds.

Now consider Figure 6.2, Given the target vector $\mathbf{t}$, in order to find the approximate closest lattice vector to the target vector, the fundamental parallelepipeds related to the bases B and C are translated to wrap the target vector $\mathbf{t}$. The closest vector is approximated as the vertex of the translated fundamental parallelepiped which is closest to the target vector. It is obvious that, for the given target vector in the figure, the close vector approximated using the lattice basis C is farther than the one approximated using the basis B. In fact, the latter vector is the closest lattice vector to the given target vector.

### 6.2. A General Trapdoor Outline

Given a basis for a lattice, it is easy to generate a vector which is close to the lattice. This can be done by generating a lattice vector using the basis and adding some carefully chosen vector to obtain a close vector. However, as implied by the closest vector problem and it variants, to recover the closest lattice vector is not an easy task using an arbitrary lattice basis. Even the approximations, i.e. the close vectors, are not sufficient in case the given arbitrary basis is not reduced properly or a good enough basis can not be found.

For this trapdoor, there are two possibilities to encode the message which can be stated abstractly as follows. Let $\mathbf{v}$ be the generated lattice vector and $\mathbf{d}$ be the added vector which does not belong to the lattice, then a close vector can be obtained as $\mathbf{t}=\mathbf{v}+\mathbf{d}$. At this point, one can encode the message inside the lattice vector $\mathbf{v}$ or inside the chosen non lattice vector $\mathbf{d}$ which is sometimes called the error vector. In both approaches, additional steps are performed to properly, and securely, encrypt the plaintext and decrypt the ciphertext.

The above scheme is outlined here because it poses a clear and an obvious trapdoor which is easy to understand, reflecting the framework of some of the popular lattice based cryptosystems such as GGH (Goldreich, et al. 1997) and NTRU (Hoffstein, et al. 1998, 1999). However, the lattice problem on which the GGH cryptosystem is based is the closest vector problem whereas the NTRU is based on the shortest vector problem and the closest vector problem. Furthermore, it is important to note that, in general, this kind of raw trapdoors are not sufficient to built full fledged cryptosystems without taking further and proper measures to minimize, or if possible remove, the inherent flaws and
the decryption errors (if the scheme is probabilistic) etc., while maintaining the performance / security trade off at a practical level. These measures are generally composed of the specific parameters sets and values together with additional and auxiliary functionality, which almost always change from one construction to another affecting the overall system.

It is not necessary to use a similar approach to the one described above in order to construct a lattice based cryptosystem. For example, Ajtai and Dwork (1997) propose such a cryptosystem (the AD cryptosystem) which is based on a variant of the shortest vector problem where the lattice gap $\lambda_{2} / \lambda_{1}$ is polynomial in the dimension. Although based on a lattice problem, the use of lattices in the AD cryptosystem is not as explicit as the above scheme. The significance of the AD cryptosystem is that it enjoys an interesting security proof on the worst case hardness of the underlying shortest vector problem and this type proofs are not present in other lattice based or non lattice based public key cryptosystems in general.

As a remark, it should be mentioned that the AD and GGH cryptosystems are broken for all choice of parameter values where the schemes are practical, whereas the NTRU cryptosystem still remains unbroken after being subject to slight changes over time.

### 6.3. Important Heuristics in Practice

### 6.3.1. Gaussian Heuristic

In a full rank lattice with dimension $n$, the number of lattice points in the centered ball of radius $r$ at the origin can be approximated as the number of fundamental parallelepipeds inside the ball. Thus, the number of such lattice points corresponds to

$$
\begin{equation*}
\approx \frac{\operatorname{vol}\left(B_{n}(\mathbf{0}, r)\right)}{\operatorname{vol}(P(\mathrm{~B}))} \tag{6.4}
\end{equation*}
$$

This approach is more justifiable if the ball is centered at the origin, the radius grow to infinity and the dimension (or degree) of the lattice is sufficiently large. If one chooses the radius so that

$$
\begin{equation*}
\operatorname{vol}(P(\mathrm{~B}))=\operatorname{det}(L(\mathrm{~B})) \approx \operatorname{vol}\left(B_{n}(\mathbf{0}, r)\right) \tag{6.5}
\end{equation*}
$$

where, heuristically, it can be deduced there is a non zero lattice point in the ball. Therefore, the expected length of the shortest vector in the lattice is less than the radius of the ball. The volume of the $n$-dimensional ball or radius $r$ is

$$
\begin{equation*}
\operatorname{vol}\left(B_{n}(\mathbf{0}, r)\right) \approx\left(\frac{2 \pi e}{n}\right)^{n / 2} r^{n} \tag{6.6}
\end{equation*}
$$

and when the volume of the ball and the lattice are equal,

$$
\begin{equation*}
\operatorname{det}(L(\mathrm{~B})) \approx\left(\frac{2 \pi e}{n}\right)^{n / 2} r^{n} \tag{6.7}
\end{equation*}
$$

Solving the approximate equality for the radius $r$ yields

$$
\begin{equation*}
r \approx \sqrt{\frac{n}{2 \pi e}} \operatorname{det}(L(\mathrm{~B}))^{1 / n} \tag{6.8}
\end{equation*}
$$

Therefore, according to Ajtai (2002), a random full rank lattice $\Lambda$ satisfies the following properties based on the Gaussian heuristic with an extremely high probability.

- $\lambda_{1}=\lambda_{1}(\Lambda)=\min _{\mathbf{v} \in \Lambda-\{\mathbf{0}\}}\|\mathbf{v}\| \approx \sqrt{\frac{n}{2 \pi e}} \operatorname{det}(\Lambda)^{1 / n}$
- $\min _{\mathbf{v} \in \Lambda-\{\mathbf{0}\}}\|\mathbf{v}-\mathbf{t}\| \approx \sqrt{\frac{n}{2 \pi e}} \operatorname{det}(\Lambda)^{1 / n}$ where $\mathbf{t}$ is a random target vector.

Furthermore, with a high probability, the length of the shortest vector in a lattice lies between

$$
\begin{equation*}
\sqrt{\frac{n}{2 \pi e}} \operatorname{det}(\Lambda)^{1 / n} \quad \text { and } \quad \sqrt{\frac{n}{\pi e}} \operatorname{det}(\Lambda)^{1 / n} \tag{6.9}
\end{equation*}
$$

See (Hoffstein, et al. 1998, Silverman 2006).

### 6.3.2. Kannan's Embedding Heuristic

An important strategy in practice to solve the closest vector problem is the Kannan's embedding method (Kannan 1987b, Nguyen 1999, Micciancio and Goldwasser 2002). The method is not provable in general and therefore may fail to find the closest vector. It can be used when the target vector is very close to the lattice to find a closest vector by using an algorithm to solve the (unique) shortest vector problem. The outline of the method is as follows.

Given a $n$ dimensional and $m$ degree lattice with the basis $\mathrm{B}=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right\}$, and a target vector $\mathbf{t} \in \mathbb{R}^{m}$, it is possible to embed the $n$ dimensional lattice in $\mathbb{R}^{m}$ to another lattice with $n+1$ dimension in $\mathbb{R}^{m+1}$. The new lattice is spanned by the basis
$\left\{\left(\mathbf{b}_{1}, 0\right), \ldots,\left(\mathbf{b}_{n}, 0\right),(\mathbf{t}, c)\right\}$ where the coefficient $c$ is determined depending on the lattice (in many cases $c=1$ ). Experiments suggest that

- the shortest vector of the new lattice is in the form $(\mathbf{t}-\mathbf{v}, c)$ where $\mathbf{v}$ is a closest vector to $\mathbf{t}$ in the original lattice,
- the second minimum of the new lattice corresponds to the first minimum of the original lattice,
if the distance to the lattice is smaller than the length of the shortest vector. In fact, to recover $(\mathbf{t}-\mathbf{v}, c)$ it is sufficient to approximate the shortest vector problem within a factor of $\lambda_{1} /\|\mathbf{t}-\mathbf{v}\|$. Also see (Fischlin and Seifert|1999).


### 6.4. Cryptanalytic Considerations and Lattice Attacks

### 6.4.1. Brief Considerations

In the lattice based public key cryptosystems, the typical elements which give rise to the cryptanalytic weaknesses can roughly be listed as follows.

- The structure of the lattice used.
- The choice of systems parameters.
- The key generation, encryption and decryption processes.
- The non-hardness of the underlying problem.

Although listed separately, these issues are closely related to each other. Generally speaking, there are some certain classes of lattices which seems to be more secure compared to the other classes. The failure in the selection of the appropriate lattice results in the exploitation of the lattice structure in terms of cryptanalytic attacks. The properties of the selected lattice are also related to the proper choice of the system parameters which in almost all cases directly affects the level of security. Furthermore, perhaps more than the other contemporary public key cryptosystems, the lattice based public key cryptosystems, relies on the properly determined parameters. These parameters have great impact on the practicality and the security of the system. In addition, being related to the
chosen runtime parameters, the flaws in the key generation, encryption and decryption processes may compromise the security of the cryptosystem seriously. It might be possible to reduce the hard problem instance used in the process to an easier instance of the same or another problem, after performing some straightforward computations due to the flawed mechanism. Another important thing is whether the hardness assumption of the problem which is used in the construction of the trapdoor is valid or not. For example, although a certain problem has hardness proof, it does not mean that all instances of the problem are equally hard or all the variants of the problem satisfy the same hardness level or conditions. Therefore, assuming that the underlying problem is hard in case it is not comes at the expense of practicality, performance and security.

### 6.4.2. Lattice Attacks

Aside from the general cryptanalytic attacks, there are also lattice attacks on the lattice based public key cryptosystems, striving to solve approximately or exactly the underlying lattice problem which is in general the shortest vector problem or the closest vector problem or a variant of any of them. Although, being different from one lattice based public key cryptosystem to another, it is possible to describe the lattice attacks simply as follows.

### 6.4.2.1. Lattice Attacks on the Private Key

The private key described in the aforementioned scheme is a good basis of the lattice. It might be possible to recover a good basis by using the reduction algorithms. However, in general, such approaches are not practical due to the system specifications.

On the other hand, sometimes it is possible to represent the private key as a short vector in the lattice for practicality. The key still functions as a good lattice basis however it is just more compact. A similar case arises in NTRU (Hoffstein, et al. 1999). The underlying problem is the approximate shortest vector problem where the private key is encoded in a short lattice vector in a lattice which is slightly modified form of the original. The lattice basis reduction algorithms can be used to recover the private key after performing some extra computations to minimize the recovery time such as
balancing the lattice.
It is important to note that, to obtain some insight on the vulnerability of the private key, and thus on how the basis reduction algorithms will perform, measuring of how far a lattice differs from a random lattice is a good approach. In case the private key is a short vector, the Gaussian heuristic is useful to do this.

### 6.4.2.2. Lattice Attacks on the Message

It is expected that the vulnerability of message should be close to the vulnerability of the private key so that the basis reduction or the lattice attacks will have equally difficult time and there will be nontrivial exploits.

It might be possible to recover the message by solving the closest vector problem with some proper measures. In general, the cryptosystems are specified in a such way that exactly solving the underlying problem (at least directly) is highly impractical and requires extensive computation. At this point, the reduction algorithms come handy. It might be possible to combine the inherent flaws in the encryption process with the Kannan's embedding heuristic outlined before and solve the shortest vector approximately and retrieve the close lattice vector where the message is encoded. This is the way how Nguyen (1999) breaks the GGH cryptosystems in its original form in (Goldreich, et al. 1997), using two weaknesses related to the encryption process where the first one is the relatively short length of the error vectors compared to the lattice vectors and the other is the flawed way of choosing the entries of the error vectors. The first weakness causes the basis reduction algorithms to be applied practically to recover the close vector and the second one allows the simplification in the underlying closest vector problem. Although, according to the practical behaviour of the reduction algorithm used, it might be possible to break the cryptosystem even if no serious flaws are existent.

In the NTRU cryptosystem, a similar situation to the one described in recovering the NTRU private key arises. The message vector can be encoded in a short lattice vector in a slightly different lattice and lattice basis reduction algorithms can be applied to solve the approximate shortest vector problem.

### 6.4.2.3. Lattice Attacks on a Spurious Key

This approach is firstly proposed for the cryptanalysis of the NTRU cryptosystem in (Coppersmith and Shamir 1997). It requires finding a sufficiently short vector which will as the private key during the decryption rather than finding the private key itself. In particular, it can be possible to find several vectors (not as short as the private key) which can be used to decrypt the message partially. Then, these partial decryptions are pieced together to get the full decryption. This approach is practical if the time required to find the spurious key is significantly less than the time required to find the private key.

### 6.4.2.4. An Example of Exploiting the Lattice Structure

May (1999) exploits the structure of the special class of lattices used in the NTRU cryptosystem and proposes a lattice based attack. The attack aims to make the lattice gap as big as possible so that heuristically the approximation to the shortest vector within a factor will yield the shortest vector itself, i.e. the private key. To do this, another class of lattices, which have reduced dimension and satisfy some certain conditions, are inferred from the Coppersmith-Shamir lattices, see (Coppersmith and Shamir 1997, Hoffstein, et al. 1999). Furthermore, the generalization of this approach is also discussed in (May and Silverman|2001).

Note that the discussed attacks are in general tightly related to the structure of the particular cryptosystems. However, in all attacks, the lattice basis reduction algorithms play crucial role together with some certain heuristics. Furthermore, it might also be possible to improve the general cryptanalytic attacks, such as the chosen ciphertext attacks, the partial information attacks and the brute force attacks, using the lattice algorithms depending on the chosen lattice based public key cryptosystem.

### 6.5. Referential

For more information on lattice based cryptography and improvements refer to (Ajtai and Dwork 1997, Dwork 1998, Goldreich, et al. 1997, Hoffstein, et al. 1999, Cai and Cusick|1999, Sakurail2000, Micciancio|1999, 2001a, Regev 2004b, 2005, Ajtai

2005, Paeng, et al. 2002, Kawachi, et al. 2007, Peikert and Waters 2007, Gentry, et al. 2007, Micciancio 2007). The cryptanalysis of and lattice based attacks on the various lattice based cryptographic constructions can be found in (Coppersmith and Shamir 1997, Nguyen and Stern 1998, May 1999, Nguyen 1999, Gentry 2001, Gentry and Szydlo 2002, Nguyen and Regev 2006, Han, et al. 2007). Furthermore, lattices are important tools for the cryptanalysis of non lattice based constructions and details can be found in (Joux and Stern 1998, Nguyen 2001, Micciancio 2002, Nguyen 2008). As a last note, reader should refer to (Gama and Nguyen 2008b) for significant assessments on how lattice basis reduction methods behave in practice arousing security and efficiency implications on the cryptanalytic and cryptographic perspectives.

## CHAPTER 7

## AN EVALUATION FOR EXPERIMENTS

As mentioned before, the lattice basis reduction algorithms, in practice, perform much better than the expected (and proved) worst case bounds in terms of running time and output quality. This phenomenon affects the understanding of the current concepts of the basis reduction and the reduction algorithms, and shows that more insight should gained on what is really going on behind these algorithms. The aim of this section is to provide practical assessments on the most popular variants of the LLL and BKZ lattice basis reduction algorithms. To do this, the works of Nguyen and Stehlé (2006), Gama and Nguyen (2008b) are exploited.

### 7.1. Importance of the Practical Assessments

Assessments of the practical performance of the lattice basis reduction algorithms are necessary and important for many reasons. Some of these reasons can be stated as follows.

- Although experimental, it has been a fact that the lattice basis reduction algorithms perform much better in practice.
- The use of various heuristics in different algorithmic variants brings forth the necessity of the experimental measurements.
- New heuristics, which can be used to further speed up the reduction process, may be revealed, playing a role in the proposition of new reduction schemes.
- The experimental measurements and observations may reveal new information on the practical hardness of the main lattice problems and enable the comparison of the various computational hardness assumptions used in theoretical lattice-based cryptography.
- The observations may also reveal some classification among different lattice
classes, such as hard and easy lattice instances. Thus, several adjustments can be performed on the choice of parameters in the cryptographic schemes in order to strengthen the security level of the instance.
- The practical assessments are likely to allow discovery of the differences and similarities between the practical and the theoretical behaviour of the reduction algorithms.
- The assessments can be used to draw the limits on what is achievable by the use of today's algorithms.

Furthermore, it is important to note that the most commonly used reduction algorithms in practice are not the classical version of the LLL algorithm (Lenstra, et al. 1982) and the BKZ algorithm (Schnorr 1987). Instead, the use of variants of these algorithms proposed in (Schnorr and Euchner 1994) are still preferred widely by cryptanalysts and mathemticians etc, because these algorithms have managed to uphold their practical superiority against the many other heuristic and theoretic variants which have been introduced since then.

### 7.2. Preliminary Remarks

Nguyen and Stehlé (2006) are the firsts to give a detailed and clearer explanation on the average case behaviour of the LLL reduction algorithm by performing extensive experiments and proposing heuristic arguments assessing the practicality of the algorithm (and some of its variants). Furthermore, Gama and Nguyen (2008b) extend the study to the most popular reduction algorithms in the practice, namely LLL (Lenstra, et al. 1982), LLL with deep insertions (Schnorr and Euchner 1994) and BKZ variant in (Schnorr and Euchner 1994). The authors discover very important experimental results on the limits of what today's most practical reduction algorithms can achieve. Shortly, they show that the lattice basis reduction algorithms are very optimistic in practice and state that the current algorithms, achieve the approximation factor of $\leqslant 1.01^{n}$ on the average and $\leqslant 1.02^{n}$ in the worst case. Furthermore, it is concluded that to prevent reduction algorithms to take advantage of the lattice structure of the worst cases, dimension should be very high.

In order to perform solid experiments, one needs to use mathematically sound concept of randomness in lattices. Such concepts are also discussed and utilized in (Nguyen and Stehlé 2006, Gama and Nguyen 2008b), and will shortly be introduced here.

The concept of random lattices is a mathematically sophisticated subject. As stated by Nguyen and Stehlé (2006), one might select a randomly generated lattice which is used in a particular application such as algorithmic number theory or cryptography. However, it should be noted that this type of lattices may not be random in the mathematical sense. For example, in cryptanalysis, lattices to which reduction algorithms are applied generally have their first minimum much shorter than all the other minima. Nevertheless, it can be beneficial to restrict the selection of lattices from a particular class to discuss the practicality of the reduction algorithms in the problems where the chosen particular subset is significant. Ajtai (2002), Goldstein and Mayer (2003) provide efficient means to generate lattices in a mathematically random sense. The random lattices satisfy the following approximate equality based on the Gaussian heuristic with an extremely high probability,

$$
\begin{equation*}
\frac{\lambda_{1}(L)}{\operatorname{vol}(L)^{1 / n}} \approx \frac{\Gamma(1+n / 2)^{1 / n}}{\sqrt{\pi}} \approx \sqrt{\frac{n}{2 \pi e}} . \tag{7.1}
\end{equation*}
$$

Once a lattice is selected, one needs to choose a lattice basis out of infinitely many possible choices in random. In this case, however, there is no clear definition of a random basis. It may be expected that the random basis consists of long vectors and is not reduced. As a random basis, one might use the Hermite normal form (HNF) of the lattice since it gives relatively less information on the lattice and can be computed in polynomial time. However, HNF of some lattices may have some special properties (for example, the HNF of NTRU lattices (Hoffstein, et al. 1998) are reduced in some sense). Another option could be to use the heuristic approach of Goldreich et al. (1997) which is the transformation of the secret basis into an equivalent large public basis by randomly multiplying with the generators of special linear group over the set of integers, i.e. the set of integer matrices with determinant 1 . Unfortunately, in this approach, it is difficult to control the size of the entries and theoretical results are hard to obtain. On the other hand, a promising and less heuristic approach is presented in (Nguyen and Stehlé 2006). The approach considers the full-dimensional integer lattices. If the norm bound of the basis is much greater than the $n$-th root of the lattice determinant, i.e. $B \gg(\operatorname{det} \Lambda)^{1 / n}$,
it is possible to sample efficiently and uniformly lattice points whose norms are bounded by $B$. (Ajtai 1996) (Klein (2000) also proposes a sound way to sample lattice vectors, see also (Gentry, et al. 2007, Nguyen and Vidick 2008)). The sampled points are linearly independent with an extremely high probability, however they do not necessarily form a basis for the lattice. To lift this set of linearly independent vector to a lattice basis, (Ajtai 1996) or lemma 7.1 of (Micciancio and Goldwasser 2002) can be used. The produced basis has the norm bound $(\sqrt{n} / 2) B$.

Another important notion is the random reduced basis. Nguyen and Stehlé (2006) discuss different concepts of random LLL reduced bases. It seems convenient to adapt their practical definition. The procedure is to choose a random lattice and select a random basis, and then apply the decided reduction algorithm to obtain the reduced basis. In mathematical sense, the reduced basis may not be random. The selection of a random basis is crucial, since it affects the outcome and the resulting distribution. If an already reduced basis is selected as a random basis, the output will be atypical.

### 7.3. Experimental Details

The main purpose of the remaining sections is to perform experiments on the most popular variants of the LLL and BKZ lattice basis reduction algorithms in order to observe the effects of the common parameter on the their practical behaviour in terms of running time and the achieved SVP approximation factor constant. To do this:

- Random knapsack lattices are used. The basis vectors are selected as the rows of the randomly generated $n \times(n+1)$ matrices of the form

$$
\left[\begin{array}{c}
\mathbf{b}_{1}  \tag{7.2}\\
\mathbf{b}_{2} \\
\vdots \\
\mathbf{b}_{n}
\end{array}\right]=\left[\begin{array}{ccccc}
k_{1} & 1 & 0 & \ldots & 0 \\
k_{2} & 0 & 1 & \ldots & 0 \\
\vdots & 0 & 0 & \ddots & 0 \\
k_{n} & 0 & 0 & \ldots & 1
\end{array}\right]
$$

where $\left\|\mathbf{b}_{i}\right\| \leqslant B$ for $i=1, \ldots, n$.

- The size parameter $\log B$ is kept fixed, $\log B \approx 128$ bits.
- Gaussian heuristic is used to calculate the SVP approximation factor constant,
which is defined as

$$
\begin{equation*}
a=\left(\frac{\left\|\mathbf{b}_{1}\right\|}{\lambda_{1}(L)}\right)^{1 / n} \approx\left(\frac{\left\|\mathbf{b}_{1}\right\|}{\operatorname{vol}(L)^{1 / n}} \sqrt{\frac{2 \pi e}{n}}\right)^{1 / n} \tag{7.3}
\end{equation*}
$$

Furthermore, the following libraries are benefited from in order to perform the mentioned tasks.

- NTL ${ }^{11}$ version 5.4.2 is used to perform experiments on variants of the most practical the lattice basis reduction algorithms, namely LLL_XD, LLL_XD with deep insertions (LLL_XD_DEEP) and BKZ_XD which uses Gram-Schmidt orthogonalization and extended exponent doubles (see the library documentation).
- FPLLL ${ }^{[2]}$ version 2.1.6 is used for random lattice basis generation. However, the basis generation code is slightly modified and extended for the process.
- GMP ${ }^{3}$ version 4.2.2 and MPFR $^{4}$ version 2.3.1 are used for the underlying big integer and floating point number arithmetic.

As for the experimentation environment, a personal computer with P4 (Dual Core) 1.8Ghz 64 bit CPU, 1 GB RAM and Fedora Core 7 operating system is used. The obtained results are collectively given in Chapter 8 as conclusions.
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## CHAPTER 8

## CONCLUSION

In this chapter, the experimental results are demonstrated considering the remarks made in the previous chapter. Furthermore, some comments are provided regarding the complementary studies which can be performed in the future.

### 8.1. Observations and Results

This section presents the results of the experiments which are performed by selecting the delta parameter among the set of values $\{0.5,0.51,0.6,0.7,0.8,0.9,0.99\}$. Furthermore, during the experiments

- The deep parameter of the LLL with deep insertion algorithm is ranged from 10 to 50 in increments of 10 .
- The blocksize parameter of the BKZ algorithm is varied from 10 to 30 in increments of 5 .
- The dimension parameter $n$ is ranged from 50 to 300 in increments of 50 in case of LLL and LLL with deep insertion algorithms, and from 50 to 100 in increments of 10 in case of BKZ algorithm.


### 8.1.1. LLL_XD

The running times and approximation factor constants achieved by LLL_XD are given in Figures A. 1 and A.2 respectively.

The running time of LLL XD can be bounded by a polynomial function in $n$. This can be derived from Figure A.1(a). The logtime values, i.e. the timings plotted in logarithmic scale, in the figure have decreasing slopes, which implies a polynomial runtime in $n$. Furthermore, Figure A.1(b) shows that, although the running time seems to be exponential in delta when the logarithmic plot is examined, in practice, the effect
of delta on the running time of LLL_XD is relatively less significant especially when $n$ gets larger since the speed up values for decreasing delta are greater in lower $n$ values.

The SVP approximation factor constants achieved by LLL_XD are given in Figure A.2. For fixed delta, $a$ values seem to converge to as $n$ increases. In addition, as shown in Figure A.2(b), $a$ values decrease as with increasing delta for fixed $n$. The difference between achieved $a$ values for high and low $n$ (delta) is remarkable and these values get closer as delta ( $n$ ) increases. One may find the decline in the approximation factor constants unexpected, however it has a straightforward explanation. In case of fixed $n$, the value of $a$ is directly controlled by $\left\|\mathbf{b}_{1}\right\|$, and $\left\|\mathbf{b}_{1}\right\|$ decreases as delta increases. On the other hand, when delta is fixed, the value of $a$ is mainly controlled by $n$. Since size parameter $\log B$ is fixed, $\left\|\mathbf{b}_{1}\right\|$ has no apparent monotonic behaviour, and, in general, the increasing effect of the $\operatorname{vol}(L)^{1 / n}$ is slightly dominated by the decreasing effect of $\sqrt{n}$ Even if the value of $a^{n}=\left(\left\|\mathbf{b}_{1}\right\| / \operatorname{vol}(L)^{1 / n} \sqrt{2 \pi e / n}\right)$ tends to increase, this increase is not sufficient to overcome the effect of taking the $n$-th root.

### 8.1.2. LLL_XD_DEEP

Figures B. 1 through B. 6 summarize the main parameters and their effect on the runtime of LLL_XD with deep insertions (or shortly LLL_XD_DEEP).

Figures B. 1 and B. 2 show that the running time of LLL_XD_DEEP is polynomial in $n$ since the slopes of log graphs in the figure have decreasing tendencies. One might note that, in higher $n$, the curves in the figure tend to be linear, which is also more apparent when delta is higher. Nevertheless, this is not sufficient to state that the running time is be exponential or super-polynomial. Therefore, further experiments can be performed by increasing $n$ in smaller increments in order to draw stronger conclusions.

The previous literature, such as (Gama and Nguyen 2008b), on the subject states that LLL_XD_DEEP has running time exponential in deep. However, according to the observations shown in Figures B. 3 and B. 4 , the running time can be bounded by a polynomial function in deep for random knapsack lattices. In addition, it can be noted that when $n$ gets larger, the shape of the timing curves becomes more similar to those of the exponential curves. This is more apparent for high delta. These arguments arouse the question whether the knapsack lattices are easier to reduce on the average.

The effect of delta on the runtime can better be observed in the graphs in Figures B. 5 and B.6. It is shown that, for fixed fixed deep and $n$, the runtime of LLL_XD_DEEP seem to be $O(-1 / \log ($ delta $))$. The graphs show that a take-off seems to occur after around delta $=0.90$, and it is more apparent and sharper for larger deep and/or $n$ values. Further experiments yield the fact that this take-off generally occurs around delta $\approx 0.96$.

The SVP approximation factor constants, $a$ values, achieved by LLL_XD_DEEP with respect to the parameters $n$, deep and delta are give in Figures B. 7 through B.12.

Figures B. 7 and B. 8 show that the achieved approximation factor constants decrease and slowly converge to 1 as $n$ increases. However, it should be noted that there is a frequently observed exceptional circumstance when $n$ is sufficiently low. In the experiments, it is observed that, LLL_XD_DEEP for $n=50$ achieves better $a$, than those achieved by higher $n$ for almost all fixed deep and delta values. The achieved constants may even beat those of $n=300$. This can be justified as follows. As $n$ increases, $a^{n}$ increases as usual. However, since $a^{n}$ values are already very low for sufficiently small $n$ such as $n=50$, the effect of taking $1 / n$-th power does not suffice to obtain lower $a$ values for bigger $n$ than those of sufficiently small $n$. Thus, for such small $n$, lower $a$ values are calculated. This occurrence is more visible when deep becomes larger. However, as deep increases, one needs higher delta to beat larger $n$. On the other hand, for $n \geqslant 100$, the steady decrease in $a$ values can be explained as in the discussion for LLL_XD in the previous section.

The SVP approximation factor constants are also noted to be convergent with deep as implied by Figures B. 9 and B.10. Unlike they do with respect to $n, a$ values converge relatively faster with respect to deep. It can bee seen from the figure that, for fixed $n$ and delta, increasing deep value after some certain point may not help to improve the achieved approximation factor constants practically. If existent, this certain point varies according to the chosen $n$ and delta, and it seems to inrease for higher values of $n$ and delta.

As for the effect of delta on the achieved $a$ values, Figures B. 11 and B. 12 can provide some insight. Obviously, if one increases delta, smaller $a$ values are obtained. Furthermore, the decreasing $a$ curves seem to be linear except for $n=50$, which is already discussed above in this section.

Considering the discussion made so far, the following remarks hints on the pos-
sible means to exploit the results of the experiments.

- Instead of using high end delta values, one may choose to relax delta and increase the value of deep parameter to possibly achieve approximation factor constants which are as good or slightly worse. However, in this process, it is important to keep in mind that raising delta beyond $\approx 0.96$ greatly increases the running time, and increasing deep beyond some certain point may not improve the achieved $a$ values, while causing a possible decline in the runtime performance.
- Another way to achieve better results is to increase the dimension of the lattice. If one can devise a way to efficiently embed a given low dimensional lattice to that of high dimension, it might be possible to obtain better approximation factor constants. The crucial point is that, during the embedding process, particular lattice properties, such as the value of the size parameter and the type of the lattice etc., should remain unchanged, although it might be possible to tolerate slight changes.
- It is important to note that it might be possible to combine the remarks made above. While performing these kind of attempts to increase the runtime performance or the achieved approximation factor constants, one should carefully choose the parameter values after measuring the trade-offs and thoroughly analyzing the problem at hand so that unexpected outcomes can be avoided.


### 8.1.3. BKZ XD

The running time of BKZ_XD with respect to $n$, blocksize and delta parameters are shown in Figures C.1 through C.6.

It is shown in Figures $[\mathbf{C} .1$ and C .2 that the running time of BKZ_XD is polynomial in $n$ when blocksize parameter is low, such as blocksize $<20$. However, as it is further increased, running time for low and high end delta values begin to get super-polynomial. It can be seen that for blocksize $>20$, BKZ_XD is exponential in $n$ for delta $=0.5$, and for blocksize $=30$, BKZ_XD is exponential for delta $=$ $0.5,0.6,0.99$. One should also note that no measurements are taken for delta $=0.5,0.6$ when blocksize $=30$. This implies that BKZ_XD is highly impractical for small when blocksize is high.

Running time of BKZ_XD seem to be super-exponential in blocksize for all values used in the experiments. When Figures C.3 and C.4 are examined, it can be observed that there is a sudden increase in the running time after blocksize $\approx 20$. For low end delta values, such as 0.5 and 0.6 , the increase is more apparent and occurs at relatively smaller blocksize values. In addition, for larger $n$, the increase for high end delta values, such as 0.99 , also shows significant growth. One can also derive that BKZ_XD for blocksize $\geqslant 30$ is highly impractical for low and high end delta values in high dimensions.

Figures C. 5 and C. 6 show the effect of delta in the running time of BKZXD. It is clear that as delta gets closer to 1 , the running time increases. For moderate and large values of blocksize, the running time seems to be $O(-1 / \log ($ delta $))$ when delta is sufficiently large. Moreover, though it has already been mentioned, one can more clearly observe that low and high end delta values cause a significant increase in the running time as blocksize values get larger or in higher $n$. Therefore, it is natural to state that BKZ_XD might still be practical for higher blocksize values such as blocksize $>30$ in relatively higher dimensions, if delta values are chosen moderately.

As for the achieved SVP approximation factor constants, Figures C. 7 through C. 12 provide some insight.

In the experiments, no general pattern emerges concerning the behaviour of achieved $a$ values with respect to the parameter $n$. However, it is observed relaxation of delta causes apparent fluctuations and the $a$ vs. $n$ curves seem to be relatively more stable, and increasing proportional to $n$, for larger values of delta. It is noted that more experiments are likely to smoothen the curves, which turn out to be linear, for moderate and large values of delta. Furthermore, the cause of the increase in the achieved constants can be stated as follows. Due to the nature of BKZ_XD, the growth of the calculated $a^{n}=\left(\left\|\mathbf{b}_{1}\right\| / \operatorname{vol}(L)^{1 / n} \sqrt{2 \pi e / n}\right)$ values is high enough that taking the $n$-th root to obtain the SVP approximation factor constants is not sufficient to cause a decline with the increasing $n$. As usual, selecting $\log B$ to be fixed and using knapsack lattices (may) all have certain effects on this occurrence.

The effect of blocksize parameter on $a$ is given in Figures C. 9 and C. 10 . Since the blocksize controls the quality of the computed bases, the value of $a$ decreases with the increasing blocksize. This directly leads to decreasing curves in the figure. As in the
previous discussion, increasing the number of experiments smoothen the curves to be more linear.

The delta parameter also affects the constants achieved by BKZ_XD. One may obtain better $a$ values by increasing the value of delta, since computed $\left\|\mathbf{b}_{1}\right\|$ values have a tendency to decrease. This leads to the graphs shown in Figures C. 11 and C.12,

The outcomes of the experiments show that one can consider the following remarks as means to improve the runtime or the achieved approximation factor constants of BKZ_XD reduction.

- Since BKZ_XD seems to be very impractical for blocksize $\geqslant 30$ especially for large values of delta, it might be possible to achieve equivalently good constants in reasonable time by keeping the chosen delta values moderately large and increasing the value of the blocksize parameter beyond 30 .
- If one manages to find a way to reduce the dimension of the lattice while keeping the lattice properties, such as the type of the lattice and the size parameter $\log B$ etc., (relatively) intact, the achieved approximation factor constants can be improved as well as the runtime performance.
- As noted already, it might be possible to use these type of strategies in combination with each other.


### 8.1.4. A Short Comparison

A comparison of the running times and achieved approximation factor constants of LLL_XD, LLL_XD_DEEP with deep $=10,30,50$ and BKZ_XD with blocksize $=$ 10,20,30, in fixed dimension $n=100$, are given in Figure D. 1 and D. 2 respectively.

Figure D. 1 shows that LLL_XD_DEEP and BKZ_XD for small delta and blocksize values are much closer to LLL_XD in terms of runtime performance. Furthermore, the impracticality of BKZ_XD with blocksize shows that one may prefer to use LLL_XD_DEEP, since it is still possible to increase the deep parameter beyond 50 to obtain better obtain a reasonable runtime performance while achieving better $a$ values and higher dimensions.

It can be seen from Figure D.2(b) that as deep and blocksize parameters are in-
creased, both LLL_XD_DEEP and BKZ_XD achieve similar approximation factor constants. This gives even more reason to prefer LLL_XD_DEEP over BKZ_XD. However, one should keep in mind the reduction strategies noted in the previous sections, which include the relaxation of delta values and increasing deep and blocksize parameters for LLL_XD_DEEP and BKZ_XD respectively, can still be useful to increase the performance of both reduction mechanisms.

### 8.2. Future Studies

Throughout this study, the most famous lattice basis reduction algorithms are examined in terms of theoretical and practical perspectives while considering their cryptanalytical aspects. The results of the experiments demonstrated in the previous section yield some preliminary practical assessments on the effects of the common delta parameter on the most famous and efficient variants of the LLL and BKZ basis reduction algorithms. It should be noted that, the experiments are performed upon random knapsack lattices where $\log B$ is fixed and the outcomes arouse a couple of questions.

First, it might be convenient to find out whether the decrease in the achieved approximation factor constants for LLL_XD and LLL_XD_DEEP as the dimension of the lattices increases stems only from the fact that $\log B$ is fixed and the lattice are of knapsack type. It might be fruitful to research whether there are other types of lattices which display similar behaviour or whether this occurrence is exploitable in any other way.

Next, it is noted that in sufficiently low dimensions the approximation factor constants achieved by LLL_XD_DEEP surpasses some of the constants achieved in higher dimensions. It is possible that this happens due to the fact that, with respect to the chosen values, the lattice dimension $n$ is too low and thus unexpectedly good values are obtained. Nevertheless, before coming to a strict conclusion, one should investigate whether this experimental occurrence is recurring in much higher dimensions or in other type of lattices.

Also, the runtime behaviour of LLL_XD_DEEP on random knapsack lattices points out that the knapsack lattices may be easier to reduce on the average with respect to other types of lattices. It might be useful to classify the lattices in such a way
that different reduction strategies can be followed for different lattice classes.
Finally, the experiments show that the effect of delta on the runtime performance and the output quality of the algorithms, especially LLL_XD_DEEP and BKZ_XD, is significant. When careful measures are taken, these algorithms may yield better results running with even higher deep and blocksize parameters in higher dimensions.

In the light of the above remarks, it seems to be useful to extend the discussion to other types of lattices and perhaps to also investigate the distribution of $\left\|\mathbf{b}_{1}\right\|$ and $\operatorname{vol}(L)^{1 / n}$ values and the Gram-Schmidt coefficients etc. in order to obtain better idea on the output quality of the considered algorithms. The possible criterion and background which might be helpful to perform such a research can be found in (Backes and Wetzel 2002, Nguyen and Stehlé 2006, Gama and Nguyen 2008b).
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## APPENDIX A

## LLL XD GRAPHS



Figure A.1. Running times of LLL_XD.


Figure A.2. Approximation factor constants of LLL_XD.

## APPENDIX B

## LLL XD DEEP GRAPHS



Figure B.1. Running times of LLL_XD_DEEP in $n$ (1).




Figure B.2. Running times of LLL_XD_DEEP in $n$ (2).




Figure B.3. Running times of LLL_XD_DEEP in deep (1).




Figure B.4. Running times of LLL_XD_DEEP in deep (2).



Figure B.5. Running times of LLL_XD_DEEP in delta (1).


Figure B.6. Running times of LLL_XD_DEEP in delta (2).


Figure B.7. Approximation factor constants of LLL_XD_DEEP in $n$ (1).


Figure B.8. Approximation factor constants of LLL_XD_DEEP in $n$ (2).




Figure B.9. Approximation factor constants of LLL_XD_DEEP in deep (1).




Figure B.10. Approximation factor constants of LLL_XD_DEEP in deep (2).


Figure B.11. Approximation factor constants of LLL_XD_DEEP in delta (1).


Figure B.12. Approximation factor constants of LLL_XD_DEEP in delta (2).

## APPENDIX C

## BKZ XD GRAPHS




Figure C.1. Running times of BKZ_XD in $n$ (1).




Figure C.2. Running times of BKZ_XD in $n$ (2).




Figure C.3. Running times of BKZ_XD in blocksize (1).




Figure C.4. Running times of BKZ_XD in blocksize (2).


Figure C.5. Running times of BKZ_XD in delta (1).




Figure C.6. Running times of BKZ_XD in delta (2).



Figure C.7. Approximation factor constants of BKZ_XD in $n$ (1).




Figure C.8. Approximation factor constants of BKZ_XD in $n$ (2).




Figure C.9. Approximation factor constants of BKZ_XD in blocksize (1).




Figure C.10. Approximation factor constants of BKZXD in blocksize (2).



Figure C.11. Approximation factor constants of BKZ_XD in delta (1).




Figure C.12. Approximation factor constants of BKZ_XD in delta (2).

## APPENDIX D

## COMPARISON GRAPHS


(a) fixed $n=100$

(b) a closer look

Figure D.1. Comparison of running times.


Figure D.2. Comparison of approximation factor constants.
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