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Determining Attribute Weights in a CBR Model for Early Cost
Prediction of Structural Systems
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Abstract: This paper compares the performance of three optimization techniques, namely feature counting, gradient descent, and genetic
algorithms �GA� in generating attribute weights that were used in a spreadsheet-based case based reasoning �CBR� prediction model. The
generation of the attribute weights by using the three optimization techniques and the development of the procedure used in the CBR
model are described in this paper in detail. The model was tested by using data pertaining to the early design parameters and unit cost of
the structural system of 29 residential building projects. The results indicated that GA-augmented CBR performed better than CBR used
in association with the other two optimization techniques. The study is of benefit primarily to researchers as it compares the impact
attribute weights generated by three different optimization techniques on the performance of a CBR prediction tool.
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Introduction

The construction industry utilizes experience. In construction
management, knowledge of previous occasions is essential to pro-
viding solutions for current problems. Case based reasoning
�CBR� has grown to be an artificial intelligence �AI� based
method that offers an alternative for solving construction related
problems that require extensive experience. Recent research dem-
onstrated the potential benefits of this technique in construction
management and its superior performance over other AI and tra-
ditional prediction techniques �Arditi and Tokdemir 1999a,b; Yau
and Yang 1998�. Further exploring CBR’s capability in the con-
struction management domain is a worthwhile task.

CBR has the ability to utilize existing data as cases. In other
words, CBR can retrieve previously stored solutions from a case
base to predict the outcome of a test case �Fig. 1�. Constructing
CBR systems requires a significant knowledge engineering effort
�Cunningham and Bonzana 1999�. The knowledge acquisition ef-
fort can be minimized by determining the most representative
case attributes, optimizing the case base organization and case
retrieval, and refining the process of similarity assessment �Jar-
mulak and Craw 1999; Jarmulak et al. 2000�. Similarity assess-
ment involves a systematic comparison of the attributes of a test
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case with the attributes of all cases in the case base. Its efficiency
largely depends on what weights reflect the relative importance of
attributes. The setting up of attribute weights can be done by a
domain expert, where the expert manually chooses the relevant
attributes and indicates their relative importance for similarity
assessment, but this can be difficult and unstable because it is
difficult to find the right expert who is knowledgable about these
issues and because expert opinion is quite subjective. It is likely
that different experts will disagree on the weights. It is easy, yet
not optimal, to rely on the opinions of one single expert. One can
however explore methods such as the analytical hierarchy process
that is used to elicit this kind of information by pairwise compari-
sons and a series of mathematical manipulations that make sure
no inconsistencies exist between the different pairwise compari-
sons. This is a well established method developed by Saaty �1980,
1994�. One can also use the Delphi method whereby a panel of
experts is used to reach consensus after several rounds of probing
�Linstone and Turoff 1975; Adler and Ziglio 1996�. Given the
subjective nature of attribute weight generation by a human ex-
pert, applying an automated algorithm to establish attribute
weights is attractive.

This paper attempts to assess the performance of a spreadsheet
based CBR prediction model by testing the impact of attribute
weights generated by three different optimization techniques,
namely feature counting, gradient descent, and genetic algorithms
�GA�. The weight generation processes and the subsequent CBR
calculations are presented in a simple spreadsheet format that is
transparent and easy to use. The model is tested by predicting the
cost of the structural system of residential building projects at an
early stage. The results are compared and recommendations
made.

CBR Spreadsheet Simulation

Many practitioners are familiar with spreadsheet applications. In
this study, a spreadsheet simulation model of a CBR system was

set up in Microsoft Excel. This spreadsheet model represents a
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template for many prediction problems. The processing of the
template involves six steps.

Step 1—Organizing and formatting data: The data are orga-
nized in the form of two matrices such as those presented in Fig.
2, one for the test cases and one for the input cases. Approxi-
mately 10% of all cases can be designated as test cases. The input
and test cases are represented in rows and the input attributes are
represented in columns. The output attribute is placed in a column
next to the input attributes. The values of the attributes for each
test and input case are represented, respectively, by Iik and Ijk� ,
where Iik represents the value of attribute k �k=1,2 , . . . , p� for test
case i �i=1,2 , . . . ,m�, and Ijk� represents the same type of infor-
mation for input cases j �j=1,2 , . . . ,n�. The weights of the at-
tributes wk �k=1,2 , . . . , p� are located at the top of the matrix in a
row that corresponds to individual attributes. The way these
weights are set is explained in Step 3. After formatting, semantic
information is added to the data in the form of numerical and
textual attribute values.

Step 2—Calculating attribute similarities: Attribute similarity
functions are used to define how similar the attribute values are to
each other. Attribute similarities are computed with respect to
each test case versus every case retrieved from the input case
base. Examples of textual and numerical similarity calculations
are presented in Fig. 3. Attribute similarity is denoted by Sijk

where i=test case �i=1,2 , . . . ,m�, j=input case �j=1,2 , . . . ,n�,
and k=attribute �k=1,2 , . . . , p�.

Assuming that the value of the first attribute for the first test

Fig. 1. Basic process of CBR
case I11 �in cell B5 in Fig. 2� is textual, its similarity with the
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corresponding attribute value I11� �in cell B12 in Fig. 2� is estab-
lished as follows:

If text in I11 appears to be exactly the same as text in I11� ,

then similarity S111 = 1, or else similarity S111 = 0 �1�

�see Fig. 3 for spreadsheet calculations�.
Assuming that the value of the third attribute for the first test

case I13 �in cell D5 in Fig. 2� is numerical, its similarity with
attribute value I13� in the corresponding cell �D12 in Fig. 2� is
established as follows:

Fig. 2. Formatting data to a case spreadsheet

Fig. 3. Attribute similarity matrix for Test Case 1 �i=1� �m similar
matrices are generated, one for each test case�
GINEERING AND MANAGEMENT © ASCE / OCTOBER 2006 / 1093
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S113 =
min��I13�, �I13� ��
max��I13�, �I13� ��

�2�

�see Fig. 3 for spreadsheet calculations�.
Step 3—Establishing attribute weights: After all the attribute

similarity values are calculated in �n� p� matrices, once for each
test case �the matrix for Test Case 1 is presented in Fig. 3�, the
next step is to construct the weight vector that will be used in
computing case similarities. Weights assign a value of importance
to each attribute. In general, retrieval of the most relevant case is
determined by the presence of a greater number of higher priority
�more important� attributes matching between the test case and
the retrieved case.

In this study, weights for attributes were computed by �1� the
feature counting method, �2� the gradient descent method, and �3�
GAs. In the feature counting method, the weight of each input
attribute is entered as 1 into the CBR Excel model, implying that
attributes have equal importance �Esteem 1996�. In the absence of
specific information, it is assumed that there is no reason for an
attribute to be more important than another.

A CBR software called “Esteem” was used to implement the
gradient descent weight generation method. The gradient descent
weight generation method’s basic algorithm is presented in Fig. 4
�Esteem 1996; Sutton and Barto 1998�. Random cases are se-
lected from the input case base, and the cases that are most simi-
lar to them �based on the initially set weights of the attributes� are
found. Information on how much the weights of the attributes
should be incremented or decremented is calculated considering

Fig. 4. Using gradient descent to optimize CBR weights
these cases, based on how well the cases’ outputs match. After
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examining several random cases, the resulting weights are ad-
justed by using a factor delta. The factor delta is then decreased,
and the algorithm begins examining more random cases. This
process continues until delta reaches a minimum value specified
by the user. When the “arithmetic” method is chosen, delta is
decremented by some value �which must be between 0 and 1�
every iteration. When the “geometric” method is chosen, delta is
multiplied by some factor �which must be between 0 and 1� every
iteration. The user must also specify the starting and the final
value of delta, the number of random cases that are examined
every iteration, and an update parameter that specifies how
quickly delta decreases from iteration to iteration. All parameters
have default values which were used in this study: the geometric
method was used with the starting and ending values of 0.5 and
0.02 for delta, respectively; the update parameter and the number
of cases to be tested per each iteration were taken as 0.9 and 5,
respectively. The weights generated by the gradient descent
method were plugged into the CBR Excel model manually.

GA uses the method of evolution, specifically “survival of the
fittest.” The theory behind GA is that a population of certain
species will adapt to live better in its environment after many
generations of random evolution. Thus, GA first creates a popu-
lation of possible solutions to the problem. Individuals in the
population are then allowed to randomly breed, which is called
crossover, until the fittest offspring �the one that solves the prob-
lem best� is generated. After a large number of generations, a
population eventually emerges wherein the individuals will pro-
vide an optimum solution. For this study, a commercial GA soft-
ware, Evolver, was used to find the optimum weights of the
model. Evolver works as an add-in to Microsoft Excel �Palisade
1998�. Weights generated by Evolver were plugged into the CBR
Excel model manually.

Fig. 5 shows the flowchart of the GA optimization process
used in this study. In order to use GA to generate weights, one of
the cases in the input case base is removed and called an “evalu-
ation case.” The similarities between the attributes of the evalua-
tion case and the corresponding attributes of the remaining cases
are calculated by using Eqs. �1� and �2�. Given the start-up as-
sumption that attributes have equal importance, case similarities
�CS� are derived between the evaluation case versus the remain-
ing input cases by taking the average of all attribute similarities.
The relationship that governs the similarity �CS� of the input case
that has an output that is closest to the output of the evaluation
case is plugged into the GA algorithm �Evolver� for maximization
�for taking it closer to 1�.

The Evolver optimization screen is shown in Fig. 6 with the
adjustable cells containing the optimization variables �called at-
tribute weights in the CBR system and chromosomes in GA ter-
minology�. In this study, the range of the attribute weights was set
between 1 and 10, the default population size of 50 was used, and
Evolver was run 15,000 times to find the optimum attribute
weights that generated the maximum case similarity CS �closest
to 1�. This process was repeated as many times as the number of
cases in the input case base by taking a different case out as the
evaluation case at each cycle. The averages of the weights pro-
duced by GA at each cycle were used to run CBR in Step 4.

Step 4—Calculating weighted case similarities: Case similari-
ties are computed for each test case with respect to each input
case by using the attribute similarities calculated in Step 2 and the
attribute weights generated in Step 3. For positive weights and
normalized similarities, the weighted case similarities are always
between 0 and 1, with a score of 1 indicating the case most

similar to the test case and 0 the least. Weighted case similarities
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are computed according to the following formula:

CSij =

�
k=1

p

Sijkwk

�
k=1

p

�wk�

�3�

for test case i= �1,2 , . . . ,m� and input case j= �1,2 , . . . ,n� for all
attributes k= �1,2 , . . . , p�, where CSij =weighted case similarity
between test case i and input case j over all the attributes k;
Sijk=similarity between test case i and input case j for attribute
k; and wk=weight of attribute k �see Fig. 7 for spreadsheet
calculations�.

Step 5—Sorting weighted case similarities and corresponding
outputs: The highest weighted case similarity CSij for a test case
i indicates the closest matching input case j in the case base. This
operation is conducted �see Fig. 8� for each test case:

max CSij = max�CSi1,CSi2, . . . ,CSin� for each i�i = 1,2, . . . ,m�

Fig. 5. Using GA to optimize CBR weights
�4�
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Once the highest weighted case similarities are identified for
respective test cases �see Column AA in Figs. 7 and 8�, the cor-
responding case numbers and outputs are also listed �see Columns
AB and AC in Fig. 8�.

Step 6—Calculating the error: The random selection of the
test set in Step 1 may affect the accuracy of testing. In other
words, the test results are likely to change when different testing
sets are selected. It is common practice to repeat the random
project selection, training, and testing process several times and to
pick the best results. The resulting outputs generated in the pre-
ceding step �Column AC in Fig. 8� are compared with the respec-
tive actual outputs �Column AD in Fig. 8, same as Column H in
Fig. 2�. The differences constitute the errors and are listed in
Column AE in Fig. 8. The average of the error values of all test
cases is the overall error of the CBR process.

Case Study

As an example application, the CBR Excel template was popu-
lated by data collected from residential building construction
projects. The data were obtained from a research report that in-
vestigated the cost of the structural system in residential building
construction projects undertaken in Turkey �Saner 1993�. The unit

Fig. 6. Case similarity matrix for all test cases

Fig. 7. CBR outputs and calculating the error
GINEERING AND MANAGEMENT © ASCE / OCTOBER 2006 / 1095
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cost of the structural system �$/m2� was used as the output of the
model. The structural system includes the superstructure and the
foundations.

All possible input attributes that could affect the cost of the
structural system and that could easily be identified in the early
design stage were identified whereas those cost drivers that would
not be readily available at the early design stage were left out
�e.g., roof height, quality of the materials used, the ratio of the
area of curtain walls to the total area of vertical construction, the
ratio of the number of secondary beams to the total number of
beams per floor of construction, etc�. Only those attributes for
which information was available in historical records were se-
lected and those attributes whose values were identical for all
cases were eliminated �e.g., year of construction: all projects were
constructed in 1993; project delivery method: all projects were let
by competitive bidding�. The effectiveness of this type of predic-
tion tool is enhanced by the selection of input attributes that are
closely related to the output attribute. When this methodology
was followed, the smallest number of input attributes turned out
to be eight. The predominant cost drivers that were used as the
input attributes �Table 1� included: �1� The total area of the build-
ing, which bears a strong linear relationship to the total cost of the
building; �2� the ratio of the typical floor area to the total area of
the building, which influences directly the cost of the components
such as beams and columns of the load bearing frame; �3� the
ratio of the footprint area to the total area of the building, which
is correlated with the width and depth of the foundation system;
�4� the number of floors, which has a direct effect on the struc-
tural design and consequently cost of columns; �5� the type of
overhang, which may range between no overhang in the design to
one-way or two-way designs, each alternative progressively in-
creasing the cost of the structural system; �6� the location of the
core of the building �i.e., vertical circulation system including
stairs, elevators, and the service ducts�, a central location requir-
ing less cost than a side location which necessitates extra curtain
walls to counteract torsion effects; �7� the type of floor, which
includes cast in situ concrete floor systems or precast concrete
structural units; and �8� the foundation system classified as pier,
wall or slab foundations, each necessitating different amounts of

Fig. 8. Evolver optimization screen
concrete and reinforcement. The information relative to the tex-

1096 / JOURNAL OF CONSTRUCTION ENGINEERING AND MANAGEMEN

 J. Constr. Eng. Manage., 2006
tual attributes and the range of values relative to numerical at-
tributes are presented in the last column of Table 1.

With the input attributes and the output defined, relevant data
were then entered into the CBR Excel model using the procedure
described in Fig. 2. A set of test cases were used to evaluate the
effect of the attribute weights generated by all three methods, the
data set of 29 projects being randomly split into an input set
containing 24 projects, and a test set containing 5 projects. In
other words, there were i=1,2 , . . . ,m �m=5� projects that were
used as test cases, j=1,2 , . . . ,n �n=24� projects as input cases,
k=1,2 , . . . , p �p=8� input attributes, and one output. The impact
of the three sets of attribute weights was evaluated using the same
test set of 5 projects.

The next step was to set up the Excel template to calculate
attribute weights. The overall error obtained in CBR is a function
of attribute weights. The attribute weights were generated by
using �1� the feature counting method, �2� the gradient descent
method, and �3� genetic algorithms. The attribute weights ob-
tained �Table 2� were input into the CBR Excel application.

Results and Discussion

After the attribute weights were determined by using feature
counting, gradient descent, and GA, the CBR Excel model was
run and the performance of the model was evaluated. The CBR
process of random selection of a 5 project test set, training and
testing was repeated 10 times for different test sets and
the best results were recorded. The results presented in Table 2
indicate that the GA-augmented CBR model yielded an average
error of 16.23% whereas feature counting+CBR and gradient
descent+CBR had average errors of 17.63 and 21.20%,
respectively.

The setting up of the attribute weights in the feature counting
method was straight forward in that all weights were taken as 1.
In the gradient descent method, the experimentation between the
arithmetic and geometric decrementation approach showed that
the geometric approach resulted in better predictions. Default pa-
rameters were used for all other factors following the recommen-
dations of the software developer �Esteem 1994�.

GA optimization could have been performed with multiple

Table 1. Attributes Used in CBR Prediction Model

Input
attribute
number Attribute Range

1 Total area of the building 330–3,484 m2

2 Ratio of the typical floor
area to the total area of the
building

0.07–0.26

3 Ratio of the footprint area to
the total area of the building

0.07–0.30

4 Number of floors 4–8

5 Type of overhang design No overhang, one-way or
two-way overhang

6 Foundation system Pier, wall, slab

7 Type of floor structure Cast in situ concrete,
precast concrete

8 Location of the core At the sides, in the middle

Output Cost of the structural system
per square meter

$30–160/m2
evaluation cases. But the selection of 5 test cases out of a total of
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29 limited the number of cases in the input case base to as few as
24, which in turn necessitated the selection of very few evaluation
cases �see Fig. 5�, in this study only 1. Finally, in the GA optimi-
zation process, the weight of each attribute was constrained be-
tween 1 and 10. Using a range of 0–10 rather than 1–10 could
have had the effect of eliminating certain attributes, hence making
the process more efficient. It is worth exploring this issue in fu-
ture research.

After the first cycle of the GA optimization process, the evalu-
ation case was returned to the input case base and the next case
picked for the next cycle of GA optimization. In other words,
every input case in the input case base was used once as an
evaluation case. As the similarity of two identical cases is indi-
cated by 1 in the CBR system, the objective function of the GA
optimization was set to make the case similarities closer to 1.

Three different approaches were experimented with in the GA
optimization process to improve prediction accuracy. In the first
approach, the objective of GA optimization at every cycle was to
maximize the weighted case similarity of the input case that had
the highest similarity with the evaluation case. In the second ap-
proach, the objective was to maximize the average weighted case
similarity of all the 23 cases that were considered at each cycle.
The third approach involved maximizing the weighted case simi-
larity of the input case whose output was closest to the output of
the evaluation case. The GA optimization process was performed
for 24 cycles, each using these three approaches. The averages of
the attribute weights determined in these 24 cycles were used in
the CBR prediction model. The optimized attribute weights were
calculated as follows:

wk =

�
j=1

n

wjk

n
�5�

where k=1,2 , . . . ,8 attributes and n=24 input cases.
The performance of the optimized attribute weights were

tested on the 5 test cases. Out of the three approaches, the third
one performed best. The attribute weights presented in the last
row of Table 2 were obtained by using this third approach.

One of the reasons why the average errors obtained �last col-
umn in Table 2� were not very low had to do with the nature of
the output attribute. The output of the cases considered in this
study was the unit cost of construction of the structural system
and its value ranged between $30 and $160/m2 �see Table 1�. In
order to have high prediction accuracy, one should have at least
two or more cases with not only quite similar input attributes but
also almost identical outputs, which is most improbable given the

Table 2. Optimized attribute weights and average error percentages for

Weight
generation
method

Attrib

Total area

Ratio of
floor area
to total

area

Ratio of
footprint
area to

total area
Number o

floors

Feature
counting

1.0000 1.0000 1.0000 1.0000

Gradient
descent

0.0069 0.1885 0.1528 0.1427

Genetic
algorithms

1.0000 2.0056 1.0010 9.9988
small number of cases �total 29� that were available for this study
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and the wide range of unit costs associated with the cases consid-
ered. The average errors reported in this study could have been
lower had the output variables been binary or had there been a
larger number of cases with an output attribute whose value var-
ied in a smaller range.

Concluding Remarks

CBR was used in this study to develop a prediction model where
attribute weights were generated by means of three optimization
techniques, namely feature counting, gradient descent, and GA.
The structure of the CBR model was simulated using an Excel
spreadsheet to provide a transparent and simplified representation
of this technique. The attribute weights that were generated by the
three optimization techniques were then plugged into the CBR
Excel model. The model was tested by using cost data pertaining
to the early design parameters and unit cost of the structural sys-
tem of 29 residential building projects. The results indicated that
GA-augmented CBR performed slightly better than CBR used in
association with the other two optimization techniques. Note that
the differences in the average errors presented in Table 2 are not
statistically significant.

The study demonstrated the practicality of using a spreadsheet
in developing a CBR model for use in construction management.
A spreadsheet simulation of an artificial neural network model
developed by Hegazy and Ayed �1998� was the motivation of the
study. A commercial CBR software using a spreadsheet based
user interface helped to facilitate the simulation �Inductive 2000�.

Even though the differences are small and not quite significant,
it was not surprising to find out that feature counting+CBR did
not generate predictions that are as strong as the prediction gen-
erated by the GA+CBR alternative because feature counting as-
signs equal weights to the attributes and therefore does not take
into account the differences in importance of the attributes even
though it is likely that such differences existed in the particular
cases used in the study. But it was surprising to see that feature
counting+CBR performed better than gradient descent+CBR.
After all, gradient descent is a well established optimization tech-
nique that is routinely used in CBR systems �e.g., Esteem 1996�.
Although geometric descent was found to be more effective than
arithmetic descent, the gradient descent experiments were con-
ducted by using the default values of the parameters as recom-
mended by Esteem �1996�. Exploring the use of values other than
the default values could possibly improve the performance of the
gradient descent method, and in turn improve the predictions gen-
erated by gradient descent+CBR.

ethods

ights
Average
error in

CBR
prediction

�%�
Overhang

design
Core

location Floor type
Foundation

system

1.0000 1.0000 1.0000 1.0000 17.63

0.1049 0.1560 0.0316 0.2161 21.20

1.0031 1.0000 3.9999 1.0000 16.23
three m

ute we

f

GA+CBR performed well despite the fact that the number of
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cases in the case base was small and the output attribute was not
binary. Both the GA optimization and the CBR prediction suf-
fered from the fact that not many of the 29 cases considered in the
study had input attributes and outputs that were close to each
other. The likelihood of seeing stronger similarities is much
higher if the number of cases is substantially higher than 29. Also,
the study concentrated on optimizing attribute weights, while it
should also be possible to improve attribute selection by using
GA �Jarmulak and Craw 1999; Jarmulak et al. 2000�, vary the
number and combination of attributes, increase the number of
cases considered, adjust the number and size of training and test
sets, and try nondefault values for the parameters used in the
various weight generation approaches. Considering the large
number of alternative combinations of these variations, the study
presented in this paper is limited to the basics and the experimen-
tation with these variations are left for future research.

Despite the limitations cited earlier, the study is of benefit
primarily to researchers as it illustrates the importance of attribute
weights in the performance of a CBR prediction tool. It also in-
dicates that it is worth experimenting with different weight opti-
mization techniques rather than using the standard methodologies
provided by a CBR tool.
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