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Abstract: The recently popular deep neural networks (DNNs) have a significant effect on the improvement of seg-
mentation accuracy from various perspectives, including robustness and completeness in comparison to conventional
methods. We determined that the naive U-Net has some lacks in specific perspectives and there is high potential for
further enhancements on the model. Therefore, we employed some modifications in different folds of the U-Net to
overcome this problem. Based on the probable opportunity for improvement, we develop a novel architecture by us-
ing an alternative feature extractor in the encoder of U-Net and replacing the plain blocks with residual blocks in the
decoder. This alteration makes the model superconvergent yielding improved performance results on two challenging
optical microscopy image series: a phase-contrast dataset of our own (MDA-MB-231) and a brightfield dataset from a
well-known challenge (DSB2018). We utilized the U-Net with pretrained ResNet-18 as the encoder for the segmentation
task. Hence, following the modifications, we redesign a novel skip-connection to reduce the semantic gap between the
encoder and the decoder. The proposed skip-connection increases the accuracy of the model on both datasets. The
proposed segmentation approach results in Jaccard Index values of 85.0% and 89.2% on the DSB2018 and MDA-MB-231
datasets, respectively. The results reveal that our method achieves competitive results compared to the state-of-the-art
approaches and surpasses the performance of baseline approaches.
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1. Introduction
Phase-contrast optical microscopy (PCM) images play an indispensable role in detailed analysis of cell structures
because they offer a variety of possibilities to examine living cells from different perspectives in an unlabeled
manner. Visual analysis of such time-series data is essential but challenging for biologists due to the time-
consuming and tiring nature of the process as well as factors such transparent and mixed light cell appearance.
For this reason, most of the solutions in the literature of PCM images are unsatisfactory in terms of robustness,
completeness, and accuracy in the segmentation task. Additionally, live cell microscopy imaging has the potential
to assist biologists in measuring biological attributes of cells. It can be an experienced bias task for biologists
to examine the properties without appropriate tools for cell segmentation.

Recently, deep learning methods have been widely used in medical informatics and gradually replaced
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traditional computer vision methods in medical image segmentation tasks. Additionally, deep learning methods
play a pivotal role in cell segmentation and assist biologists in the identification of cell structures. Although
various number of methods have been proposed for medical image segmentation; these tasks still remain
challenging for biologists from different perspectives. For example, PCM image has challenged biologists during
the process of scrutinizing due to low contrast, fuzzy, and overlapping boundaries and transparent appearance
of the cells which encounter the cell segmentation with deep learning approach.

Although numerous methods have been proposed for medical image segmentation, it remains a challenging
task due to the complexity of the data to be segmented. For example, images of the human body structure are
complex, comprising numerous tissues, low contrast, fuzzy boundaries, identity variations, and small targets.

A large number of approaches have been proposed to handle the above challenges. Prior work on cell
segmentation includes solutions based on traditional image processing approaches such as local contrast [1],
local threshold [2], active contour [3, 4] graph partitioning [5, 6], and sparse matrix decomposition [7]. U-
Net [8, 9] and its variants [10–13] are generally preferred over other deep learning-based approaches in biomedical
image segmentation problems, especially in the cases where training set is small, i.e. annotated data is limited.
Among various deep learning approaches employed for the analysis of microscopy images, U-Net and its variants
demonstrate superior performance in comparison to other deep learning-based methods, such as SegNet [14]
which utilized VGG-16 [15], and TernamusNet [16] which replicated the pretrained VGG-11 in the backbone of
the architecture.

U-Net++ [17] advocates redesigning the skip-connections by employing nested skip-connections from
densely connected networks between the encoder and the decoder. DenseNet [18] is a specific architecture
which improves the style of residual block. DenseNet concatenates all the layers of different stages. Therefore,
replication of DenseNet improves the accuracy of segmentation in comparison to the plain skip-connection.

BCDUNet [19] proposed a densely connected layer with specific mechanism as an alternative to the skip-
connection of U-Net by introducing the bidirectional ConvLSTM (BConvLSTM) densely connected layer which
concatenates the features from the encoder to the decoder efficiently and improves the performance of the model
with this alteration in comparison to the baseline approach in the field of medical segmentation. On a similar
account, Mask R-CNN [20] based approaches yield competitive results in PCM image segmentation problems.
However, they are computationally demanding methods and converge slowly.

Recently, Debesh et al. [21] introduced DoubleU-Net by integrating an additional combination of two
U-Net architectures stacked on top of each other for capturing the higher semantic features. First U-Net, which
is employed in the encoder section, utilized the VGG-19 pretrained features of the ImageNet. In addition, this
model used the atrous spatial pyramid pooling (ASPP) to capture the higher number of contextual information,
due to which this model can be suggested as a baseline in some modalities of medical imaging applications.
In [22], an architecture with specific aggregation was introduced for biomedical image segmentation tasks. The
model included two main aggregation submodules, namely, a crossing aggregation module, and a weighted
aggregation module.

Recently, there has been a significant advancement in biomedical imaging by leveraging deep learning ap-
proaches. Convolutional neural networks (CNNs) tackle the limitations of traditional segmentation approaches.
The modern segmentation architectures mainly have an encoder-decoder structure which is suitable for medical
segmentation tasks. The main advantage of these architectures is the specific mission of skip-connection, which
propagates semantics features from the encoder to the decoder. These models are capable in efficient segmenta-
tion of the region of interest (RoI) in the nucleus and PCM images even with low-annotated training set in the
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variant domain in the biomedical images. Despite progressions in the field of medical segmentation, automatic
segmentation still has challenging tasks in terms of completeness and robustness in some specific challenging
datasets. These challenges include crowded distribution of cells and their tendency to overlap, discrimination
of the cell’s boundary in overlapping and adjacent regions, and inferring of cell’s boundary which has blurry
boundary.

To this end, we proposed the architecture which has the autoencoder structures with the backbone of
ResNet18 (Conv1-Conv5), which has already learned features from ImageNet. We proved that the transfer
learning from a network which is pretrained on ImageNet significantly improves the results not only on a few
annotated images on MDA-MB231 dataset but also it achieves greater accuracy in comparison to the baseline
approach. Additionally, to obtain a greater number of distinguishable features, we propose a specific skip-
connection that contains nonlinear operations between the encoder and decoder in our proposed approach.
This operation contains residual blocks which are obtained to reduce the semantic gap between the encoder and
decoder in our proposed architecture. Consequently, as a postprocessing mechanism, we employed test time
augmentation (TTA), which is not only an effective mechanism for measuring the level of uncertainty estimation
of the architectures, but also increases the precision of the segmentation results in our utilized dataset.

To address the need for an improved segmentation performance in label-free optical microscopy images,
a novel methodology with a specific autoencoder architecture is proposed in this paper. Contributions of this
paper are as follows:

• We asserted that the performance of U-Net improves significantly by leveraging alternative feature extrac-
tors in the encoder of the U-Net model by applying the ResNet-18 backbone pretrained on the ImageNet
dataset.

• We propose the utilization of a residual-skip-connection by replacing the plain skip-connection of U-Net’s
encoder-decoder structure.

• We compare our method with the state-of-the-art algorithms. The qualitative and quantitative results
suggest that our method yields superior performance as compared to baseline methods on the MDA-MB-
231 dataset.

The paper is organized as follows. In Section 2, we introduce the mechanism of our network and describe
its architecture. We, then, provide details of the experimental validation and discussion in Sections 3 and 4,
respectively. Finally, conclusions are drawn in Section 5.

2. Method
In our previous studies [23, 24], we employed our approach on the MDA-MB-231 dataset. In this study, we
extend our experiments on the DSB2018 dataset and introduce a novel architecture which has the autoencoder
structures with the backbones of ResNet-18 (Conv1-Conv5) [25] by excluding the dense layers from ResNet
architecture. The model has the initial weights of the ImageNet [26]. Exemplary frames of MDA-MB-231 and
DSB2018 dataset is shown in Figure1. In this paper, we redesigned the structure of skip-connection between
the encoder and decoder path, which reduces the semantic gap between the encoder and decoder by applying
the specific residual blocks. This alternation in skip-connections makes the model capture more discriminative
information. This results in a more robust segmentation over both datasets.

The input image is passed through the backbone of the pretrained ResNet-18, consisting of a consequential
residual blocks as its main component. One of the modifications which we have applied in the ResNet18

2857



AYANZADEH et al./Turk J Elec Eng & Comp Sci

(a)

(b)

Figure 1. Representation of two types of dataset, (a) breast cancer MDA-MB-231 dataset on phase-contrast optical
microscopy images. (b) Data Science Bowl 2018 datasets which contains the nuclei with fluorescence labeled cell in
different illumination and appearance.

architecture is to reduce the stride in Conv1 from 2 to 1. Applying the 7× 7 layer in the ResNet leads to loss
of important information during the downsampling operation, especially for medical datasets. Therefore, after
applying of Conv1 in ResNet18, the dimension of the network is not halved. In the backbones of ResNet-18, we
have the two residual blocks in each resolution stage, which we have the residual block which is symmetrical
to the decoding path with two residual blocks for each dimension level. These residual blocks help the encoder
extract the important features from the input image, which are then transferred to the decoder. The residual
blocks contain layers with 3×3 kernels where each convolutional layer is followed by a batch normalization (BN)
layer and a rectified linear unit (ReLU) activation function. In addition, the number of channels in the first
block is 64, and the number of feature map is regularly doubled after doubling the stride in each resolution
stage. In the decoder section, to have symmetric operation, we apply upsampling by 4 times which is equal to
the number of dimension reduction in the encoder part for reproducing the input images that consist of residual
blocks in each resolution stage. Each decoder network starts with a 4 × 4 transpose convolution that doubles
the spatial dimensions of the incoming feature maps. The schematic structure of the proposed network is shown
in Figure 2. Moreover, as an extension, we applied the residual blocks as an alternative of plain skip-connection,
which increases the performance of the network on the MDA-MB231 and DSB2018 datasets. The proposed
skip-connections aim to reduce the semantic gap between the encoder and decoder part, the residual pathway
is introduced to transfer all the low-level semantic information from the encoder to the decoder parts. The
skip-connections are flourished with 4 residual blocks which are gradually increased from 1 to 4 by reduction of
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spatial dimension.
In the decoder fold, there is the features map which comes from pretrained encoder transferred via the

skip-connection to each dimensional stages. Each stage contains two 3× 3 convolution layers, where each layer
is followed by a batch normalization layer and a ReLU function sequentially. Finally, the last decoder block
passes through a 1×1 convolution layer, which is followed by a sigmoid activation function for generation of
determined binary mask as a prediction of the network.
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Figure 2. The architecture of the proposed model contains the backbones of the ResNet-18 in the encoder side. The
skip-connections provide access to low-level semantic information via the residual blocks. To match image dimensions,
the number of skip-connections is set to four and residual blocks are concatenated recursively. Skip-connections are
forwarded with residual block to the decoder which sequentially increased by increasing of dimension. The residual
pathway includes residual blocks each of which contains successive 3 × 3 convolution with the same number of output
channels for each block.

2.1. Loss function
In this study, we integrate a hybrid loss function, which contains binary cross-entropy, LBCE , and dice loss,
LDice . Dice loss is added up to the proposed function which has robust performance on the boundary regions.
The employed loss function is shown in (1)–(3), where pi is predicted binary segmentation and gi the ground
truth binary volume which is part of g .

BCE (p, g) = − (p log (g) + (1− p) log (1− g)) (1)

DL (p, g) = 1−
2
∑N

i pigi∑N
i p2i +

∑N
i g2i

(2)

LT = LBCE + LDice (3)

2.2. Redesigning skip-connection
We proposed a residual skip-connection, which is a robust alternative for the skip-connection of the U-Net, which
concatenates the encoder features to the decoder features. Therefore, we also gradually reduce the number of
convolutional blocks used along the residual pathway. About the number of residual blocks along the skip-
connection, we gradually reduce the number of residual blocks from 4 to 1 subblocks from high-resolution stages
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to the low-resolution stage in the architecture, which we applied on ResUNet18 architecture as an extension.
The model contains 4 residual blocks each of which contains 3×3 with the same number of output channels for
each block which are followed by BN and ReLU in each block and followed with residual connections for further
subblock in each stage. Moreover, about the number of feature maps in the proposed pathway, we applied the
set of (32, 64, 128, 256) filters in the each subblock of the four residual blocks in each stage respectively. The
schematic structure of the proposed residual pathway is shown in Figure 2. The identity mapping tries to learn
an identity function since the input is directly passed to the output. It also leads to better gradients during the
back-propagation. This pathway is employed on ResNet-18-U-Net, which is entitled ResNet18-UNet+RP and
efficiently increases the performance of the architecture in comparison to applying the plain skip-connection in
ResNet-18-U-Net in MDA-MB-231 and DSB2018 dataset.

2.3. Test-time augmentation

TTA employs a specific mechanism that includes augmentation, prediction, reaugmentation, and merging steps.
In TTA, augmentation is specified on the testset. The number of augmentation for each testset can be variable
based on the level of uncertainty estimation on the dataset. Therefore, the model predicts the new-generated
testset besides the original testset in the prediction image. Afterward, the generated image from original testsets
should reaugment after the prediction. In the last step, all of the generated images for each testset are merging
based on the number of voting for each image by summing and averaging all predicted images with probability
maps. The schematic diagram of the TTA is represented in Figure 3. In this paper, we address the problem
of cell segmentation with the help of TTA. We employed this mechanism to decrease the uncertainty on the
regions which are wrongly predicted on the testset. We achieve better outcome quantitatively and qualitatively
compared to the model whenever does not contain the TTA in the prediction step.

Original Prediction

A!er applying TT A

Figure 3. Schematic diagram of TTA which illustrates the process of TTA in the prediction step in our proposed
approach.

2860



AYANZADEH et al./Turk J Elec Eng & Comp Sci

3. Experimental validation
In this section, we present datasets, evaluation metrics, implementation details, and experimental results to
validate the proposed method.

3.1. Dataset
MDA-MB-231 [27] corresponds to the invasive breast cancer cells with mesenchymal morphology captured using
an Olympus IX71 microscope. The final dataset contains 600 frames of PCM images, each with a dimension
of 2568 × 1912 pixels (0.117µm × 0.117µm). For manual annotation of the cell boundary on the frames, the
Fiji distribution of ImageJ [28] is leveraged. We manually annotated 45 of the frames, 30 of which are used for
training while the rest is utilized for the test set.

Data Science Bowl 2018 [29] (DSB2018) is one of the challenging datasets that contains bright-field and
fluorescence images of nuclei cells acquired under different illumination and appearance. The dataset contains
670 frames, we employed 509 frames for training, and 161 frames for the validation of the set. Moreover, to
facilitate fair comparisons with existing approaches, we follow the evaluation protocol outlined for each method.

3.2. Evaluation metrics
For performance evaluation of the approaches, the well-known metrics will be proposed for measuring the
efficiency of the results. The formula of precision, recall, intersection over union (IoU) and dice index are
presented in (4)–(7), respectively, where P denotes the predicted result, G denotes the ground-truth, and ntp ,
nfp , and nfn indicate the numbers of true positives, false positives, and false negatives, respectively.

Precision =
ntp

nfp + ntp
(4)

Recall =
ntp

nfn + ntp
(5)

JS(P,G) =
|P

∩
G|

|P
∪
G|

=
|P

∩
G|

|P |+ |G| − |P
∩
G|

(6)

Dice(P,G) =
2|P ·G|
|P |+ |G|

(7)

3.3. Implementation details
We applied the data augmentation on the training set whose main transformations include rotation, elastic
transformation, and horizontal and vertical flip. To have robust prediction on the testset, we employed the TTA
mechanism which comprises the rotation at 90 degree, vertical, horizontal and diagonal flip in the prediction
phase. The backbones of the proposed model which is utilized in the encoder part has the pretrained weights
of ImageNet and set the other parts with a standard Gaussian distribution. Moreover, the backbone’s layers
prevent their weights from being fixed during the training step. All models are trained on single NVIDIA
TitanX graphics card which has a 12 GB memory. We used the batch size of 8 in our implementation. There
was a trade-off in accuracy when we decreased the batch size; because smaller batch size can lead to overfitting.
The training of the two datasets all used the ADAM [30] optimizer, the initial learning rate was 0.001, and
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the gradient descent algorithm was implemented. Due to limitation of the memory, we resized the dataset to
512 × 512 pixels and 256 × 256 pixels on MDA-MB231 and DSB2018, respectively. The proposed method
is implemented in Keras with Tensorflow backend. To evaluate the performance of the model efficiently, we
employed the 3-fold cross-validation on the networks and reported the best fold performances in the results
section to all models on our dataset.

3.4. Results
In what follows, we first conduct qualitative and quantitative results on the DSB2018 and the MDB-MB-231
datasets. We then justify the effectiveness of the use of TTA on the two refereed datasets. The datasets consist
of challenging phase-contrast and brightfield optical microscopy image series.

The qualitative results of the proposed method are presented in Figure 4. As the results show in Table 1,
we achieved Jaccard indexes of 87.9% ± 1.7, 87.1% ± 2.3 and 89.2% ± 1.3 with ResNet18-UNet, ResNet18-
FPN, and ResNet18-UNet+RP on MDA-MB-231 dataset, respectively. The results of this comparison without
implementation of TTA are represented in Table 2. Moreover, to better analyze the reliability of the applied
methods, we add up the standard deviation to each evaluation metric which delegates the average scores
among the testset in the applied dataset. Therefore, it proves that our proposed approach not only improves
segmentation accuracy but also it is effective in the separation of overlapping cells in some of the adjacent
or overlapping cells. As the experimental results presented in the tables suggest, our proposed approach
outperforms the traditional U-Net and the state-of-the-art architectures in terms of segmentation performance.
Moreover, when our method is equipped with the TTA, it achieves a better average performance than all
other alternatives. According to the qualitative results, classical methods like PHANTAST and EGT are not
satisfactory in the extraction of the cell border and the RoI in MDA-MB-231 dataset. Our proposed method
outperforms the state-of-the-art and achieves a noticeably more robust performance in the extraction of cell
boundaries.

Table 1. Quantitative results of the different architectures applied on the MDA-MB-231 dataset after applying TTA.
EGT and PHANTAST methods are not proceeded by TTA.

Networks JS(%) DC(%) Precision(%) Recall(%)
EGT[2] 42.2± 3.8 59.4± 3.1 45.7± 3.8 84.7± 2.4

PHANTAST [1] 54.6± 4.4 70.6± 3.5 68.2± 4.1 73.3± 3.6

U-Net [9] 86.4± 1.9 92.7± 1.7 93.3± 1.9 92.4± 1.8

BCDUNet [19] 82.2± 2.4 90.2± 2.1 89.2± 2.8 91.2± 1.6

Tip-Net [23] 85.4± 2.7 92.1± 2.2 93.8± 2.9 90.5± 1.9

ResNet18-U-Net [24] 87.9± 1.7 93.5± 1.3 95.0± 1.8 92.1± 1.5

ResNet18-UNet+RP 89.2± 1.3 94.3± 1.1 95.8± 1.3 92.8± 1.6

ResNet18-FPN [24] 87.1± 2.3 93.1± 2.0 93.0± 2.6 94.1± 1.9

Double-UNet [21] 86.9± 2.1 92.3± 2.3 93.5± 1.7 89.8± 2.8

DDANet [31] 87.5± 2.4 93.9± 1.9 94.1± 2.0 92.6± 2.2

In this experiment, we conduct the qualitative comparisons on DSB2018 dataset in Figure 5. As can
be seen in the quantitative results reported in Table 3, we achieved Jaccard indexes of 81.1% ± 2.2, 83.1%
± 1.8, and 85.0% ± 2.1 with ResNet18-U-Net, ResNet18-FPN, and ResNet18-UNet+RP, respectively. The
results of this comparison without applying TTA on DSB2018 dataset are tabulated in Table 4. Due to high
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Double U-Net DDANet

Figure 4. Visualization of the segmentation results obtained from the MDA-MB-231 dataset. Magenta marks represent
the false negatives and green marks indicate the false positives.

perturbation in some frames of DSB2018 dataset, the proposed approach has surpassed the results of U-Net
and other baselines in completeness, robustness, and other factors of efficiency in the segmentation task on the
DSB2018 dataset.

Both qualitative and quantitative results suggest that our proposed approach not only improves seg-
mentation accuracy but also it is effective in the separation of overlapping cells as compared to the baseline
methods and even state-of-the art methods, such as BCDUNet [19], DDANet [31], and Double-UNet [21] ,
on MDA-MB-231 dataset, and achieves competitive results on the DSB2018 dataset. Moreover, our proposed
approach has surpassed the results of U-Net and other baselines in completeness, robustness, and other factors
of efficiency in the segmentation task on the MDA-MB-231 dataset. We have conducted an analytical ablation
study on the impact of residual pathway on the performance of mode’s accuracy. For this, we demonstrate the
superiority of the proposed skip-connection on the MDA-MB-231 and DSB2018 datasets. To allow for a fair
comparison, we evaluated the performances of BCDUNet, U-Net, and SegNet using the codes released by the
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Table 2. Quantitative results of the architectures applied on MDA-MB-231 dataset without applying TTA as a
postprediction technique.

Networks JS(%) DC(%) Precision(%) Recall(%)
U-Net [9] 84.4± 2.0 90.8± 1.9 92.5± 2.3 89.1± 1.8

BCDUNet [19] 81.3± 2.6 89.7± 2.2 88.6± 2.9 90.7± 2.0

Tip-Net[23] 83.2± 3.1 90.8± 2.5 91.6± 3.3 90.1± 2.1

ResNet18-U-Net 86.6± 2.2 92.8± 1.6 93.8± 2.1 91.8± 1.7

ResNet18-UNet+RP 87.2± 1.8 93.1± 1.5 94.5± 1.7 91.8± 1.6

ResNet18-FPN 85.2± 2.6 92.0± 2.3 91.9± 2.7 92.1± 2.2

Double-UNet[21] 86.3± 2.6 92.1± 2.4 91.8± 1.8 88.2± 3.1

DDANet[31] 86.7± 2.8 92.5± 2.3 93.6± 2.1 91.1± 2.6

ResNet18-U-Net+RP

ResNet18-unetResNet18-FPNU-NetTipNet

Input image Ground Truth BCDUNet SegNet

DDANetDoubleU-Net

Figure 5. Visual examples of segmentation results obtained from the DSB2018 dataset.

corresponding authors under the same evaluation protocol. The ResNet18-FPN, ResNet-18-U-Net, and Tip-Net
are the methods we had proposed in our previous study for the segmentation of PCM image series.
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Table 3. Qualitative results of the different architectures applied on the DSB2018 dataset after applying TTA.

Networks JS(%) DC(%) Precision(%) Recall(%)
SegNet[14] 72.3± 2.9 83.9± 3.8 81.5± 4.5 86.5± 3.3

BCDUNet [19] 86.7± 1.6 92.9± 1.9 93.9± 3.5 91.8± 2.2

Tip-Net[23] 74.1± 2.8 85.1± 2.5 87.5± 2.9 86.9± 2.4

U-Net[9] 79.2± 2.2 88.4± 2.1 87.3± 2.5 89.5± 1.9

DDANet[31] 86.9± 2.0 93.2± 1.6 94.6± 1.7 92.8± 1.5

Double-UNet[21] 85.8± 2.1 90.3± 2.7 96.6± 1.1 68.3± 4.4

ResNet18-U-Net 83.1± 1.8 90.7± 2.2 92.3± 2.3 90.5± 1.6

ResNet18-FPN 81.1± 2.2 89.6± 2.4 91.0± 2.7 88.2± 1.9

ResNet18-U-Net+RP 85.0± 2.1 91.9± 1.9 93.0± 2.4 90.8± 1.6

Table 4. Qualitative results of the different architectures applied on the DSB2018 dataset without applying TTA.

Networks JS(%) DC(%) Precision(%) Recall(%)
SegNet[14] 69.2± 3.2 81.8± 4.1 80.1± 4.7 83.5± 3.6

BCDUNet[19] 85.5± 1.7 92.1± 2.0 92.5± 2.7 91.8± 2.5

Tip-Net[23] 73.5± 2.9 84.7± 2.7 85.9± 3.1 83.6± 2.6

U-Net[9] 76.4± 2.3 86.6± 2.3 87.0± 2.6 86.2± 2.1

DDANet[31] 86.2± 2.2 92.6± 1.8 93.3± 1.9 92.4± 1.6

DoubleU-Net[21] 84.0± 2.3 88.1± 2.9 94.9± 1.2 66.1± 4.9

ResNet-18-U-Net 82.1± 2.0 90.1± 2.3 91.5± 2.5 88.8± 1.7

ResNet18-FPN 79.6± 2.6 88.6± 2.5 89.7± 2.8 87.5± 2.2

ResNet18-UNet+RP 84.8± 2.0 91.7± 2.1 92.7± 2.5 90.8± 1.8

4. Discussion

We have evaluated the segmentation performances of our proposed methods on image series collected by two
different optical microscopy techniques, phase-contrast, and brightfield, which are entitled MDA-MB231 and
DSB2018 datasets, respectively. We realized the performance evaluations on these two datasets in a similar
fashion; for instance, by employing TTA as a postprocessing step to evaluate its effect on the performance.
To this end, the use of TTA increased the Jaccard index from around 1% to 3% . For instance, the Jaccard
index of the proposed method is increased from 87.2% to 89.2% on MDA-MB-231 dataset. Regarding the
points mentioned earlier, the proposed approach outperformed all the methods on almost all evaluation metrics
with respect to the best-performing SOTA in the MDA-MB-231 dataset. Our approach produces high-quality
segmentation in both low-annotated and challenging datasets in MDA-MB-231 and DSB2018, respectively. This
fact suggests that our method can be employed as a strong baseline for comparison on cell segmentation tasks,
especially for datasets with low-annotated frames. Regarding the loss function, we applied the Dice + Binary
Cross Entropy which resulted in higher segmentation accuracies in comparison to the use of a single loss function
and even with respect to the Jaccard + Binary Cross Entropy.
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5. Conclusion and future work
In this study we presented autoencoder networks by employing the specific ResNet-18 in the backbone of the
U-Net architecture and redesigned the skip-connection by employing a residual skip-connection on the network.
We used transfer learning to expedite training and employed test-time-augmentation mechanisms to help the
network focus on uncertain regions of the images. Our network can thus be used to automate the segmentation
of datasets that are generally considered too small for deep learning techniques.

The future direction of this research has several branches. In future work, we have a plan to solidify our
approach. However, we would like to conduct experiments to determine the best hyperparameter set for the
model in more detail in the future. Moreover, we would like to extend our experiments by deploying the more
pretrained backbone for training our model. In addition, we would like to evaluate the performance of proposed
method for different modality of datasets. As stated earlier, we are going to extend our method on time series
data by establishing lineage relationships that provide detailed information about cell behavior over time.
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