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ABSTRACT

EFFECTIVENESS OF USING CLUSTERING FOR TEST CASE PRIORITIZATION

Software testing is one of the most important processes in the software development life cycle. As software evolves, previous test cases need to be re-executed to make sure that there is no new bugs introduced and nothing is broken in the existing behaviours. However, re-execution of all test cases could be expensive. That is why, test case prioritization method can be used to detect faults earlier by prioritizing the test cases which could have the higher possibility than others to find faults.

Studying different approaches, implementing different techniques or putting these techniques to test on different programs could make it easier to answer which technique should be used for which kind of programs or faults. We address this issue, focusing on selecting different test case prioritization approaches and calculating the average fault detection ratios of prioritized test suites. As a novelty, we propose to perform an optimization algorithm on one of the approaches called ‘Clustering’ to increase its efficiency. To do that, our main objective is determined as maximizing the distance between each clusters by using the coverage information. The distance is measured as the difference of covered functions of test cases in a test suite. In the end, this study will give a hint about selection of test case prioritization technique to be used by checking the empirical results of the experiments.
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Chapter 1

INTRODUCTION

1.1. Thesis’ Aim and Objectives

A software development is a long-terms modularised process and generally more than one developers participate it. Thus, at any step when a change is made by anyone, all test cases introduced before need to be re-executed [1]. This process is called regression testing. In order to reveal faults as quick as possible, test case prioritization (TCP) can be applied to regression test suite(TS) [2, 3].

TCP is one of the hottest research topic in software testing [1, 3, 4, 5, 6] and there are various TCP techniques in the literature. Therefore, we think of optimizing a rarely used technique, improving its efficiency and verifying its results by comparing with the frequently used techniques.

While we have this idea in our mind, we started to search most frequently used TCP techniques along with an optimizable TCP technique. Random testing(RT) is the most basic testing approach [7, 8]. There are some TCP techniques which are derived from RT. One of them is called Adaptive Random Testing (ART) prioritization which uses test case similarity based on the coverage information [9]. Another common approach for TCP is Greedy. This approach is also based on the coverage information of the test cases. During our search, we noticed that in recent years Clustering approach is started to be used for TCP. Thus, we decided to optimize Clustering approach. To ease the comparison between approaches, coverage information is used for all TCP techniques specified in this theses study.

After completing this preparatory work, we started to implement two versions of ART-based prioritization approach and two versions of Greedy approach. Then we developed our proposed optimized Clustering approach by using Simulated Annealing optimization algorithm. As a result we compared all these five techniques with respect to their fault detection ratios.
1.2. Organization of Thesis

The thesis is organized as follows. Chapter 2 covers all the general information regarding software testing, including the analysis of different TCP techniques. Chapter 3, points out our proposal for optimizing TCP techniques. Chapter 4 gives the objective and requirements of the proposed technique and then provides the experimental works, together with the results. We conclude the thesis in Chapter 5 and provide a future work.
Chapter 2

TEST CASE PRIORITIZATION

2.1. Introduction

Software testing is a very important phase of software development. Software testing is a quality control process of evaluating a system or its components. This process aims to verify and validate the product by checking whether the actual results match the expected results. The testing process comprises executing a program with the purpose of finding possible bugs in the system. Thus, software testing should be taken place during the development to ensure that the product is bug free before it is released to end user. In this context, the analysis of software testing should consider some important research questions listed below:

- Why is software testing important?
- What are the software testing levels?
- What kind of software testing methods exist?
- What is software testing constraints?
- What are the techniques used to make testing process effective?

To find answer of these questions, first, we need to analyze the background of software testing. Hence, the main purpose of this chapter is to comprehend the concept of software testing in literature.

The rest of this chapter is organized as follows. In Section 2.2, fundamentals of software testing are presented. This sections also shows how and why software testing is important in software development process. Furthermore, information regarding software testing levels, software testing methods and regression testing and its techniques are provided. In Section 2.2.4.3 test case prioritization subject is introduced and some existing methods and related works are explained.
2.2. Fundamentals of Software Testing

Software testing is a necessary process of software development in order to discover defects in the software and to make sure the software satisfies the requirements of end users. Developers make use of this process by fixing the defects discovered in this process and deliver a good quality product. Thus, in order to deliver a good quality product, software testing process should be conducted very carefully. To conduct an effective testing process, well planned test cases and scenarios need to be prepared. A test case or a test scenario is one of the number of steps to be followed in the testing process. A test case includes determining the input values, expected outputs, preconditions and post-conditions. A test case describes how a function or module needs to be tested according to determined inputs, outputs and conditions. A set of test cases constitute a test suite. Thus a test suite contains all conditions of a software to be tested. A suitable test suite should cover as much as possible parts of the software.

2.2.1. Importance of Software Testing

A defect or an error in software may cause a system failure. This failure can lead to monetary or even human loss. There are many examples where software bugs have led to loss of life or millions of dollars in losses. Some of them are listed below:

- The Mariner 1 Spacecraft [10, 11] worth of 18 millions of dollars was crashed immediately after lift off. Later it is found that a missing hyphen caused wrong guidance signals to be sent to the rocket.

- In mid-December 1989, AT&T installed new software in 114 electronic switching systems. On January 15, 1990, 5 million calls were blocked [12, 13] during a 9 hours period nationwide. The bug was traced to a C program that contained a break statement within a switch clause nested within a loop. Initially, the loop contained only if clauses with break statements to exit the loop. AT&T wound up losing 60 millions of dollars in charges that day.

- Ariane 5 [11, 13, 14] was a European rocket designed to launch commercial payloads such as communications satellites into Earth orbit. The rocket is exploded 37 seconds after take off. The reason of the explosion is an attempt to convert a 64-bit
floating point number representing the horizontal velocity to a signed 16-bit integer caused the number to overflow. More than 370 millions of dollars were lost due to this error.

- Therac-25 [15] was a radiation machine used in cancer treatment. The machine was administered electron beams to treat surface tumours and x-rays to treat deep tumours. Therac-25 was started giving dosages from 75 to 100 times stronger than normal to some patients. 6 patients have died because of overdose radiation. A race condition in the software had caused x-rays to be used instead of electron beams.

- On February 25, 1991, during the Gulf War, a scud missile was launched by Iraq to barracks in Dhahran, Saudi Arabia. There was a Patriot missile defense system in Dhahran and normally the Patriot should have detected the missile and destroyed it. However, the Patriot was detected the missile launched by Iraq in wrong position, almost 600 meters away the actual position. This miscalculation caused 28 U.S. soldiers death and injured 100 others [16]. Later it has been found that a software error in Patriot’s system that handling timestamps has led this tragic failure.

As seen in the above examples, the bugs in the software used widely in every part of daily life may cause a critical and bad results. In order to prevent these bugs it should be attached great importance to software testing process. If software testing is not performed properly, software, applications or systems can have errors which may lead to rework, costly failure or worse, loss of life.

2.2.2. Levels of Software Testing

There are four main levels of testing that should be done before a software is released or delivered to end users. These are Unit Testing, Integration Testing, System Testing and Acceptance Testing. Why Regression Testing is not included? Because regression testing is not a separate level; it is just a type of testing that can be performed during any or all of the main testing levels. Figure 2.1 [17] shows the general structure of software testing levels. In the following subsections, these main levels of software testing are explained.
2.2.2.1. Unit Testing

A unit [18] is the smallest, individual and testable part of the source code. The idea behind of unit testing is to divide the program into units and verify each units of the product. This testing is conducted by developers to make sure that their code is working well and meets the user specifications. Unit testing is important for finding software bugs early, facilitating changes needed for bugs, simplifying integration and improving the quality of source code.

2.2.2.2. Integration Testing

Integration testing is a type of testing to check if combination of different pieces of the modules or programs work together as a cluster. The main purpose of this level of testing is to find the bugs during interaction of integrated units of the project. A lot of functional, requirement and performance faults are revealed in this type of testing [17]. In unit testing it is verified that different units work as per the requirement individually but in integration testing it is verified that whether these individual units work as per requirement after they are integrated together. Integration testing is performed by the software test engineers. There are two common approaches of integration testing.

1. **Top down**: In this approach, the upper level units are tested earliest and lower levels are tested step-wise after upper levels [17]. This approach is preferred when
top-down development methodology is used [19]. In case low level units are not available at the beginning of the test execution, in order to simulate lower level units, Test Stubs are needed.

2. **Bottom up**: This approach is just opposite of the Top down approach. In this approach, the lower level units are tested earliest and upper levels are tested step-wise after lower levels [17]. This approach is preferred when bottom-up development methodology is used [19]. In case high level units are not available at the beginning of the test execution, in order to simulate higher level units, Test Drivers are needed.

### 2.2.2.3. System Testing

System testing is a type of testing to verify all well integrated units of the product as a whole. In this type of testing, the software is tested with all aspects including hardware compliance, performance and adherence to quality standards [17]. System testing is performed by skilled test team. In order to test the system effectively, testers need to create scenarios similar to the ones in real world where the system will be deployed.

### 2.2.2.4. Acceptance Testing

Acceptance testing is the final testing phase of software before it is delivered to end user or customer. In this type of testing, the software is tested for correctness and completeness [17]. Acceptance testing is formal testing performed by end user of the software and/or quality assurance team with respect to many aspects such as overall functionality, cosmetic looking, user requirements or business contract compliance etc.

### 2.2.3. Methods of Software Testing

Test cases are written using different kinds of techniques in order to make software testing process more efficient [20]. With these techniques, testers can increase the fault detection rate. The methodologies that includes these techniques can be considered as the set of testing mechanisms used in software development life-cycle.

Deciding a suitable
testing methodology is considered to be the core of the testing process. There are two major methodologies for a software to be tested:

1. Black-box Testing
2. White-box Testing

In the following subsections these methodologies are explained.

### 2.2.3.1. Black-box Testing

Black-box testing is based on deriving tests from external descriptions of the software, including specifications, requirements and design. This type of testing looks at things from the end user’s perspective. Tester does not have knowledge of internal program design and source code [20] as seen in Figure 2.2 [21]. The tester has only a set of input values and corresponding expected results [22]. On giving input, if the output equals to the expected results, the test result is "OK", it is "PROBLEMATIC” otherwise. Black-box testing is performed by test team generally. Acceptance testing is an example of block-box testing.

![Figure 2.2. Black-box Testing](image)

### 2.2.3.2. White-box Testing

White-box testing is based on deriving tests from the source code internals of the software, specifically including branches, individual conditions and statements. This type of testing requires knowledge of internal program design and source code [20] as seen in Figure 2.2 [21]. Each test case is an attempt to analyze the logic of the source code [22].
White-box testing is performed by developers generally. Unit testing is an example of white-box testing.

Code Coverage analysis is most widely used technique for white-box testing. Code Coverage analysis points out the gaps in a test suite. It specifies the statements, branches or functions of the program that are not visited by the test suite. As soon as the gap is specified according to the code coverage analysis, test cases should be written for the non-visited/non-tested parts.

2.2.4. Regression Testing

Regression testing is the process of verifying if any code change or modification on a software does not cause unexpected results. It simply confirms or denies software’s functionality. Code changes are always done on a software because of fixing existing bugs, adding new features to the software or customizing the software according to the end user’s needs etc. When a code change is done, it is essential to make sure that the software’s older functionalities still work with new changes. It should be guaranteed that by fixing a bug or changing even a small thing have not broken another thing. This can be achieved by doing the regression testing. Regression testing can be performed using any combination of the following techniques; Retest All, Test Case Selection and Test Case Prioritization. In the following sections, these techniques are discussed and detailed information regarding our main topic -test case prioritization- are given.
2.2.4.1. Retest All

As the name implies, the main objective of this technique is that all of the test cases in a test suite should be re-executed. This technique may result in the execution of unnecessary test cases. Thus, retest all technique is very expensive since it requires great amount of time and resources.

2.2.4.2. Test Case Selection

In this technique, a representative subset of test cases are selected from a test suite. Selection should be done considering the modifications that have been made on the software. Thus, test case selection technique can be divided into two parts. First one is identifying the affected parts of the software and second one is extracting related test cases from test suite. By applying this technique, only selected test cases are executed. This could decrease the retesting effort and cost. However, selection should be done very carefully because there is a possibility to selected test cases miss the potential faults in the changed software.

2.2.4.3. Test Case Prioritization

The main goal of this technique is to prioritize the test cases in a test suite in a such manner that more critical and effective test cases execute before than others. Test case prioritization is simply ordering test cases in a test suite according to their ability to reveal faults and effectiveness. Prioritization should depend on the impact of the test cases and frequently used functionalities.

2.3. Analysis of Test Case Prioritization Techniques

Regression testing is a very important part of software development. Because as software grows, risks of making mistakes increases. In order to minimize these risks and to make sure that added parts do not break anything, the software should be tested
periodically. However, when software gets bigger in size, it gets more costly to execute [23]. Moreover, there could be limited resources or time constraints for test execution. Thus, a technique or a process is needed which makes the testing process more efficiently.

As briefly explained in section 2.2.4, there are various methods for regression testing. One of these methods is called test case prioritization which could be used to make regression testing more efficiently by revealing faults as early as possible. In this method, test cases are reordered by prioritizing more important and useful test cases according to chosen goal. This goal can be either maximizing code coverage or minimizing the human participation or maximizing average percentage of faults detected (APFD) etc. This could help to reduce usage of resources and to handle time constraints. Below is the general definition of TCP [2]:

**Definition** Let $T$ a test suite, $PT$ the set of permutations of $T$, and $f$ a function from $PT$ to the real numbers. The goal is to find $T' \in PT$ such that $(\forall T'' \in PT) (T'' \neq T') [f(T') \geq f(T'')]$

In the definition, $PT$ stands for all possible orderings of $T$ and $f$ denotes a function applied on $PT$. $f$ is also called as *award value*. Higher award values are favoured to lower ones.

### 2.3.1. Existing TCP Methods

In literature, there are various techniques to be used to prioritize test cases. These techniques are divided into two groups as Static and Dynamic TCP [6]. In this study, we focused on dynamic TCP techniques. In this section, we introduced several existing and widely used dynamic TCP techniques to be later used on comparing our proposed method.

#### 2.3.1.1. Adaptive Random Testing

In this TCP technique, random selection of test cases is the main idea. The first step of this technique is selection of a set of test cases randomly from non-prioritized test cases to generate a candidate set. Then a test case is chosen from the candidate set
which is most distant from the prioritized set of test cases. In order to determine the most distant test case, the code coverage-based pair-wise distance of test cases is calculated. There are 3 different distance functions proposed as maxmin, maxavg, maxmax. A test case is chosen that has the largest minimum distance according to maxmin function, that has the largest average distance according to maxavg function and that has the largest maximum distance according to maxmax function with the prioritized set. The test case to be selected according to the distance function should increase the coverage. Figure 2.4 is the visualization of the steps of this ART technique.

Figure 2.4. The process of ART Technique

In our study, we implemented two types of this technique. The first one is proposed by Jiang et al. The second one is proposed by Zhou et al. with some small differences from the one proposed by Jiang et al. The details and differences are explained further in the section 2.3.2.

2.3.1.2. Greedy Approach

Traditionally, dynamic TCP methods use two policies, the total policy and additional policy, to prioritize test cases based on the code coverage. The total policy priori-
itizes test cases based on their code coverage, and the additional policy prioritizes test cases based on their code coverage excluding the code elements that have been covered by prioritized test cases. Thus, the greedy total(GT) policy favors the test cases that cover more code, but the greedy additional(GA) policy would select the test cases that can cover different code from the already prioritized test cases earlier. The figure 2.5 explains better the differences between these two policies. The additional policy of greedy approach has been commonly accepted as one of most effective TCPs in previous works [24, 25]. Recently, Zhang et al. proposed a novel approach to bridge the gaps between these two strategies by unifying the strategies based on the fault detection probability [25, 26].

<table>
<thead>
<tr>
<th>Statement</th>
<th>Test case 1</th>
<th>Test case 2</th>
<th>Test case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>2</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>3</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>4</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>5</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>6</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>7</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>8</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>9</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

**Total statement coverage:** (TC3, TC1, TC2)

**Additional statement coverage:** (TC3, TC2, TC1)

Figure 2.5. The Differences Between Two Greedy Policies

In our study, we implemented both of the greedy policies based on the work by Rothermel et al. [27] and also mentioned work in the section 2.3.2.

### 2.3.2. Related Works

Jiang et al. [24] proposed an ART-based prioritization technique which uses a dynamic candidate set in order to prioritize test cases. The steps of ART technique are
presented in section 2.3.1.1. In the pair-wise distance calculation step, Jaccard distance (JD) technique is used in this study to measure the distance between the selected candidate test case and the prioritized set of test cases and test selection is done according to the maxmin distance function. The steps mentioned in section 2.3.1.1 are repeated until there are no more non-prioritized test cases.

Zhou et al. [28] proposed an ART-based prioritization technique similar to the one proposed by Jiang et al [24]. Zhou uses a fixed size (i.e., 20) candidate set instead of creating it dynamically and in the step of choosing a most distant test case from candidate set, he uses the Coverage Manhattan distance (CMD) technique while JD is used in [24]. The rest of the process is same with [24].

Rothermel et al. [2] used greedy approach in his study to find an optimal prioritization. Greedy approach is based on selecting the test cases that reveals most faults which are not yet revealed by the previously selected test cases until test cases that reveals all faults selected. Another version of the greedy approach is used for coverage. In this version, test cases that covers most code or statement or branch or function are selected to prioritize the test cases in a test suite.

Pang et al. [29] proposed a clustering approach for prioritizing test cases. In this study, test cases are split into two groups(clusters) as effective and non-effective through K-Means clustering algorithm. It applies Hamming distance(HD) on coverage information of present and previous versions of the program under test in order to calculate the differences. According to this differences effective and non-effective clusters are created. After creating clusters, the test cases in effective clusters have higher priorities and executed on a modified version of program under test.

Carlson et al. [30] proposed a hierarchical clustering approach for TCP. They split the test cases into groups according to their code coverage similarities. After creating clusters, the test cases in a cluster are ordered according to their code coverage, code complexity and fault history information. In order to obtain a final prioritized set of test cases round robin fashion is used which means picking a test case from each cluster respectively until all test cases are exhausted.
Chapter 3

PROPOSED TCP TECHNIQUE

3.1. Introduction

In this chapter, we present our proposed TCP technique, including a description of the implemented procedures. Furthermore, we provide a running example of the proposed technique so that the whole procedure can be demonstrated in detail.

3.2. Overview of the Proposed Technique

Proposed technique for test case prioritization process contains mixture of some of the used methods in existing TCP techniques such as test case similarities and grouping test cases. Our new method is simply based on clustering approach which is used in the recent years. An optimization algorithm (Simulated Annealing) is embedded to the new method as a part of TCP process.

To sum up, the proposed method is optimizing the clustering approach according to the test case similarity. Similarities between test cases are calculated by using the coverage information of the test cases. Section 3.3 describes the proposed algorithm which can be used prioritizing test cases in a test suite in detail. In the algorithm simulated annealing optimization method is used as a part of prioritization phase in order to get a better results in our clustering approach. To have a better insight, the algorithm is split into two procedures.

3.3. Procedures

First of all, in our algorithm, a data structure is needed to represent a non-prioritized test suite. As shown in OPTIMIZED CLUSTERING procedure, a dictionary (map) is kept
to represent the test suite according to the given input file which contains test cases and respective coverage information. Then the test suite is divided into 5 groups (clusters) randomly and as even number of test cases in each cluster as possible. After clusters are created, SA optimization takes place to classify clusters as good as possible. The Pseudo-code of our SA optimization algorithm is shown in APPLY SA OPTIMIZATION procedure [31].

1: procedure OPTIMIZED CLUSTERING(inputFile) >> inputFile is a file containing coverage information of a sample program
2: TestSuite ← inputfile.load >> a test suite is a dictionary where each key is a test case id and each value is corresponding coverage information of a test case as covered function, branch or statement ids
3: Clusters ← randomPartition(TestSuite, NumberOfClusters)
4: Clusters ← applySAOptimization(Clusters)
5: Clusters ← sortEachCluster(Clusters)
6: PrioritizedTestSuite ← pickTestCases(Clusters) >> a prioritized test suite is a list of test case ids
7: end procedure

Before moving on our customized SA algorithm, first a high-level overview of SA is explained in this paragraph. The simulated annealing algorithm was originally inspired from the process of annealing in metal work [32]. Annealing involves heating and cooling a material to alter its physical properties [33]. As the metal cools its new structure becomes fixed, consequently causing the metal to retain its newly obtained properties. In simulated annealing, a temperature variable is kept to simulate this heating process. It is initially set to high value and then it is slowly cooled as the algorithm runs. While this temperature variable is high the algorithm will be allowed, with more frequency, to accept solutions that are worse than our current solution. This gives the algorithm the ability to jump out of any local optimums. As the temperature is reduced so is the chance of accepting worse solutions [34]. Below is the general steps of this algorithm:

1. Set initial temperature and generate a random initial solution.

2. Calculate the initial solution’s cost using some cost function.

3. Generate a random neighboring solution by making a small change to our current solution (aka. perturbation function).

4. Calculate the new solution’s cost.
5. Compare them:
   If new cost < old cost: move to the new solution, saving it as the base for next iteration.
   If new cost > old cost: maybe move to the new solution. Most of the time, the algorithm will avoid moving to a worse solution. If it did that all of the time, though, it would get caught at local maxima. To avoid that problem, it sometimes elects to keep the worse solution. To decide, the algorithm calculates something called the 'acceptance probability' and then compares it to a random number.

6. Decrease the temperature.

7. Repeat steps 3-6 above until an acceptable solution is found or the system has sufficiently cooled or some maximum number of iterations is reached.

In our study, SA optimization’s main purpose is to maximize the distance between clusters in each iteration. To calculate the distance between clusters, each test cases in each clusters are compared with each other according to their coverage information and the number of differences on coverage between two test cases give the distance value of these two test cases. Each test cases are compared iteratively and get a total distance of two clusters by adding the all distances calculated. These steps are repeated for all possible cluster pairs and all calculated distances are added up to get a final total distance, in other words objective function. The goal is to maximize this final total distance. If the final total distance is bigger than previous iteration, then this distance is accepted. If not, according to SA optimization there is still a possibility to accept it. If this probability is not satisfied either, then the distance is rejected. At each iteration, there are two possible perturbations defined in the proposed algorithm as below;

1. Exchanging two random test cases from two random clusters. (Applied even number of iterations)

2. Moving a random test case from a random cluster to another random cluster. (Applied odd number of iterations)

After applying one of the perturbations, next iteration is processed until reaching the number of maximum iterations. In our study 200 iterations is used as maximum. When all iterations are exhausted, there are five clusters as distinct from each other as possible. In order to generate a prioritized set of test cases, round robin fashion is used which picking a test case from each cluster respectively.
procedure APPLY SA OPTIMIZATION(inputFile)
    Find a random initial solution s := s₀
    Select an initial temperature t := t₀ > 0
    Select a temperature reduction function α
    repeat
        s′ := perturbationFunction(s)
        s′ := calculateDistanceForNewClusters(s′)
        δ := F(s′) − F(s)
        if (δ <= 0) or (exp(−δ/t) < rand[0, 1]) then
            s := s′
        end if
    until maximum distance calculation count is reached
    t := CoolingSchedule(t)
    until maximum cycle count is reached
end procedure

3.4. A Running Example of the Proposed Technique

In this section, a test suite example is prioritized by our proposed method step by step. Initially, our technique requires an input file which contains test cases and coverage information. Figure 3.1 shows an example input file that our implementation needed. In this figure, each line represents a test case and each space-separated numbers in a line represents an ID of function covered by that test case.

Figure 3.1. Example Input File

At this point, our algorithm has all the information and input needed. Thus, the procedures explained in section 3.3 can be started to execute.

Step 1 - Loading Test Suite: First step is loading the input file in a key-value
manner. The keys are test case IDs (TC1, TC2 etc.) and the values are list of function IDs covered by the corresponding test cases. According to the input file given in figure 3.1, there are 25 test cases in our example test suite. Figure 3.2 shows the keys of loaded test suite.

![Figure 3.2. Initial Test Suite](image)

**Step 2 - Creation of Clusters:** Test cases are prorated to 5 Clusters randomly. Figure 3.3 represents the initial status of the Clusters after the test cases are distributed.

![Figure 3.3. Initial Clusters](image)

**Step 3 - Calculating The Distance Between Clusters:** Prioritization process is started with this step by trying to maximize the distance between clusters. The distance between each cluster pairs are calculated against the coverage differences of the test cases. Below is an example of calculating distance between Cluster1 and Cluster2 step by step.

- Cluster1 and Cluster2 have 5 test cases TC3, TC6, TC17, TC19, TC21 and TC7, TC12, TC14, TC22, TC24 respectively.

- It can be observed the covered function IDs by the test cases mentioned above from the figure 3.1.
• Compare covered function IDs of each test case pairs as shown in figure 3.4. The number of differences of covered function IDs between two test cases give the distance value of compared test cases. For example; the distance between TC3 from Cluster1 and TC7 from Cluster2 is equal to the number different IDs that exist in TC3 and TC7 which is 32 as shown in figure 3.5 (The IDs with red underline are common in both test cases, that is why they are not count). After calculating the distances between each test cases, a total distance value between Cluster1 and Cluster2 is obtained by adding each distance value together.

![Figure 3.4. Test Case Comparisons](image)

![Figure 3.5. The difference between TC3 and TC7](image)
- Above given steps for calculating the distance between Cluster1 and Cluster2 are repeated for each Cluster pairs.

**Step 4 - Calculating Total Distance:** After calculating the distance of each Cluster pairs, a total distance value is calculated by adding each specific distance values of each Cluster pairs. For our example, there are 10 cluster pairs distance values as shown in figure 3.6. The sum of these 10 distance values give the total distance value of all Clusters.

![Distance Calculation Diagram]

*Figure 3.6. Distance Calculation*

**Step 5 - Applying Perturbations to Maximize the Total Distance:** At each iteration, before calculating the total distance as mentioned above in steps 3 and 4, perturbations are applied. In our study there are two perturbation functions. At even number of iterations, perturbation function would be exchanging random test cases from random clusters. At odd number of iterations, perturbation function would be moving a random test case from a random cluster to another random cluster. Figure 3.7 shows an application of perturbation function based on exchanging random test cases between Cluster 3 and Cluster 4.
Step 6 - Creating Prioritized Test Suite: As a last step, when all iterations are exhausted, clusters are put into their final forms as shown in figure 3.8. (In our example, final forms of the clusters have equal number of test cases but it may not be equal for other situations.) When all clusters are in their final state, a prioritized test suite can be created by picking test cases from clusters in round robin fashion. In our case, the resulted prioritized list would be as; TC7 - TC2 - TC1 - TC14 - TC10 - TC8 - TC4 - TC3 - TC16 - TC13 - TC18 - TC6 - TC5 - TC17 - TC15 - TC23 - TC9 - TC12 - TC20 - TC19 - TC25 - TC11 - TC21 - TC24 - TC22 respectively.

Figure 3.7. Exchanging random test cases from random clusters

Figure 3.8. Final forms of the clusters after all iterations are exhausted
3.5. Conclusion

This chapter presented the proposed new technique by optimizing the clustering based approaches using test case similarities according to their coverage information. Each execution step of the proposed technique is simulated using a sample test suite.

In the remaining part of this thesis study, we implemented some of the existing TCP techniques along with the one we proposed. Then, we presented a metric called APFD that we use to measure the effectiveness of the implemented prioritization techniques. We calculated the corresponding APFD values of each TCP techniques on different programs. Finally we explained our experiments and compare the APFD results of implemented techniques.
Chapter 4

VERIFICATION OF THE PROPOSED TCP METHOD

4.1. Introduction

This section first introduces the verification metric used to assess the effectiveness of TCP methods, and then continues with the experimental works of this theses study by focusing on the implementation details of the proposed and other existing TCP methods and exhibits the results of the subject programs used in experiments.

In order to measure the effectiveness of a TCP method, its APFD values need to be calculated [2, 1]. This value shows how quickly a prioritized set of test cases reveals faults in the program [1]. Therefore, in this theses study, we focused on this the most important research question (RQ) of TCP, presented below.

**RQ.** How does OPTIMIZED CLUSTERING algorithm when comparing to other existing algorithms in terms of APFD value?

This research question is related to the APFD results of reordered (prioritized) TS for different TCP techniques. Our aim is to increase this value as much as possible. APFD value is calculated with equation 4.1 [1].

\[
APFD = 1 - \frac{TF_1 + TF_2 + \ldots + TF_m}{nm} + \frac{1}{2n}
\]  

(4.1)

where \( T \) is a test suite with \( n \) test case, \( F \) is a set of \( m \) faults detected by \( T \) and \( TF_i \) is the first test case’s position that detects fault \( i \). In section 4.2, APFD metric is explained in detail.

4.2. Average Percentage of Faults Detected Metric

Most of the prioritization techniques concentrate on increasing the rate of fault detection capability of reordered test cases. In order to assess fault detection ratio, APFD
metric is used widely [35]. APFD metric measures the weighted average number of the faults detected during the execution of the test suite. APFD values range from 0 to 100 [36]. Higher APFD value means better or faster fault detection rates. In a plot which shows the number of test cases executed versus the number of faults detected, the area under the curve gives the APFD value as shown in figure 4.1 [37].

![Graph showing APFD](image)

Figure 4.1. APFD: The area under the curve

### 4.2.1. Illustration of APFD Calculation

To illustrate APFD calculation by using the equation 4.1, an example program is considered which contains 10 faults and a test suite with 10 test cases as shown in table 4.1. An intersection point ("X" mark in the table) shows that the fault in the corresponding row is detected by the test case in the corresponding column. With these information, APFD values of prioritized and non-prioritized test suite can be calculated. In order to calculate the APFD value, the parameters in the equations are determined as below:

- **No. of test cases (n) = 10**
- **No. of faults (m) = 10**
- **The position of the first test in T that exposes fault i. = T_i**
The non-prioritized order according to $f_i$ is:
TC1 - TC2 - TC3 - TC4 - TC5 - TC6 - TC7 - TC8 - TC9 - TC10
Note: Figure 4.2 shows that the faults found by non-prioritized test suite.

![Figure 4.2. Found Faults for Non-Prioritized Test Suite](image)

**APFD value for non–prioritized test cases:**

$$APFD = 1 - \frac{(2 + 4 + 2 + 3 + 3 + 5 + 4 + 1 + 2)}{(10*10) + 1/(2*10)}$$

$$= 1 - \frac{29}{100} + \frac{1}{20}$$

$$= 0.29 + 0.05$$

$$= 0.76$$

Note: Figure 4.3 shows the APFD of the non-prioritized test suite.

![Figure 4.3. The area(APFD) Covered by Non-Prioritized Test Suite](image)
The prioritized order according to $f_i$ is:
TC3 - TC4 - TC2 - TC1 - TC5 - TC7 - TC6 - TC10 - TC9 - TC8

Note: Figure 4.4 shows that the faults found by prioritized test suite.

![Figure 4.4. Found Faults for Prioritized Test Suite](image)

**APFD value for prioritized test cases:**

$$APFD = 1 - \left( \frac{1+2+3+1+1+5+2+4+3}{(10*10)} + \frac{1}{(2*10)} \right)$$

$$= 1 - \frac{23}{100} + \frac{1}{20}$$

$$= 1 - 0.23 + 0.05$$

$$= 0.82$$

Note: Figure 4.5 shows the APFD of the non-prioritized test suite.

![Figure 4.5. The area(APFD) Covered by Prioritized Test Suite](image)
Table 4.1.: Fault Matrix

<table>
<thead>
<tr>
<th>Faults</th>
<th>TC1</th>
<th>TC2</th>
<th>TC3</th>
<th>TC4</th>
<th>TC5</th>
<th>TC6</th>
<th>TC7</th>
<th>TC8</th>
<th>TC9</th>
<th>TC10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault1</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fault2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fault3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Fault4</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fault5</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fault6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Fault7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Fault8</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fault9</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fault10</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As a result of the APFD calculation in this section, prioritized test suite is detected faults earlier than non-prioritized one. This result is visualized and can be seen in figure 4.5.

4.3. Experimental Work

During implementing any of the TCP methods covered in this theses study, first thing which should be understood is the input file format. This is essential because the test suite is created according to this input file format. Input files are created per subject program. The name of an input file is assumed as <subject>-function.txt. These files contain the coverage information as function ids of each test cases of the subject program. An example can be checked in figure 3.1. The format of the files are as following:

- Each line contains the coverage vector of one test case (line 1 is the coverage of TC#1, line 2 is the coverage of TC#2, and so on).

- The numbers in each line are the IDs of the functions covered by that particular test case.

For verification purposes, 10 subject programs are used in this thesis study. 5 of them are C programs and other 5 are Java programs. Details of these subject programs (i.e. number of lines of the source codes, number of test cases, number of existing faults, fault types etc.) can be found in Table 4.2. C programs are taken from Software-artifact Infras-
structure Repository (SIR) [38]. Java programs are selected from the Defects4J framework [39]. In order to get the coverage information of these subject programs a linux coverage tool called gcov and SIR tools were used [9]. We have implemented a python script that parses the fault matrix file generated by these tools and creates the input file we used in our experiments.

Table 4.2.: Details of subject programs

<table>
<thead>
<tr>
<th>SubjectProgram</th>
<th>#ofLines</th>
<th>#ofTests</th>
<th>#ofFaults</th>
<th>FaultType</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>flex_v3</td>
<td>10296</td>
<td>670</td>
<td>9</td>
<td>seeded</td>
<td>C</td>
</tr>
<tr>
<td>grep_v3</td>
<td>10124</td>
<td>809</td>
<td>8</td>
<td>seeded</td>
<td>C</td>
</tr>
<tr>
<td>gzip_v1</td>
<td>4594</td>
<td>214</td>
<td>7</td>
<td>seeded</td>
<td>C</td>
</tr>
<tr>
<td>make_v1</td>
<td>14330</td>
<td>875</td>
<td>19</td>
<td>seeded</td>
<td>C</td>
</tr>
<tr>
<td>sed_v6</td>
<td>13413</td>
<td>370</td>
<td>6</td>
<td>seeded</td>
<td>C</td>
</tr>
<tr>
<td>closure_v0</td>
<td>90697</td>
<td>8124</td>
<td>101</td>
<td>real</td>
<td>Java</td>
</tr>
<tr>
<td>lang_v0</td>
<td>21787</td>
<td>2322</td>
<td>39</td>
<td>real</td>
<td>Java</td>
</tr>
<tr>
<td>math_v0</td>
<td>84323</td>
<td>3877</td>
<td>7</td>
<td>real</td>
<td>Java</td>
</tr>
<tr>
<td>chart_v0</td>
<td>96382</td>
<td>2278</td>
<td>26</td>
<td>real</td>
<td>Java</td>
</tr>
<tr>
<td>time_v0</td>
<td>27801</td>
<td>4160</td>
<td>27</td>
<td>real</td>
<td>Java</td>
</tr>
</tbody>
</table>

Considering the above information regarding the inputs and subject programs, the process of verification includes following steps:

- Extracting coverage information of the test cases.
- Applying TCP technique.
- Generating a prioritized test suite.
- Calculating the APFD value of the prioritized test suite.

This process is also displayed in figure 4.6.

The experimental work covers the analysis and comparison of 4 different TCP techniques (2 ART-based, 2 Greedy-based) with the proposed optimized clustering-based TCP technique on the subject programs. After applying a TCP technique, APFD value of the prioritized test suite is measured. These steps are repeated 30 times in order to be considered as the normal distribution. This is because multiple test cases may be assigned the same grade by the TCP technique, then random test cases are selected randomly to break the tie and this could change the APFD results.
4.4. Results and Discussions

This section shows the results of our study and presents an analysis according to the results. Table 4.3 shows the arithmetic average of calculated APFD values for each TCP technique including our proposed one per subject program. The values for the existing TCP methods in the table 4.3 coincides with the results of the study conducted by Miranda et al. [1].

Table 4.3.: Average APFD Results per Subject Program

<table>
<thead>
<tr>
<th>SubjectProgram</th>
<th>GreedyAdditional</th>
<th>GreedyTotal</th>
<th>DynamicART</th>
<th>FixedART</th>
<th>Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>ftest_v3</td>
<td>0.8738</td>
<td>0.7703</td>
<td>0.9192</td>
<td>0.9192</td>
<td>0.8441</td>
</tr>
<tr>
<td>grep_v3</td>
<td>0.8919</td>
<td>0.8736</td>
<td>0.9639</td>
<td>0.9559</td>
<td>0.8686</td>
</tr>
<tr>
<td>gzip_v1</td>
<td>0.8347</td>
<td>0.5907</td>
<td>0.8558</td>
<td>0.7988</td>
<td>0.8901</td>
</tr>
<tr>
<td>make_v1</td>
<td>0.6749</td>
<td>0.6778</td>
<td>0.6937</td>
<td>0.6777</td>
<td>0.9218</td>
</tr>
<tr>
<td>sed_v6</td>
<td>0.9465</td>
<td>0.9398</td>
<td>0.9519</td>
<td>0.9436</td>
<td>0.8398</td>
</tr>
<tr>
<td>closure_v0</td>
<td>0.4993</td>
<td>0.5345</td>
<td>0.5228</td>
<td>0.5275</td>
<td>0.4815</td>
</tr>
<tr>
<td>lang_v0</td>
<td>0.5693</td>
<td>0.5052</td>
<td>0.4972</td>
<td>0.5108</td>
<td>0.3694</td>
</tr>
<tr>
<td>math_v0</td>
<td>0.7036</td>
<td>0.5374</td>
<td>0.6184</td>
<td>0.5982</td>
<td>0.3512</td>
</tr>
<tr>
<td>chart_v0</td>
<td>0.6850</td>
<td>0.6103</td>
<td>0.5434</td>
<td>0.5481</td>
<td>0.5770</td>
</tr>
<tr>
<td>time_v0</td>
<td>0.5252</td>
<td>0.5481</td>
<td>0.5256</td>
<td>0.5054</td>
<td>0.5190</td>
</tr>
</tbody>
</table>

As seen in table 4.3, our proposed method outperforms other existing TCP methods for some subject programs written in C language. Regarding to Java subjects, Greedy approaches performs better than others. In order to analyze the reason behind these results, we investigated the coverage information of each test case per subject program. We implemented a python script that shows the average similarities of test cases of a subject
program. In this script, below steps are followed in order to extract a similarity value of test cases from their respective coverage information.

1. Calculate the similarities of a test case by comparing it with each test case in the test suite.

2. Sum up all the similarity values of the test case to get a total similarity value for that specific test case.

3. Divide the total similarity value to the number of test cases to find the average similarity of the test case.

4. Keep a map where key is the test case ID and value is the corresponding similarity value.

5. Repeat Steps 1-4 for each test case in a test suite to find the average similarity of each test case. Figure 4.7 shows an example map for these calculations.

6. To extract a average similarity value of the subject program, all average similarities of all test cases are added up and divided to the number of test case.

![Example Map of Avrg. Similarities for Each Test Cases in a Test Suite](image)

**Figure 4.7. Example Map of Avrg. Similarities for Each Test Cases in a Test Suite**
The results of the above process per subject program is displayed in table 4.4. According to this table, it can be said that test case similarities of Java programs are much higher than the ones of C programs. This means that, the coverage information of test cases for Java programs is more similar than C programs. Therefore, these results might suggest that our proposed TCP method performs better when the test cases’ coverage information similarities are lower. In addition, as seen in table 4.2, the number of tests are highly different between Java and C subjects. Hence, we can come up with a result as high number of tests does not mean high coverage. According to the table 4.2, Java subjects have higher number of tests but according to table 4.4, Java subjects have also higher similarity values. This means that for our Java subjects, test cases mostly covers the same functions. Since this study is focused on TCP based on test case coverage and similarities between test cases, the number of test cases does not affect APFD results.

<table>
<thead>
<tr>
<th>SubjectProgram</th>
<th>AverageSimilarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>flex_v3</td>
<td>0.1592</td>
</tr>
<tr>
<td>grep_v3</td>
<td>0.3281</td>
</tr>
<tr>
<td>gzip_v1</td>
<td>0.1967</td>
</tr>
<tr>
<td>make_v1</td>
<td>0.1302</td>
</tr>
<tr>
<td>sed_v6</td>
<td>0.2649</td>
</tr>
<tr>
<td>closure_v0</td>
<td>0.6110</td>
</tr>
<tr>
<td>lang_v0</td>
<td>0.9653</td>
</tr>
<tr>
<td>math_v0</td>
<td>0.9056</td>
</tr>
<tr>
<td>chart_v0</td>
<td>0.9401</td>
</tr>
<tr>
<td>time_v0</td>
<td>0.4479</td>
</tr>
</tbody>
</table>

### 4.5. Conclusion

This section covered experimental work for the implementation of the proposed and existing TCP approaches. The experiments mainly focused on the APFD results of the prioritized test suites. To observe the results, experiments was performed on 10 different subject programs, 5 C programs [38] and 5 Java programs [39]. As seen in table 4.3, results showed that the APFD results differ by TCP technique and subject program.
Chapter 5

CONCLUSIONS AND FUTURE WORK

In this thesis study, an analysis of software testing was performed. It has been tried to explain the such questions like why software testing is important, how software testing should be done etc.

For this purpose, the first step was analyzing the background of software testing to comprehend its scope, and the state-of-art methods used in the literature. It was noticed that, in order to perform more efficient testing process, TCP can be applied to test suite. There are various TCP techniques which can be used to handle time and/or resource constraints. Thus, 3 different approach was selected to implement in the scope of this theses study. The first approach was randomized approach. Two different techniques was implemented for this approach which are Dynamic ART and Fixed ART. Second one is greedy approach. Two different techniques was implemented for greedy as well which are greedy total and greedy additional. And last approach is Clustering which contains an optimization process in this study.

The study continued with experimental works and comparing the implemented TCP techniques on different subject programs by using APFD values of the final prioritized test suites as a metric. Results showed that (i) APFD values vary according to the subject program, (ii) APFD values vary according to TCP technique used, and (iii) Clustering approach which includes an optimization process can have better APFD values for some C subjects, however it can be said that this approach is not recommended for programs that have test cases with similar coverage information because of the results in tables 4.3 and 4.4.

To sum up, performing efficient software testing requires understanding the main steps of the TCP. That is why, optimizing the existing TCP techniques or introducing new ones became our goal. With this aim, we applied SA algorithm to Clustering approach in order to increase testing efficiency. In the process of SA algorithm some parameters (i.e. initial temperature, number of iteration etc.) needs to be predefined. Also for grouping similar test cases, the number of clusters needs to be set in the first place. Therefore, a study can be done as a future work to find the optimal values of the predefined parameters.
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