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Abstract: The CMS silicon tracker, consisting of 1440 silicon pixel and 15,148 silicon strip detector modules, has been aligned using more than three million cosmic ray charged particles, with additional information from optical surveys. The positions of the modules were determined with respect to cosmic ray trajectories to an average precision of 3–4 microns RMS in the barrel and 3–14 microns RMS in the endcap in the most sensitive coordinate. The results have been validated by several studies, including laser beam cross-checks, track fit self-consistency, track residuals in overlapping module regions, and track parameter resolution, and are compared with predictions obtained from simulation. Correlated systematic effects have been investigated. The track parameter resolutions obtained with this alignment are close to the design performance.
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1 Introduction

The main goal of the CMS experiment [1] is to explore physics at the TeV energy scale exploiting the proton-proton collisions delivered by the Large Hadron Collider (LHC) [2]. The CMS silicon tracking detector (tracker) [3, 4] consists of 1440 silicon pixel and 15148 silicon strip detector modules and is located, together with the electromagnetic and hadronic calorimeters, inside a superconducting solenoidal magnet operating at a field of 3.8 T. Outside of the solenoid, the muon system is used both for triggering on muons and reconstructing their trajectories.

The aim of the tracker is to measure the trajectories of charged particles (tracks) with excellent momentum, angle, and position resolution, and with high pattern recognition efficiency [5]. Precise determination of the position of all silicon modules is a challenging task and one of the critical aspects for achieving the design track parameter resolutions. In the context of alignment, position is used throughout this paper to refer both to the location of the center point of active areas on
modules and to the orientation of active areas. The hit position resolution is in the range 10 to 30 $\mu$m and therefore the alignment precision should be better than 10 $\mu$m to achieve optimal track parameter resolution. Simulation studies based on the design (ideal) tracker geometry imply an impact parameter resolution of about 15 $\mu$m and a transverse momentum ($p_T$) resolution of about 1.5% for 100 GeV/$c$ muons.

The CMS collaboration conducted a month-long data-taking exercise known as the Cosmic Run At Four Tesla (CRAFT) during October-November 2008 with the goal of commissioning the experiment for extended data-taking [6]. With all installed detector systems participating, CMS recorded 270 million cosmic-ray-triggered events with the solenoid at its nominal axial field strength of 3.8 T. However, only a few percent of those events had cosmic rays traversing the tracker volume. Prior to CRAFT and during the final installation phase of the experiment, a series of commissioning exercises to record cosmic ray events took place with the solenoid turned off from May to September 2008. The tracker was included only at the later stages of those runs and a smaller number of cosmic ray events with the tracker participation were recorded compared with CRAFT. The operating temperature of the tracker during the CRAFT data-taking period was stable at around room temperature. Excellent performance of the tracking system has been achieved with both the silicon strip [7] and silicon pixel [8] components.

In this paper, the measurement of detector module positions for the full tracker from alignment analysis with cosmic ray particles, optical survey information, and the Laser Alignment System (LAS) is presented. This work builds on the experience with the alignment of about 15% of the CMS silicon strip tracker during stand-alone commissioning [9]. Significant improvements have been introduced. Inclusion of the pixel detector and of the full strip tracker made the first alignment of the whole CMS tracker possible. The magnetic field allowed estimates of the multiple scattering effects on a track-by-track basis. The data taken with the solenoid turned off were used in this analysis to cross-check the field-on data in a small number of cases. Significantly more tracks in a single stable configuration improved statistical precision. Two complementary statistical alignment algorithms, a global and a local iterative method, were applied to the data. Although both algorithms had been used previously during stand-alone commissioning, further improvements have been introduced, such as inclusion of survey data together with tracks. Results from the alignment studies have been compared extensively with detailed Monte Carlo (MC) simulations of the detector.

This paper is structured as follows: in section 2, the tracker layout and coordinate systems are introduced. Section 3 summarizes the optical survey measurements. In section 4, the track reconstruction and alignment algorithms are described and their application to data is explained. Results are presented in section 5.

2 Tracker layout and the coordinate systems

CMS uses a right-handed coordinate system, with the origin at the nominal collision point, the $x$-axis pointing to the center of the LHC, the $y$-axis pointing up (perpendicular to the LHC plane), and the $z$-axis along the anticlockwise-beam direction. The polar angle ($\theta$) is measured from the positive $z$-axis and the azimuthal angle ($\phi$) is measured from the positive $x$-axis in the $x$-$y$ plane, whereas the radius ($r$) denotes the distance from the $z$-axis.
The CMS tracker consists of a silicon pixel detector and a silicon strip detector (figure 1). The silicon pixel detector is composed of two sub-detectors, the barrel (BPIX) and the two endcaps in the forward regions (FPiX). The pixel modules provide two-dimensional measurements of the hit position in the module planes, which effectively translate into three-dimensional measurements in space. The silicon strip detector is composed of four sub-detectors: the Tracker Inner and Outer Barrels (TIB and TOB), the Tracker Inner Disks (TID), and the Tracker Endcaps (TEC). All sub-detectors are concentrically arranged around the nominal beam axis. The two inner layers of both the TIB and TOB, the two inner rings of the TID, and the first, second, and fifth rings of the TEC are equipped with double-sided modules; all other positions have single-sided modules. Single-sided modules provide $r\phi$ measurements in the barrel and $\phi$ measurements in the endcaps. Double-sided modules are made of a pair of single-sided strip modules, one $r\phi$ and one stereo module in the barrel, and one $\phi$ and one stereo module in the endcaps, precisely mounted back-to-back, with the stereo module sensors tilted by 100 mrad. For simplicity, we refer to both $r\phi$ and $\phi$ modules as $r\phi$ in the rest of the paper.

In the barrel region, modules are arranged in linear structures parallel to the z-axis, such as ladders in the BPIX, strings in the TIB, and rods in the TOB. The endcaps are composed of disks, which in turn contain wedge-shaped structures covering a narrow $\phi$ region, such as blades in the FPIX and petals in the TEC. The BPIX and the TIB are composed of two half-barrel structures, separated along the $x = 0$ plane for the BPIX and the $z = 0$ plane for the TIB.

A local right-handed coordinate system is defined for each module with the origin at the geometric center of the active area of the module. As illustrated in figure 2, the $u$-axis is defined along the more precisely measured coordinate of the module (typically along the azimuthal direction in the global system), the $v$-axis orthogonal to the $u$-axis and in the module plane, pointing away from the readout electronics, and the $w$-axis normal to the module plane. When double-sided modules are considered as a single entity, the coordinate system is referenced to the $r\phi$ module. For the pixel system, $u$ is always orthogonal to the magnetic field, that is in global $r\phi$ direction in the BPIX.
Figure 2. Illustration of the module local coordinates $u, v, w$ and the corresponding rotations $\alpha, \beta, \gamma$ for a single-sided strip module.

and in the radial direction in the FPIX. The $v$ coordinate is perpendicular to $u$ in the sensor plane, that is along global $z$ in the BPIX and at a small angle to the global $r\phi$ direction in the FPIX. The angles $\alpha, \beta, \gamma$ indicate rotations about the $u, v, w$ axes, respectively.

In addition, local $u'$ and $v'$ coordinates are defined such that they are parallel to $u$ and $v$, but the direction is always chosen to be in positive $\phi, z, r$ directions, irrespective of the orientation of the local coordinate system. For the TID and TEC wedge-shaped sensors, where the topology of the strips is radial, the $u'$- and $v'$-axes change direction across the sensor such that $v'$ is always directed along the strips and therefore $u'$ corresponds to the global $r\phi$-coordinate.

3 Optical survey measurements

Optical surveys taken during module construction and integration provide initial alignment parameters for many of the modules. Additionally, the survey information was used as a constraint in the alignment procedure, as will be described in section 4.1.

Coordinate Measuring Machine (CMM) data and photogrammetry have been used for the optical survey of the tracker components. While the former were used for measurements of the active elements, the latter were used for the alignment of larger structures. For the inner strip detectors (TIB and TID), both module-level and high-level structure information were used in the analysis. For the outer strip detectors (TOB and TEC), module-level survey data were used only as a conformance criterion during construction, while survey information from high-level structures was used in the analysis. More information on the strip detector surveys can be found in ref. [9].

Detailed optical surveys of the pixel endcap detectors were performed as part of the construction process. First, module positions were measured within a panel, which contains three or four modules. Then the positions of modules were also measured on a half-disk, where 12 panels are placed on each side. Eight fiducial points were measured on the active area of each module, allowing a position measurement precision of about one micron. Some of the module fiducial points were partially obscured by other modules when mounted on a half-disk and thus could not be measured. Good reproducibility of module measurements within a panel was found in the two configurations, allowing an estimate of survey precision. Measurements of the two sides of the half-disk were connected through a touch-probe, which related positions of the touch-probe targets previously measured with CMMs. This also related measurements from the front and the back
panels of blades. Finally, half-disks were placed in the half-cylinders, which were then inserted in the pixel detector volume. Halfdisk and half-cylinder positions were measured with photogrammetry and were related to the positions of the active elements through photo targets, which had been previously measured with CMMs.

In the barrel pixel detector, only two-dimensional measurements of the module positions within a ladder were performed. High-resolution digital images of four nearby fiducial points in neighboring modules were taken. A precision of 2 μm was achieved for longitudinal positions of the modules within a ladder, allowing, in particular, a tight constraint on the z-scale. The relative position of nearby ladders in the half-shells were also surveyed with similar two-dimensional measurements, but were not used in this analysis.

4 Track-based alignment

The goal of the track-based alignment procedures is to determine the module positions from a large sample of reconstructed charged particle trajectories. Each trajectory is built from charge depositions ("hits") on individual detectors, assuming a piece-wise helical track model, incorporating effects from multiple scattering and energy loss. The “Combinatorial Track Finder” (CTF) track algorithm [7] was used to reconstruct the cosmic muon trajectories. The result is a set of track parameters. Five track parameters describe the helical trajectory of a track at the point closest to the nominal interaction point: distance of closest approach in the transverse \( d_{xy} \) and longitudinal \( d_z \) directions, track azimuthal angle \( \phi \), track polar angle \( \theta \), and transverse momentum \( p_T \).

The momentum and angular spectra of cosmic muons reconstructed in the CMS tracker volume are shown in figure 3, where good agreement with MC simulation [10] is observed. These track parameters are defined at the point of closest approach to the CMS nominal interaction point and the absolute value of the \( \phi \) angle is shown, considering all particles traversing CMS from top to bottom. The aligned tracker geometry was used in track reconstruction. The asymmetry about \( \phi = 90^\circ \) is due to the excess of positive over negative cosmic ray particles entering CMS and the bending of charged tracks in the magnetic field of the solenoid. Positively charged cosmic rays tend to peak just above 90° whereas negatively charged cosmic rays tend to peak just below 90°.
The asymmetry about \( \theta = 90^\circ \) is mainly due to the asymmetric location of the cavern shaft. Tracks were selected according to the following criteria. Each track was required to consist of at least eight hits with a signal-to-noise ratio larger than 12 in the silicon strip modules or a probability of the pixel hit matching the template shape [11] of at least 0.001 (0.01) in the local \( u \) (\( v \)) direction. Hits were also rejected if the track angle relative to the local \( uv \) plane was less than 20°. In addition, two hits were required to be on either pixel or double-sided strip modules, allowing a precise measurement of the polar angle \( \theta \). The particle momentum had to be greater than 4 GeV/c, and the \( \chi^2 \) per degree of freedom of the track fit, \( \chi^2/\text{ndf} \), had to be less than 6.0. Outlying hits with large normalized residuals were removed. In total, about 3.2 million tracks were selected for alignment, out of which about 110 000 had at least one pixel hit.

The track reconstruction used the Alignment Position Errors (APE), the estimated uncertainty on the module position in the three global coordinates, which were added in quadrature to the hit errors during the pattern recognition and track fitting procedure. This allowed efficient track reconstruction in the presence of misalignment and a correct pull distribution of track parameters. The determination of APEs is described in section 5.1. The APE values used for the initial track reconstruction before alignment analysis were set to large values as they had to account for possible large displacements of the entire sub-detectors while still guaranteeing an efficient track-hit association.

4.1 Alignment algorithms

The alignment is an optimization problem that can be formulated in the context of linear least squares. Module position corrections ("alignment parameters") \( p \) are determined by minimizing an objective function

\[
\chi^2(p, q) = \sum_{j} \sum_{i} r_{ij}^T(p, q_j)V_{ij}^{-1}r_{ij}(p, q_j),
\]

which can be expressed as the sum over all hits \( i \) on all tracks \( j \) and track parameters \( q_j \), assuming negligible correlations between hits. Track residuals \( r_{ij} = m_{ij} - f_{ij}(p, q_j) \) are defined as the difference between the measured hit position \( m_{ij} \) and the trajectory impact point \( f_{ij} \), both of which are given in the module local coordinate system. The residuals are either one- or two-dimensional vectors, depending on the type of module, and \( V_{ij} \) is either the squared error or the covariance matrix in case of one- or two-dimensional residuals, respectively.

Two statistical methods were employed to solve the alignment problem. Both of them were previously applied to the CMS silicon strip tracker alignment during stand-alone commissioning [9]. The global alignment algorithm ("Millepede II") [12] minimizes the \( \chi^2 \) function in eq. (4.1) by taking into account track and alignment parameters simultaneously. This algorithm has also been previously used in simulation studies of the CMS tracker [13]. Since only the \( n \) alignment parameters \( p \) are of interest, the problem is reduced to the solution of a matrix equation of size \( n \).

The value of \( n \) is of the order of \( 10^5 \) for six degrees of freedom of 16 588 modules. The covariance matrix \( V_{ij} \) is approximated by a diagonal matrix with uncertainties \( \sigma_{ij} \) for uncorrelated hit measurements \( m_{ij} \) of the track \( j \). Given reasonable starting values, \( p_0 \) and \( q_{j0} \), the track model prediction \( f_{ij}(p, q_j) \) can be linearized. Since angular corrections are small, the linearized problem is a good approximation for alignment.
The local iterative algorithm ("Hits and Impact Points") [14] approximates eq. (4.1) by assuming no track parameter \( q \) dependence and therefore ignores correlations between alignment parameters for different modules in one iteration. The trajectory impact point \( f_{\alpha j} \) is recalculated for each hit, removing the hit under consideration from the track fit. The track parameters and correlations between different modules are taken into account through iterations of the minimization procedure and refitting the tracks with new alignment constants after each iteration. The number of iterations is determined empirically. This approach allows a simplification of the formalism and leads to a solution of the six-dimensional matrix equation for the six alignment parameters of each module in each iteration.

The local iterative algorithm permits the inclusion of survey measurements in the formalism of eq. (4.1), as described in ref. [15]. This leads to an additional term in the objective function to be minimized independently for each module in a given iteration:

\[
\chi^2_m(p) = \sum_{i}^{\text{hits}} r_i^T(p)V_i^{-1}r_i(p) + \sum_{j}^{\text{survey}} r_{s j}^T(p)V_{s j}^{-1}r_{s j}(p),
\]

(4.2)

where the original formulation has been modified to include survey information from the \( k \) hierarchical levels for each sub-detector. The track residuals \( r_i(p) \) do not have explicit dependence on track parameters and enter the sum over hits in a given module \( m \). The six-dimensional survey residuals \( r_{s j} \) are defined as the difference between the reference and the current sensor position. The survey measurement covariance matrix \( V_{s j} \) reflects both the survey precision and additional uncertainties due to changes in the detector. These errors can be configured differently for different hierarchy levels and for the degrees of freedom that should be stable, such as the longitudinal direction in a barrel ladder, and those which may change more with time.

The local iterative method uses the full implementation of the Kalman filter track reconstruction algorithm adopted in CMS [7]. It requires a large number of iterations and large computing resources to refit the tracks in each iteration. The global method, instead, allows the determination of alignment parameters, properly accounting for the correlations among them, in a single step. However, the global method does not take into account the effects of material in the tracker and assumes a simple helical trajectory for charged particles. The method also requires a large amount of computer memory and the application of advanced techniques [12] for solving eq. (4.1). Each of the two alignment algorithms was used to obtain module positions independently and a comparison of results between the two complementary approaches was part of the validation of the tracker alignment procedure. After verifying that the two methods yielded consistent results, the final results were obtained by applying the two algorithms in sequence in order to take advantage of their complementary strengths.

### 4.2 Alignment strategy

Single-sided silicon strip modules provide only a one-dimensional measurement in the module plane, along the local \( u \)-coordinate, which effectively translates into a two-dimensional measurement in space. The \( v \)-coordinate is only known to be within the module boundaries, with precision not sufficient for track reconstruction requirements. However, the information from the \( r \phi \) and stereo modules in a double-sided module is combined into a two-dimensional measurement in the combined module plane in both \( u \) and \( v \) for the pattern recognition phase.
Due to the 100 mrad stereo angle between the $r\phi$ and stereo modules, though, a small displacement in $u$ is equivalent to a ten times larger displacement in $v$. Given comparable mounting precision of modules in $u$ and $v$, a smaller $u$ displacement is much more likely than a larger $v$ displacement. In fact, it was found from the data after several attempts at alignment of double-sided modules in $v$, that parameters much larger than the known assembly accuracy were obtained. Whenever possible, the two single-sided components of a double-sided module were aligned separately, but only in the most precise coordinates. The relative alignment of the two sides was found to be consistent with assembly tolerance and at the same time improved track residuals significantly. This fact and the hierarchical structure of the tracker led to multi-step strategies for both alignment methods.

### 4.3 Alignment with the global method

The first step of the global method aligns the highest-level structures (half-barrels, endcaps) with all six degrees of freedom together with all module units, including $r\phi$ and stereo strip modules in a double-sided module, with the most sensitive degrees of freedom each ($u, w, \gamma$, and for pixel modules also $v$). The detector design geometry was chosen as a starting point. A limitation of 46 340 parameters in the program used led to selection criteria for modules to be aligned of more than 25 hits per pixel module and more than 425 hits per strip module. This resulted in the alignment of about 90% of all modules.

In the second step all modules (all double-sided or single-sided strip modules with more than 150 hits and all pixel modules with more than 25 hits) were aligned in the TIB in $u, w, \alpha, \beta, \gamma$; in the pixel system in $u, v, w, \gamma$; and in $u, w, \gamma$ elsewhere. Compared to the previous step, this recovered the remaining 10% of the modules and allowed more degrees of freedom for the TIB, which had larger assembly tolerance, but did not allow independent alignment of the $r\phi$ and stereo modules within double-sided combinations. No alignment of $\alpha$ and $\beta$ was performed in the TOB due to its higher mounting accuracy, and in the TID and TEC, since they were less often traversed by cosmic ray tracks.

The third step was designed to recover lost correlations between the first two steps and had the same configuration as the first step, but the minimum number of hits in the strip modules was increased to 450 with respect to 425 used in the first step.

### 4.4 Alignment with the local method

Module positions as determined from optical surveys were used as the starting point in the local method. The difference of the starting geometry to that of the global method was motivated by the use of survey information in the minimization procedure, as described in section 4.1. However, for both methods the initial geometry did not affect the results significantly. The alignment with the local algorithm started with the large structures and then proceeded in order of increasing granularity down to the module units in order to speed up convergence. The small fraction (4%) of tracks passing through the pixel detector suggested a modified approach in which the silicon strip modules were first aligned without pixel information. The hits from the structures not yet aligned were excluded from the track fit. The APE values were set high at the beginning of the alignment process (several hundreds of microns depending on the sub-detector), and were progressively re-
duced to a few tens of microns in subsequent alignment steps. The values of the APEs were kept fixed within each alignment step.

The alignment with the local method was carried out in six steps. In the first step (15 iterations), the half-barrels of BPIX, TIB, and TOB were aligned as rigid bodies with four degrees of freedom ($u,v,w,\gamma$). In order to have a better sensitivity along the global $z$-direction, only tracks passing through the pixel barrel system were used. In the second step (15 iterations), the endcaps of the FPIX, TID, and TEC were aligned in the same four degrees of freedom. The third alignment step (30 iterations) moved the strip modules (treating double-sided modules as rigid bodies) in all six degrees of freedom. Data from the optical survey measurements (or design geometry if no survey information was available) were used according to eq. (4.2). The information on the module positions within a higher-hierarchy structure, for example within a string of TIB, was used in the $\chi^2$ minimization. This proved to be useful for both limiting the movement of modules in poorly constrained degrees of freedom and aligning modules that had fewer than the required number of hits. In the fourth step (30 iterations), the strip module units (treating $r\phi$ and stereo strip modules in a double-sided module independently) with at least 50 hits were aligned in three degrees of freedom ($u,w,\gamma$). In step five (15 iterations), the ladders of the pixel detector were aligned in six degrees of freedom. Finally in the sixth step (15 iterations), the pixel modules with at least 30 hits were aligned in all six degrees of freedom.

After every step the alignment parameters were checked for convergence. Fewer than 20 modules failed to converge since they were moved to implausible positions by the algorithm. The alignment parameters for these modules were left at the survey values. It was found that in some cases the basic procedure needed to be applied a second time in order to improve the convergence for the alignment of the large-scale structures. However, as will be discussed in the next section, the final alignment results were derived from a sequential approach involving both the global and the local method, and for this reason the local method was limited to a single set of steps.

4.5 Alignment with the combined method

The strength of the global method is solving effectively the global correlations, while for the local method it is that the same track fit is used as in the standard CMS reconstruction, and that survey information can easily be incorporated thus allowing for alignment with more degrees of freedom. In order to take advantage of both methods, the final alignment parameters were produced starting from the output of the global method analysis described in section 4.3, then further aligning the tracker with the local method presented in section 4.4.

The alignment strategy adopted by the local algorithm was modified to exploit the already good starting position of the modules provided by the global method. The APEs were kept fixed at 10 $\mu$m in the barrels and 30 $\mu$m in the endcaps, similar to those described in section 5.1. In the first step of the local method (30 iterations), all strip modules (treating double-sided modules as rigid bodies) were aligned in six degrees of freedom using track and survey information. In the second step (20 iterations), the strip module units (treating $r\phi$ and stereo strip modules in a double-sided module independently) were aligned in three degrees of freedom ($u,w,\gamma$). Pixel modules were not aligned in the first two steps, although pixel hits were included in the track fit. Finally, in the last step (20 iterations), the pixel modules were aligned in six degrees of freedom. Modules for which the fit did not converge were left at the position obtained by the global algorithm.
5 Results and validation

The alignment analysis was performed after the proper calibration of both the strip and pixel detectors [7, 8]. In particular, an appropriate Lorentz angle calibration was applied. A Lorentz angle miscalibration would result in a systematic shift of the effective charge collection position, in the same \( u \)-direction for all the modules with the same relative orientation between the solenoid and the drift field. Since this would appear as an effective shift of the module, it would not be evident if corrected for by the alignment. Therefore, for validation purpose only, alignment results were checked with the data collected both with \( 0 \, \text{T} \) and with \( 3.8 \, \text{T} \) solenoid fields. The precision achieved in the alignment analysis is such that there should be clear evidence for a Lorentz angle miscalibration with an effective shift of only a few microns. In fact, good agreement with the Lorentz angle calibration [7] was found.

Several approaches were employed to validate the alignment results. The low-level quantities that were used in the \( \chi^2 \) minimization, such as residuals and the \( \chi^2/\text{ndf} \) of the tracks, were monitored. Given the limited size of the alignment track sample, it was used both for alignment and validation. In addition, a high-level validation analysis was performed to monitor the track parameter resolution. Moreover, techniques for comparing positions of modules within differently derived geometries, described in sections 5.5 and 5.6, allowed a better understanding of the alignment performance.

5.1 Calibration of alignment position errors

In the track refit the APEs for each hit were assumed to be the same in the three spatial directions. For an alignment performed using cosmic ray tracks, the precision of the alignment varies within a given sub-detector because of the different illumination of modules due to their orientation relative to cosmic rays. The radius of the sphere representing the APE for each module, \( r_{\text{sphere}} \), was therefore taken to be \( r_{\text{sphere}} = r_0 / \sqrt{N_{\text{entries}}} \), where \( N_{\text{entries}} \) represents the number of hits in a module. The value of \( r_0 \) was chosen in order to have the Gaussian standard deviation of the distribution of the residuals normalized to their error approximately equal to one in the symmetric interval covering 95% of the distribution. In the TIB and TOB, a common \( r_0 \) value was defined for each layer and separately for the \( r_\phi \) and stereo components of the double-sided layers. Elsewhere the value of \( r_0 \) was defined at the sub-detector level. The values of \( r_{\text{sphere}} \) were restricted to reasonable values, especially in the case of small or zero \( N_{\text{entries}} \), where a precision compatible with survey and assembly data was used. APEs were calibrated using the set of alignment parameters obtained from the combined method. Examples of the distribution of the normalized residuals after the calibration of the APEs are shown in figure 4.

5.2 Track fit quality and hit residuals

All tracks used in the validation procedure were refitted with APEs corresponding to the alignment parameters obtained with the combined method. The loose track selection described in section 4 was applied. To avoid a bias in the determination of the hit residuals, the track prediction was calculated without information from the hit under consideration. The track \( \chi^2/\text{ndf} \) distribution is shown in figure 5. The hit residuals in the \( u' \) and \( v' \) directions are shown in figure 6. The hit residual width is dominated by two effects other than alignment: track extrapolation uncertainties due to
Figure 4. Distributions of normalized track residuals after the APE calibration procedure: BPIX (left), TIB (center), and TOB (right). Solid lines represent the results of Gaussian fits and the fit mean and sigma values are given within the plots. The alignment obtained from the combined method was used.

Figure 5. Distributions of the $\chi^2$/ndf of the tracks before alignment (dotted line) and after alignment with the local (dashed-dotted line), global (dashed line), and combined (solid line) methods.

multiple scattering and hit position reconstruction uncertainties. Both of these effects are random, while misalignment leads to systematic shifts of the residuals. For this reason, the distribution of the median of the residuals (DMR) is taken as the most appropriate measure of alignment. Median distributions are shown in figure 7 and the corresponding RMS values of these distributions are given in table 1.

To check the statistical precision of track-based alignment a MC simulation was performed in which module positions from the combined method obtained with data were used as the starting geometry in the MC alignment procedure. This approach in MC effectively models the situation in data prior to and during the alignment. The resulting DMRs are also shown in figure 7 and the RMS values listed in table 1. For comparison, the distributions obtained from the ideal MC simulation are presented in figure 7 as well.

The middle columns of table 1 reflect different stages of alignment: the initial situation with no alignment, alignment with tracks using the global and local methods, and finally with the combined method. Table 1 also includes results from MC simulations based on combined and ideal geometries. For the 2D pixel detectors both $u'$ and $v'$ coordinate measurements are quoted. Over-
all, there is significant improvement in the track reconstruction going from the geometry without any alignment, to the alignment using tracks with the local and the global method, and finally to the combined result. With respect to cosmic ray trajectories, the module positions were determined to an average precision of 3–4 \( \mu \text{m} \) RMS in the barrel and 3–14 \( \mu \text{m} \) RMS in the endcaps in the most sensitive coordinate. These values are in agreement with the expected statistical precision as determined using simulated events. They are also comparable to values obtained from a MC simulation based on the ideal detector geometry.

5.3 Residuals in overlapping module regions

A further method to monitor and validate the results of the alignment is to use the hits from tracks passing through regions where modules overlap within a layer of the tracker. This method, described in detail in ref. [16], is also used to measure the hit resolution of the sensors [7]. In this method, the difference in residual values for the two measurements in the overlapping modules is compared, once the hits in the layer under consideration are removed from the track fit. The proximity of the hits reduces the amount of material between the two hits and minimizes the uncertainties on the predicted positions associated with track propagation. Deviations between
Figure 7. Distribution of $\mu_{1/2}$, the median of the residuals, for modules with more than 30 hits, shown for BPIX (top left $u'$, top right $v'$), FPIX (second row left $u'$, second row right $v'$), TIB (third row left), TOB (third row right), TID (bottom left), and TEC (bottom right). Shown are distributions before alignment (black dotted), after alignment with the combined method (red solid), combined method MC (green dashed), and ideal MC (blue dash-dotted).
Table 1. RMS of the distribution of the median of the residuals (DMR) in the \( u' \) and \( v' \) local coordinates for modules with more than 30 hits. The number of these modules compared to the total number of modules is stated in the last column. Four geometries are considered: those obtained with the three methods discussed in the text and the geometry before alignment. Results from simulations based on the combined alignment and ideal geometries are shown for comparison.

<table>
<thead>
<tr>
<th></th>
<th>before [( \mu \text{m} )]</th>
<th>global [( \mu \text{m} )]</th>
<th>local [( \mu \text{m} )]</th>
<th>combined [( \mu \text{m} )]</th>
<th>combined MC [( \mu \text{m} )]</th>
<th>ideal MC [( \mu \text{m} )]</th>
<th>modules</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPIX (( u' ))</td>
<td>328.7</td>
<td>7.5</td>
<td>3.0</td>
<td>2.6</td>
<td>2.1</td>
<td>2.1</td>
<td>757/768</td>
</tr>
<tr>
<td>BPIX (( v' ))</td>
<td>274.1</td>
<td>6.9</td>
<td>13.4</td>
<td>4.0</td>
<td>2.5</td>
<td>2.4</td>
<td>393/672</td>
</tr>
<tr>
<td>FPIX (( u' ))</td>
<td>389.0</td>
<td>23.5</td>
<td>26.5</td>
<td>13.1</td>
<td>12.0</td>
<td>9.4</td>
<td>2623/2724</td>
</tr>
<tr>
<td>FPIX (( v' ))</td>
<td>385.8</td>
<td>20.0</td>
<td>23.9</td>
<td>13.9</td>
<td>11.6</td>
<td>9.3</td>
<td>5129/5208</td>
</tr>
<tr>
<td>TIB (( u' ))</td>
<td>712.2</td>
<td>4.9</td>
<td>7.1</td>
<td>2.5</td>
<td>1.2</td>
<td>1.1</td>
<td>807/816</td>
</tr>
<tr>
<td>TOB (( u' ))</td>
<td>168.6</td>
<td>5.7</td>
<td>3.5</td>
<td>2.6</td>
<td>1.4</td>
<td>1.1</td>
<td>6318/6400</td>
</tr>
<tr>
<td>TID (( u' ))</td>
<td>295.0</td>
<td>7.0</td>
<td>6.9</td>
<td>3.3</td>
<td>2.4</td>
<td>1.6</td>
<td>339/360</td>
</tr>
<tr>
<td>TEC (( u' ))</td>
<td>216.9</td>
<td>25.0</td>
<td>10.4</td>
<td>7.4</td>
<td>4.6</td>
<td>2.5</td>
<td>6318/6400</td>
</tr>
</tbody>
</table>

Table 2. RMS of the mean of the distributions of the relative shift between overlapping module pairs, scaled by \( 1/\sqrt{2} \) to account for the two independent measurements. Results are shown for the three data and two MC geometries described in the text.

<table>
<thead>
<tr>
<th></th>
<th>before [( \mu \text{m} )]</th>
<th>survey [( \mu \text{m} )]</th>
<th>combined [( \mu \text{m} )]</th>
<th>combined MC [( \mu \text{m} )]</th>
<th>ideal MC [( \mu \text{m} )]</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPIX (( u ))</td>
<td>114</td>
<td>121</td>
<td>5.7</td>
<td>4.3</td>
<td>4.4</td>
</tr>
<tr>
<td>BPIX (( v ))</td>
<td>122</td>
<td>110</td>
<td>12.7</td>
<td>4.7</td>
<td>4.2</td>
</tr>
<tr>
<td>TIB (( u ))</td>
<td>264</td>
<td>187</td>
<td>7.0</td>
<td>1.6</td>
<td>1.1</td>
</tr>
<tr>
<td>TOB (( u ))</td>
<td>118</td>
<td>118</td>
<td>5.1</td>
<td>2.1</td>
<td>1.6</td>
</tr>
</tbody>
</table>

The reconstructed hits and the predicted positions allow an assessment of the relative alignment between two adjacent modules. A non-zero mean of a Gaussian fit to the distribution of residual differences indicates a relative shift between the modules. A relative rotation between the modules can be seen in the dependence of the differences between the residuals and the track position predictions on the modules under study, where the slope indicates the magnitude of the residual rotation. This would also lead to an increase in the width of the Gaussian fitted to the distribution of the differences between the residuals, and can be minimized by requiring that the slopes be small, as is done in the hit resolution measurement [7]. Any quantitative assessment is nevertheless difficult since it is not easy to disentangle the contributions of the rotations around the different axes.

Only events with a single reconstructed track were used in this analysis. Module pairs with more than 35 (100) hits in the overlap region were analyzed in the pixel (strip) detectors. Only barrel layers satisfied these requirements. The lower hit requirement in the pixel modules reflects their smaller area and leads to correspondingly less precise mean values.
The relative shifts are shown in figure 8. In the strip detectors, the relative shift can be measured in the local $u$-coordinate. In the pixel detector, this shift can be measured both in the local $u$ and local $v$ coordinates. The RMS of the distribution of the mean values are given in table 2, where the values are scaled by $1/\sqrt{2}$ to account for two independent measurements. The corresponding mean values of the distributions after alignment are 1.5 $\mu$m or less. The expectation from MC, for both aligned as well as ideal geometry, is in good agreement with the distribution of the median of residuals quoted in table 1, where results in the pixel detector are more affected by the small size of the overlap sample. The differences in data may be a sign of yet unquantified systematic effects, like the aplanar distortions of modules. While the distributions of hit residuals taken over the full active region of the modules tend to be well centered, this is not always the case for distributions in the overlap regions, which are located at the edges of the active areas in the modules. However, this effect is smaller then 10 $\mu$m in the most precise $u$ direction and is 13 $\mu$m in the $v$ direction in the pixel barrel modules. There is also visible improvement of the results with survey geometry compared to the geometry before alignment in the TIB, while in the TOB no module-level survey was done and in the BPIX no survey data between overlapping ladders were used either.

### 5.4 Track parameter resolution

The track parameter resolutions can be validated with independent reconstruction of the upper and the lower portions of cosmic ray tracks and comparison of track parameters at the point of closest approach to the nominal beamline. Both the upper and lower track segments were required to have
Figure 9. Differences between upper and lower track segment parameters measured at the point of closest approach to the beamline and scaled by $1/\sqrt{2}$. Distributions are shown for the distance of closest approach in the transverse direction $d_{xy}$ (top left), the same in the longitudinal direction $d_z$ (top right), the track azimuthal angle $\phi$ (middle left), the track polar angle $\theta$ (middle right), and $1/p_T$ (bottom left). The plot on the bottom right shows the $1/p_T$ difference normalized to its error, that is $(1/p_T \mid 1/p_T) / \sqrt{\sigma_{1/p_T,1}^2 + \sigma_{1/p_T,2}^2}$. Results are shown for four geometries: data before alignment (black dotted lines), data with combined method alignment (red solid), combined method MC (green dashed), and ideal MC (blue dash-dotted).

at least three pixel hits. This mimics the topology of collision tracks. The track segments were reconstructed independently. Figure 9 shows the difference between upper and lower portions of tracks for all five track parameters. There is significant improvement due to tracker alignment, with good agreement between data and MC simulations. The results of the combined method are approaching those of a MC simulation with ideal detector geometry. The $p_T$ measurements are most sensitive to the strip part of the tracker, while the other four parameters are dominated by the alignment of the pixel detector. The normalized distributions in figure 9 also show that the error estimates on the track parameters are in good agreement with predictions from MC simulations. Figure 10 shows the dependence of the resolution on $p_T$ for the track parameters $d_{xy}$ and $1/p_T$. 
5.5 Systematic misalignment studies

A global translation and rotation of the whole tracker is an example of a trivial transformation which leaves the $\chi^2$ value of eq. (4.1) unchanged. This transformation has no effect on the internal alignment and is easily resolved by a suitable convention when defining the global reference frame. The convention that the center-of-gravity of all modules coincides with the design position was used in this work. A similar convention was used for the rotation of the tracker.

There are, however, non-trivial transformations, so-called “weak” modes, that also preserve the $\chi^2$ value of eq. (4.1) and are of larger concern. The presence of weak modes in the geometry resulting from track-based alignment was investigated following the approach described in ref. [15]. Nine systematic distortions, in $\Delta r$, $\Delta \phi$, and $\Delta z$ as a function of $r$, $\phi$, and $z$ were applied to the aligned geometry. Studies were performed with both global and local alignment methods and the results presented here were obtained with the global method. The systematically misaligned geometries were used as a starting point and the alignment procedure described in section 4 was repeated. The nine geometries obtained after the alignments were then compared to the original aligned geometry to see if the distortions can be recovered by the alignment procedure.

The results were analyzed separately for the pixel (BPIX and FPIX), barrel strip (TIB and TOB), and forward strip (TID and TEC) sub-detectors. The remaining displacements of the modules in the TIB and TOB, which are expected to have the best illumination from cosmic ray tracks, are shown in figure 11 for four systematic deformations: the layer rotation ($\Delta \phi = c_1 + c_2 r$), the twist deformation ($\Delta \phi = c_1 z$), the skew ($\Delta z = c_1 \cos \phi$), and the $z$-expansion ($\Delta z = c_1 z$). The layer rotation can be well recovered in alignment with cosmic ray tracks, while the scatter in the module position difference is an evidence for weak modes in other projections. The twist and the skew deformations are reflected to a lesser degree in track $\chi^2$, and therefore are only partially recovered. Finally, as the distribution of the track $\chi^2$ changes only marginally with respect to the $z$-expansion, this deformation cannot be recovered using cosmic ray tracks only.
Figure 11. Comparison of the position of the TIB and TOB modules with respect to the geometry obtained with the global method after applying systematic distortions (black solid lines) and after alignment (red dots) is shown on the left for layer rotation (top row), twist (second row), skew (third row), and z-expansion (bottom row) weak modes. For the twist misalignment, the shorter and longer solid lines correspond to the modules in the inner layer of the TIB and in the outer layer of the TOB, respectively. The plots on the right show the distributions of the corresponding track $\chi^2/\text{ndf}$ after the alignment with the global method (blue solid line), after introducing the systematic misalignment (black dashed line), and after re-aligning (red solid line, below the blue solid line).
Radial deformations are generally recovered using constraints from overlapping modules. Also, mid-plane differences between the upper and lower legs of cosmic ray tracks are sensitive to deformations that differently affect the upper and lower parts of the tracker, including the layer rotation and telescope ($\Delta z = c_1 r$) modes. However, more subtle deformations, including those discussed above, may be difficult to recover with cosmic ray tracks alone. Additional information with tracks from LHC beam interactions, which should be uniform in $\phi$, and with additional constraints from the vertices and the masses of resonances, may provide better sensitivity to those systematic deformations. In principle, the Laser Alignment System (section 5.7) and hierarchical survey measurements provide complementary information, but evaluating systematic biases in those measurements is a challenging task.

5.6 Study of detector geometry

Two sets of comparisons between geometries obtained from track-based alignment with data have been performed: a comparison between the geometries from the local and the global methods, and a comparison between the geometry obtained with the combined method with respect to the design one. A comparison between two geometries is done after correcting for an overall residual shift and rotation of the whole detector, or a sub-detector, with respect to its center-of-gravity.

Figure 12 shows the distribution of the differences between the $r\phi$ positions of the 768 BPIX modules obtained with the local and the global methods. The RMS of the distribution is about 12 $\mu$m. The distribution of the differences between the $z$ positions is similar once the two main weak modes, $\Delta z$ vs. $z$ and $\Delta z$ vs. $\phi$, are properly identified and removed by the means of the fit with the functions shown in the left of figure 11. Similar module-by-module comparisons were performed on larger structures, like the TIB or TOB, where weak modes cannot be easily removed, and on coordinates for which the track-based alignment with cosmic rays has a limited sensitivity. This led to distributions characterized by a larger spread. This is also confirmed by alignment on simulated data and limits the accuracy of the absolute position determination.

Assuming that the geometry of the tracker is best described by the one obtained with the
combined method, a comparison with the design geometry indicates that the two BPIX half-barrels are shifted along the vertical axis by about 0.4 mm and the two half-barrels of the TIB have an extra separation along the \( z \) axis of about 5 mm. Both displacements are mechanically possible. The large displacement of the TIB half-barrels is supported by the optical survey measurements described in ref. [9]. Figure 13 shows the displacement in the \( y \)- and in the \( z \)-coordinates of the BPIX and TIB modules with respect to their design position. In the case of the TIB, a large scatter of the \( z \)-coordinate of the modules with respect to their design position is observed. The modulation of the displacement as a function of the \( \phi \) position of the module can be explained by the presence of the weak mode skew in the combined geometry, as discussed in the previous section.

5.7 Validation with the Laser Alignment System

An independent test of the silicon tracker alignment was provided by the Laser Alignment System (LAS), which uses a system of 40 infrared laser beams (\( \lambda = 1075 \) nm) to survey the position of the large-scale structure elements of the tracker. The LAS measurements are available for 434 silicon strip modules, which are distributed over eight azimuthal sectors. The light is detected directly on the active area of the silicon sensors and therefore provides excellent beam position resolution with respect to the module sensitive area. For each TEC disk, there are 16 modules distributed uniformly in \( \phi \) at two radial positions that are intersected by laser beams. Furthermore, the LAS is capable of measuring the relative orientation of both endcaps and the TIB and TOB half-barrels. The TID and the pixel detector are not included in the LAS.

Operation of the LAS during data-taking was mainly devoted to commissioning. In total, 31 out of the 40 laser beams were fully operational during this period. The available data were used
to calculate the relative positions of the TEC disks. Using LAS measurements in the alignment procedure by means of additional terms to eq. (4.1) is not discussed in this paper.

For the calculation of the alignment parameters from LAS data, the TEC disks were treated as solid objects, each with one rotational and two translational degrees of freedom. Additional degrees of freedom resulted from the fact that the beam directions may deviate from their nominal values at the level of 1 mrad. The calculation was based on an analytical approach for solving the $\chi^2$-minimization problem for the laser hit residuals.

For comparison, the position of the TEC disks was also calculated from the results of the track-based alignment using the combined method, where only the position of the modules illuminated by the LAS beams were considered, for consistency. Figure 14 compares the results of the measurements for positive $z$ side TEC disks from the cosmic ray data analysis, the LAS data analysis, the LAS sector test [9], and optical survey. All data are in good agreement. However, it is difficult to estimate the systematic uncertainties in the results for the track-based alignment due to the effects discussed in section 5.5. Small movements of particular disks are expected between the sector test and optical survey measurements and the CRAFT results from the LAS and the track-based alignment. The optical surveys were done with the endcaps in a vertical orientation whereas they have a horizontal orientation within the tracker.

As a comparison to track-based results, the laser hit residuals, defined as the difference between the nominal and the measured laser hit position along the $\phi$-coordinate, have been determined from the tracker geometry before alignment as well as assuming the geometry from the combined method. Corrections have been made for deviations of the beams from their nominal orientations. The results are shown in figure 15. Assuming the aligned geometry as measured with tracks, the overall RMS of the residual distribution decreases significantly with respect to the before alignment case (cf. table 3). For the modules in the TEC, the RMS decreases by more than a factor of two, while the effect in the TOB is slightly smaller. The largest relative improvement is observed for the TIB modules. However, the resulting RMS of 200 $\mu$rad for TIB modules remains...
Table 3. RMS of laser hit residuals ($\phi_{\text{nominal}} - \phi_{\text{measured}}$) for the TEC, TIB, and TOB before and after alignment with the combined alignment method.

<table>
<thead>
<tr>
<th></th>
<th>TIB [µrad]</th>
<th>TOB [µrad]</th>
<th>TEC [µrad]</th>
</tr>
</thead>
<tbody>
<tr>
<td>before align.</td>
<td>790</td>
<td>200</td>
<td>160</td>
</tr>
<tr>
<td>aligned</td>
<td>200</td>
<td>110</td>
<td>70</td>
</tr>
</tbody>
</table>

Figure 15. Laser hit residuals ($\phi_{\text{nominal}} - \phi_{\text{measured}}$) for the TEC (left), TIB (middle), and TOB (right), using the geometry before alignment (dashed black line) and the geometry obtained from the combined alignment method (solid red line).

larger than in the other sub-detectors. The observed residual widths may reflect an insufficient calibration of the lasers and a non-optimized laser beam correction procedure. Furthermore, weak modes for which the track-based alignment with cosmic rays has limited sensitivity may contribute to the residual distributions observed in the LAS studies.

6 Summary and discussion

In summary, results of the first full alignment of the CMS tracker have been presented. Two algorithms have been used to determine the positions of all 16 588 silicon modules. The two alignment methods have been combined sequentially to take into account most effectively both global and local correlations of module positions. The results are based on the analysis of about three million cosmic ray tracks recorded with a 3.8 T magnetic field.

The precision of the detector positions with respect to particle trajectories has been derived from the distribution of the median of the cosmic muon track residuals to be on average 3–4 µm RMS in the barrel and 3–14 µm RMS in the endcaps in the most sensitive coordinate. These results are supported by the difference of the residuals in regions where modules overlap within a layer, thus reducing effects of multiple scattering in the calculation of the residuals. Nevertheless, additional small systematic effects may still be present. The achieved tracker resolution in all five track parameters has been checked with a study of the two halves of a cosmic ray track and
compared with predictions from a detailed detector simulation. The measured resolutions are close to those that would be observed in a detector with perfectly placed modules.

Overall, a significant improvement in track fit performance compared either to using the before alignment or survey geometry has been observed. The resulting aligned geometry allows a study of the assembly precision of the individual sub-detectors. A comparison of module positions obtained with complementary methods supports findings based on track residuals. Nonetheless, certain deformations in the geometry that do not change the $\chi^2$ of the tracks, cannot be ruled out due to the largely vertical nature of the cosmic track data.

Clear improvement in the LAS residuals is observed when using the result of the track based alignment. The stand-alone LAS data analysis agrees well with that from previous tests and with survey alignment. The operation of the LAS has shown that the laser beams operate properly.

Experience gained in the alignment analysis of the silicon modules with cosmic ray particles is valuable in preparation for the CMS tracker alignment with the data from LHC collisions, which is critical to achieving the physics goals of the CMS detector. Integration of measurements from cosmic ray and collision tracks, LAS, and survey will be critical for the optimal tracker alignment with the first data expected from LHC beam collisions. Because the track parameter resolutions are close to the design performance with cosmic ray data already, statistical uncertainties in track parameters are not expected to be considerably affected by alignment at CMS startup with data from beam collisions.

Acknowledgments

We thank the technical and administrative staff at CERN and other CMS Institutes, and acknowledge support from: FMSR (Austria); FNRS and FWO (Belgium); CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and NSFC (China); COLCIENCIAS (Colombia); MSES (Croatia); RPF (Cyprus); Academy of Sciences and NICPB (Estonia); Academy of Finland, ME, and HIP (Finland); CEA and CNRS/IN2P3 (France); BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI (Ireland); INFN (Italy); NRF (Korea); LAS (Lithuania); CINVESTAV, CONACYT, SEP, and UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland); FCT (Portugal); JINR (Armenia, Belarus, Georgia, Ukraine, Uzbekistan); MST and MAE (Russia); MSTDS (Serbia); MICINN and CPAN (Spain); Swiss Funding Agencies (Switzerland); NSC (Taipei); TUBITAK and TAEK (Turkey); STFC (United Kingdom); DOE and NSF (USA). Individuals have received support from the Marie-Curie IEF program (European Union); the Leventis Foundation; the A. P. Sloan Foundation; and the Alexander von Humboldt Foundation.

References


The CMS collaboration

Yerevan Physics Institute, Yerevan, Armenia
S. Chatrchyan, V. Khachatryan, A.M. Sirunyan

Institut für Hochenergiephysik der OeAW, Wien, Austria

National Centre for Particle and High Energy Physics, Minsk, Belarus

Research Institute for Nuclear Problems, Minsk, Belarus
A. Fedorov, A. Karneyeu, M. Korzhik, V. Panov, R. Zuyevski

Research Institute of Applied Physical Problems, Minsk, Belarus
P. Kuchinsky

Universiteit Antwerpen, Antwerpen, Belgium

Vrije Universiteit Brussel, Brussel, Belgium

Université Libre de Bruxelles, Bruxelles, Belgium

Ghent University, Ghent, Belgium
M. Grunewald, B. Klein, A. Marinov, D. Ryckbosch, F. Thyssen, M. Tytgat, L. Vanelderen, P. Verwiligen

Université Catholique de Louvain, Louvain-la-Neuve, Belgium

Université de Mons, Mons, Belgium
N. Beliy, E. Daubie

Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil
G.A. Alves, M.E. Pol, M.H.G. Souza
Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil
W. Carvalho, D. De Jesus Damiao, C. De Oliveira Martins, S. Fonseca De Souza, L. Mundim, V. Oguri, A. Santoro, S.M. Silva Do Amaral, A. Sznajder

Instituto de Fisica Teorica, Universidade Estadual Paulista, Sao Paulo, Brazil
T.R. Fernandez Perez Tomei, M.A. Ferreira Dias, E. M. Gregores2, S.F. Novaes

Institute for Nuclear Research and Nuclear Energy, Sofia, Bulgaria
K. Abadjiev1, T. Anguelov, J. Damgov, N. Darmenov1, L. Dimitrov, V. Genchev1, P. Iaydjiev, S. Piperov, S. Stoykova, G. Sultanov, R. Trayanov, I. Vankov

University of Sofia, Sofia, Bulgaria
A. Dimitrov, M. Dyulendarova, V. Kozhuharov, L. Litov, E. Marinova, M. Mateev, B. Pavlov, P. Petkov, Z. Toteva1

Institute of High Energy Physics, Beijing, China

State Key Lab. of Nucl. Phys. and Tech., Peking University, Beijing, China
Y. Ban, J. Cai, Y. Ge, S. Guo, Z. Hu, Y. Mao, S.J. Qian, H. Teng, B. Zhu

Universidad de Los Andes, Bogota, Colombia

Technical University of Split, Split, Croatia
N. Godinovic, K. Lelas, R. Plestina, D. Polic, I. Puljak

University of Split, Split, Croatia
Z. Antunovic, M. Dzelalija

Institute Rudjer Boskovic, Zagreb, Croatia
V. Brigljevic, S. Duric, K. Kadija, S. Morovic

University of Cyprus, Nicosia, Cyprus

National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
A. Hektor, M. Kadastik, K. Kannike, M. Müntel, M. Raidal, L. Rebane

Helsinki Institute of Physics, Helsinki, Finland

Lappeenranta University of Technology, Lappeenranta, Finland
K. Banzuzi, A. Korpela, T. Tuuva

Laboratoire d’Annecy-le-Vieux de Physique des Particules, IN2P3-CNRS, Annecy-le-Vieux, France
P. Nedelec, D. Sillou
DSM/IRFU, CEA/Saclay, Gif-sur-Yvette, France
M. Besancon, R. Chipaux, M. Dejardin, D. Denegri, J. Descamps, B. Fabbro, J.L. Faure, F. Ferri,
S. Ganjour, F.X. Gentit, A. Givernaud, P. Gras, G. Hamel de Monchenault, P. Jarry, M.C. Lemaire,
E. Locci, J. Malcles, M. Marionneau, L. Millischer, J. Rander, A. Rosowsky, D. Rousseau,
M. Titov, P. Verrecchia

Laboratoire Leprince-Ringuet, Ecole Polytechnique, IN2P3-CNRS, Palaiseau, France
S. Baffioni, L. Bianchini, M. Bluj, P. Busson, C. Charlot, L. Dobrzynski, R. Granier de Cassagnac,
M. Haguenauger, P. Miné, P. Paganini, Y. Siros, C. Thiebaux, A. Zabi

Institut Pluridisciplinaire Hubert Curien, Université de Strasbourg, Université de Haute Alsace Mulhouse, CNRS/IN2P3, Strasbourg, France
J.-L. Agram, A. Besson, D. Bloch, D. Bodin, J.-M. Brom, E. Conte, F. Drouhin, J.-C. Fontaine,

Université de Lyon, Université Claude Bernard Lyon 1, CNRS-IN2P3, Institut de Physique Nucléaire de Lyon, Villeurbanne, France
C. Baty, M. Bedjidian, J. Blaha, G. Boudoul, H. Brun, N. Chanon, R. Chierici, D. Contardo,
P. Depasse, T. Dupasquier, H. El Mamouni, F. Fassi, J. Fay, S. Gascon, B. Ille, T. Kurca, T. Le Grand,
M. Lethuillier, N. Lumb, L. Mirabito, S. Perries, M. Vander Donckt, P. Verdier

E. Andronikashvili Institute of Physics, Academy of Science, Tbilisi, Georgia
N. Djaoshvili, N. Roinishvili, V. Roinishvili

Institute of High Energy Physics and Informatization, Tbilisi State University, Tbilisi, Georgia
N. Amaglobeli

RWTH Aachen University, I. Physikalisches Institut, Aachen, Germany
R. Adolphi, G. Anagnostou, R. Brauer, W. Braunschweig, M. Edelhoff, H. Esser, L. Feld,
B. Wittmer, M. Wlochal

RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany
O. Actis, G. Altenhöfer, W. Bender, P. Biallass, M. Erdmann, G. Fetchenhauer, J. Frangenhein,
T. Hebbeker, G. Hilgers, A. Hinzmann, K. Hoepfner, C. Hof, M. Kirsch, T. Klimkovich,
P. Kreuzer, D. Lanske, M. Marschmeyer, A. Meyer, B. Philipp, H. Pieta, H. Reithler,

RWTH Aachen University, III. Physikalisches Institut B, Aachen, Germany
M. Bontenackels, M. Davids, M. Duda, G. Flügge, H. Geenen, M. Giffels, W. Haj Ahmad, T. Hermanns,
D. Heydhausen, S. Kalinin, T. Kress, A. Linn, A. Nowack, L. Perchalla, M. Poettgens, O. Pooth,
P. Sauerland, A. Stahl, D. Tornier, M.H. Zoeller

Deutsches Elektronen-Synchrotron, Hamburg, Germany
M. Aldaya Martin, U. Behrens, K. Borras, A. Campbell, E. Castro, D. Dammann, G. Eckerlin,
A. Flossdorf, G. Flucke, A. Geiser, D. Hatton, J. Hauk, H. Jung, M. Kasemann, I. Kukov, C. Kleinwort,
H. Kluge, A. Knutsson, E. Kuznetsova, W. Lange, W. Lohmann, R. Mankel, M. Marrienfeld,

University of Hamburg, Hamburg, Germany

Institut für Experimentelle Kernphysik, Karlsruhe, Germany

Institute of Nuclear Physics "Demokritos", Aghia Paraskevi, Greece
G. Daskalakis, T. Geralis, K. Karafasoulis, A. Kyriakis, D. Loukas, A. Markou, C. Markou, C. Mavrommatis, E. Petrakou, A. Zacharadou

University of Athens, Athens, Greece
L. Gouskos, P. Katsas, A. Panagiotou

University of Ioánnina, Ioánnina, Greece
I. Evangelou, P. Kokkas, N. Manthos, I. Papadopoulos, V. Patras, F.A. Triantis

KFKI Research Institute for Particle and Nuclear Physics, Budapest, Hungary
G. Bencze¹, L. Boldizsar, G. Debreczeni, C. Hajdu¹, S. Hernath, P. Hidas, D. Horvath¹, K. Krajczar, A. Laszlo, G. Patay, F. Sikler, N. Toth, G. Vesztergombi

Institute of Nuclear Research ATOMKI, Debrecen, Hungary

University of Debrecen, Debrecen, Hungary

Panjab University, Chandigarh, India

University of Delhi, Delhi, India

Bhabha Atomic Research Centre, Mumbai, India

Tata Institute of Fundamental Research - EHEP, Mumbai, India
T. Aziz, M. Guchait¹, A. Gurtu, M. Maity¹, D. Majumder, G. Majumder, K. Mazumdar, A. Nayak, A. Saha, K. Sudhakar
INFN Sezione di Padova $^a$, Università di Padova $^b$, Padova, Italy
P. Azzi$^{,a,1}$, N. Bacchetta$^a$, L. Barcellan$^a$, P. Bellant$^{,a,1}$, M. Bellato$^a$, M. Beneton$^a$, M. Biasotto$^{,a,13}$, D. Bisello$^{,a,b}$, E. Borsato$^{,a,b}$, A. Branca$^a$, R. Carlin$^{,a,b}$, L. Castellani$^a$, P. Checchia$^a$, E. Conti$^a$, F. Dal Corso$^a$, M. De Mattia$^{,a,b}$, T. Dorigo$^a$, U. Doselli$^a$, F. Fantangio$^a$, F. Gasparini$^{,a,b}$, U. Gasparini$^{,a,b}$, P. Giubilato$^{,a,b}$, F. Gonella$^a$, A. Greselin$^{,a,14}$, M. Gulmini$^{,a,13}$, A. Kaminski$^{,a,b}$, S. Lacapra$^{,a,13}$, I. Lazzizzera$^{,a,14}$, M. Margoni$^{,a,b}$, G. Maron$^{,a,13}$, S. Mattiazzo$^{,a,b}$, M. Mazzucato$^a$, M. Meneghelli$^a$, A.T. Meneguzzo$^{,a,b}$, M. Michelotto$^a$, F. Montecassiano$^a$, M. Nespolo$^a$, M. Passaseo$^a$, M. Pegoraro$^a$, L. Perrozzi$^a$, N. Pozzobon$^{,a,b}$, P. Ronchese$^{,a,b}$, F. Simonetto$^{,a,b}$, N. Tioniolo$^a$, E. Torassa$^a$, M. Tosi$^{,a,b}$, A. Triossi$^a$, S. Vanini$^{,a,b}$, S. Ventura$^a$, P. Zotto$^{,a,b}$, G. Zumerle$^{a,b}$

INFN Sezione di Pavia $^a$, Università di Pavia $^b$, Pavia, Italy
P. Baesso$^{,a,b}$, U. Berzano$^a$, S. Bricola$^a$, M.M. Necchi$^{,a,b}$, D. Pagano$^a$, S.P. Ratti$^{,a,b}$, C. Riccardi$^{,a,b}$, P. Torre$^{,a,b}$, A. Vicini$^a$, P. Vitulo$^{,a,b}$, C. Viviani$^{,a,b}$

INFN Sezione di Perugia $^a$, Università di Perugia $^b$, Perugia, Italy
D. Aisa$^a$, S. Aisa$^a$, E. Babucci$^a$, M. Biasini$^{,a,b}$, G.M. Bilei$^a$, B. Caponera$^{,a,b}$, B. Checucci$^a$, N. Dinu$^a$, L. Fanò$^a$, L. Farnesini$^a$, P. Lariccia$^{,a,b}$, A. Lucaroni$^{,a,b}$, G. Mantovani$^{,a,b}$, A. Nappi$^{,a,b}$, A. Piluso$^a$, V. Postolache$^a$, A. Santocchia$^a$, L. Servoli$^a$, D. Tonoiu$^a$, A. Vedaei$^a$, R. Volpe$^{,a,b}$

INFN Sezione di Pisa $^a$, Università di Pisa $^b$, Scuola Normale Superiore di Pisa $^c$, Pisa, Italy
P. Azzurri$^{,a,c}$, G. Bagliesi$^a$, J. Bernardini$^{,a,b}$, L. Berretta$^a$, T. Boccali$^a$, A. Bocci$^{,a,c}$, L. Borrello$^{,a,c}$, F. Bosi$^a$, F. Calzolari$^a$, R. Castaldi$^a$, R. Dell’Orso$^a$, F. Fiori$^{,a,b}$, F. Foà$^{,a,c}$, S. Gennai$^{,a,c}$, A. Giassi$^a$, A. Kraan$^a$, F. Ligabue$^{,a,c}$, T. Lomtadze$^a$, F. Mariani$^a$, L. Martin$^a$, M. Massa$^a$, A. Messineo$^{,a,b}$, A. Moggi$^a$, F. Palli$^a$, F. Palmonari$^a$, G. Petragnani$^a$, G. Petrucciani$^{,a,c}$, F. Raffaelli$^a$, S. Sarkar$^a$, G. Segneri$^a$, A.T. Serban$^a$, P. Spagnolo$^{,a,1}$, R. Tenchini$^{,a,1}$, S. Tolaini$^a$, G. Tonelli$^{,a,b,1}$, A. Venturi$^a$, P.G. Verdini$^a$

INFN Sezione di Roma $^a$, Università di Roma “La Sapienza” $^b$, Roma, Italy
S. Baccaro$^{,a,15}$, L. Barone$^{,a,b}$, A. Bartoloni$^a$, F. Cavallari$^{,a,1}$, I. Dainelli$^a$, D. Del Re$^{,a,b}$, E. Di Marco$^{,a,b}$, M. Diemoz$^a$, D. Franci$^{,a,b}$, E. Longo$^{,a,b}$, G. Organtini$^{,a,b}$, A. Palma$^{,a,b}$, F. Pandolfi$^{,a,b}$, R. Paramatti$^{,a,1}$, F. Pellegrino$^a$, S. Rahatlou$^{,a,b}$, C. Rovelli$^a$

INFN Sezione di Torino $^a$, Università di Torino $^b$, Università del Piemonte Orientale (Novara) $^c$, Torino, Italy
G. Alampi$^a$, N. Amapane$^{,a,b}$, R. Arcidiacono$^{,a,b}$, S. Argiro$^{,a,b}$, M. Arneodo$^{,a,c}$, C. Biuno$^a$, M.A. Borgia$^{,a,b}$, C. Botta$^{,a,b}$, N. Cartiglia$^a$, R. Castello$^{,a,b}$, G. Cerinaria$^{,a,b}$, M. Costa$^{,a,b}$, D. Dattola$^a$, G. Dellacasa$^a$, N. Demaria$^a$, G. Dughera$^a$, F. Dumitrache$^a$, A. Graziano$^{,a,b}$, C. Mariotti$^a$, M. Marone$^{,a,b}$, S. Maselli$^a$, E. Migliore$^{,a,b}$, G. Mila$^{,a,b}$, V. Monaco$^{,a,b}$, M. Muschi$^{,a,b}$, M. Nervo$^{,a,b}$, M.M. Obertino$^{,a,c}$, S. Oggero$^{,a,b}$, R. Panero$^a$, N. Pastrone$^a$, M. Pellicioni$^{,a,b}$, A. Romero$^{,a,b}$, M. Ruspa$^{,a,c}$, R. Sacchi$^{,a,b}$, A. Solano$^{,a,b}$, A. Staiano$^a$, P.P. Trapani$^{,a,b,1}$, D. Trocino$^{,a,b}$, A. Vilela Pereira$^{,a,b}$, L. Visca$^{,a,b}$, A. Zampieri$^a$

INFN Sezione di Trieste $^a$, Università di Trieste $^b$, Trieste, Italy
F. Ambroglini$^{,a,b}$, S. Belforte$^a$, F. Cossutti$^a$, G. Della Ricca$^{,a,b}$, B. Gobbo$^a$, A. Penzo$^a$

Kyungpook National University, Daegu, Korea
S. Chang, J. Chung, D.H. Kim, G.N. Kim, D.J. Kong, H. Park, D.C. Son
Wonkwang University, Iksan, Korea
S.Y. Bahk

Chonnam National University, Kwangju, Korea
S. Song

Konkuk University, Seoul, Korea
S.Y. Jung

Korea University, Seoul, Korea

Seoul National University, Seoul, Korea
J. Kim

University of Seoul, Seoul, Korea
M. Choi, G. Hahn, I.C. Park

Sungkyunkwan University, Suwon, Korea
S. Choi, Y. Choi, J. Goh, H. Jeong, T.J. Kim, J. Lee, S. Lee

Vilnius University, Vilnius, Lithuania
M. Janulis, D. Martisiute, P. Petrov, T. Sabonis

Centro de Investigacion y de Estudios Avanzados del IPN, Mexico City, Mexico
H. Castilla Valdez, A. Sánchez Hernández

Universidad Iberoamericana, Mexico City, Mexico
S. Carrillo Moreno

Universidad Autónoma de San Luis Potosí, San Luis Potosí, Mexico
A. Morelos Pineda

University of Auckland, Auckland, New Zealand
P. Allfrey, R.N.C. Gray, D. Krofcheck

University of Canterbury, Christchurch, New Zealand
N. Bernardino Rodrigues, P.H. Butler, T. Signal, J.C. Williams

National Centre for Physics, Quaid-I-Azam University, Islamabad, Pakistan

Institute of Experimental Physics, Warsaw, Poland
M. Cwiok, R. Dabrowski, W. Dominik, K. Doroba, M. Konecki, J. Krolikowski, K. Pozniak, R. Romaniuk, W. Zabolotny, P. Zych

Soltan Institute for Nuclear Studies, Warsaw, Poland

Laboratório de Instrumentação e Física Experimental de Partículas, Lisboa, Portugal
Joint Institute for Nuclear Research, Dubna, Russia

Petersburg Nuclear Physics Institute, Gatchina (St Petersburg), Russia

Institute for Nuclear Research, Moscow, Russia

Institute for Theoretical and Experimental Physics, Moscow, Russia
A. Baud, V. Epshteyn, V. Gavrilov, N. Iliina, V. Kaftanov, V. Kolosov, M. Kossov, A. Krokhutin, S. Kuleshov, A. Oulianov, G. Safronov, S. Semenov, I. Shreyber, V. Stolin, E. Vlasov, A. Zhokin

Moscow State University, Moscow, Russia
E. Boos, M. Dubinin, L. Dudko, A. Ershov, A. Gribushin, V. Klyukhin, O. Kodolova, I. Lokhtin, S. Petrushanko, L. Sarycheva, V. Savrin, A. Snigirev, I. Vardanyan

P.N. Lebedev Physical Institute, Moscow, Russia
I. Dremin, M. Kirakosyan, N. Konovalova, S.V. Rusakov, A. Vinogradov

State Research Center of Russian Federation, Institute for High Energy Physics, Protvino, Russia

Vinca Institute of Nuclear Sciences, Belgrade, Serbia

Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain
Universität Zürich, Zurich, Switzerland
C. Amsler, V. Chiochia, S. De Visscher, C. Regenfus, P. Robmann, T. Rommerskirchen, A. Schmidt, D. Tsirigkas, L. Wilke

National Central University, Chung-Li, Taiwan
Y.H. Chang, E.A. Chen, W.T. Chen, A. Go, C.M. Kuo, S.W. Li, W. Lin

National Taiwan University (NTU), Taipei, Taiwan

Cukurova University, Adana, Turkey

Middle East Technical University, Physics Department, Ankara, Turkey

Bogaziçi University, Department of Physics, Istanbul, Turkey
M. Deliomeroglu, D. Demir29, E. Gülmez, A. Halu, B. Isildak, M. Kaya30, O. Kaya30, S. Ozkorucuklu31, N. Sonmez32

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine
L. Levchuk, S. Lukyanenko, D. Soroka, S. Zub

University of Bristol, Bristol, United Kingdom

Rutherford Appleton Laboratory, Didcot, United Kingdom

Imperial College, University of London, London, United Kingdom

Brunel University, Uxbridge, United Kingdom
Boston University, Boston, U.S.A.

Brown University, Providence, U.S.A.

University of California, Davis, Davis, U.S.A.

University of California, Los Angeles, Los Angeles, U.S.A.

University of California, Riverside, Riverside, U.S.A.

University of California, San Diego, La Jolla, U.S.A.

University of California, Santa Barbara, Santa Barbara, U.S.A.

California Institute of Technology, Pasadena, U.S.A.

Carnegie Mellon University, Pittsburgh, U.S.A.

University of Colorado at Boulder, Boulder, U.S.A.

Cornell University, Ithaca, U.S.A.
Fairfield University, Fairfield, U.S.A.
C.P. Beetz, G. Cirino, C. Sanzeni, D. Winn

Fermi National Accelerator Laboratory, Batavia, U.S.A.

University of Florida, Gainesville, U.S.A.

Florida International University, Miami, U.S.A.
C. Ceron, V. Gaulenmey, L. Kramer, L.M. Lebolo, S. Linn, P. Markowitz, G. Martinez, J.L. Rodriguez

Florida State University, Tallahassee, U.S.A.

Florida Institute of Technology, Melbourne, U.S.A.
M.M. Baarmand, S. Guragain, M. Hohlmann, H. Kalakhety, H. Mermerkaya, R. Ralich, I. Vodopyanyov

University of Illinois at Chicago (UIC), Chicago, U.S.A.

The University of Iowa, Iowa City, U.S.A.
Johns Hopkins University, Baltimore, U.S.A.

The University of Kansas, Lawrence, U.S.A.
P. Baringer, A. Bean, O. Grachov, M. Murray, V. Radicci, S. Sanders, J.S. Wood, V. Zhukova

Kansas State University, Manhattan, U.S.A.

Lawrence Livermore National Laboratory, Livermore, U.S.A.
J. Gronberg, J. Hollar, D. Lange, D. Wright

University of Maryland, College Park, U.S.A.

Massachusetts Institute of Technology, Cambridge, U.S.A.

University of Minnesota, Minneapolis, U.S.A.

University of Mississippi, University, U.S.A.
L.M. Cremaldi, R. Godang, R. Kroeger, L. Perera, R. Rahmat, D.A. Sanders, P. Sonnek, D. Summers

University of Nebraska-Lincoln, Lincoln, U.S.A.

State University of New York at Buffalo, Buffalo, U.S.A.
U. Baur, I. Iashvili, A. Kharchilava, A. Kumar, K. Smith, M. Strang

Northeastern University, Boston, U.S.A.

Northwestern University, Evanston, U.S.A.

University of Notre Dame, Notre Dame, U.S.A.
The Ohio State University, Columbus, U.S.A.
B. Bylsma, L.S. Durkin, J. Gilmore, J. Gu, P. Killewald, T.Y. Ling, G. Williams

Princeton University, Princeton, U.S.A.

University of Puerto Rico, Mayaguez, U.S.A.

Purdue University, West Lafayette, U.S.A.

Purdue University Calumet, Hammond, U.S.A.
P. Jindal, N. Parashar

Rice University, Houston, U.S.A.

University of Rochester, Rochester, U.S.A.

The Rockefeller University, New York, U.S.A.
A. Bhatti, L. Demortier, K. Goulianos, K. Hatakeyama, G. Lungu, C. Mesropian, M. Yan

Rutgers, the State University of New Jersey, Piscataway, U.S.A.

University of Tennessee, Knoxville, U.S.A.
G. Cerizza, M. Hollingsworth, S. Spanier, Z.C. Yang, A. York

Texas A&M University, College Station, U.S.A.

Texas Tech University, Lubbock, U.S.A.

Vanderbilt University, Nashville, U.S.A.
D. Engh, C. Florez, W. Johns, S. Pathak, P. Sheldon

University of Virginia, Charlottesville, U.S.A.
Wayne State University, Detroit, U.S.A.
S. Gollapinni, K. Gunthoti, R. Harr, P.E. Karchin, M. Mattson, A. Sakharov

University of Wisconsin, Madison, U.S.A.

\(\dagger\): Deceased
1: Also at CERN, European Organization for Nuclear Research, Geneva, Switzerland
2: Also at Universidade Federal do ABC, Santo Andre, Brazil
3: Also at Soltan Institute for Nuclear Studies, Warsaw, Poland
4: Also at Université de Haute-Alsace, Mulhouse, France
5: Also at Centre de Calcul de l’Institut National de Physique Nucleaire et de Physique des Particules (IN2P3), Villeurbanne, France
6: Also at Moscow State University, Moscow, Russia
7: Also at Institute of Nuclear Research ATOMKI, Debrecen, Hungary
8: Also at University of California, San Diego, La Jolla, U.S.A.
9: Also at Tata Institute of Fundamental Research - HECR, Mumbai, India
10: Also at University of Visva-Bharati, Santiniketan, India
11: Also at Facolta’ Ingegneria Universita’ di Roma “La Sapienza”, Roma, Italy
12: Also at Università della Basilicata, Potenza, Italy
13: Also at Laboratori Nazionali di Legnaro dell’ INFN, Legnaro, Italy
14: Also at Università di Trento, Trento, Italy
15: Also at ENEA - Casaccia Research Center, S. Maria di Galeria, Italy
16: Also at Warsaw University of Technology, Institute of Electronic Systems, Warsaw, Poland
17: Also at California Institute of Technology, Pasadena, U.S.A.
18: Also at Faculty of Physics of University of Belgrade, Belgrade, Serbia
19: Also at Laboratoire Leprince-Ringuet, Ecole Polytechnique, IN2P3-CNRS, Palaiseau, France
20: Also at Alstom Contracting, Geneve, Switzerland
21: Also at Scuola Normale e Sezione dell’ INFN, Pisa, Italy
22: Also at University of Athens, Athens, Greece
23: Also at The University of Kansas, Lawrence, U.S.A.
24: Also at Institute for Theoretical and Experimental Physics, Moscow, Russia
25: Also at Paul Scherrer Institut, Villigen, Switzerland
26: Also at Vinca Institute of Nuclear Sciences, Belgrade, Serbia
27: Also at University of Wisconsin, Madison, U.S.A.
28: Also at Mersin University, Mersin, Turkey
29: Also at Izmir Institute of Technology, Izmir, Turkey
30: Also at Kafkas University, Kars, Turkey
31: Also at Suleyman Demirel University, Isparta, Turkey
32: Also at Ege University, Izmir, Turkey
33: Also at Rutherford Appleton Laboratory, Didcot, United Kingdom
34: Also at INFN Sezione di Perugia; Universita di Perugia, Perugia, Italy
35: Also at KFKI Research Institute for Particle and Nuclear Physics, Budapest, Hungary
36: Also at Istanbul Technical University, Istanbul, Turkey
37: Also at University of Minnesota, Minneapolis, U.S.A.
38: Also at Institute for Nuclear Research, Moscow, Russia
39: Also at Texas A&M University, College Station, U.S.A.
40: Also at State Research Center of Russian Federation, Institute for High Energy Physics, Protvino, Russia