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ABSTRACT

DEVELOPMENT OF KINETIC MODEL FOR INDUSTRIAL
ETHYLENE OXIDE CATALYST BY USING MODEL-TARGETED
EXPERIMENTATION APPROACH

Ethylene oxide (EO) is produced via selective oxidation of ethylene with oxygen
using a Ag supported on a-Al,O;3 catalyst. The ethylene epoxidation reaction is desired,
whereas the ethylene and EO combustion reactions are not. Proposed study is aimed at
developing a tailor-made kinetic model in order for making use in the industrial
ethylene oxide reactors which are of paramount importance from the viewpoint of
process economics and the greenhouse gas (GHG) induced various environmental
exposures. With aging of the catalyst, the trade-off between selectivity and productivity
becomes gradually more prominent. Along with the compensation of loss of active sites
under the favor of increasing of the temperature, catalyst still provides sustainable
commercial yields at the expense of excess feedstock consumption which in turns leads
to boost GHG emissions by releasing more carbon dioxide (CO,) into the atmosphere.
To maintain catalyst activity for a longest period possible, controlling process variables
more preciously with a robust model is very demanding issue throughout the last two
decades. Within the scope of this thesis, model-targeted experimentation approach was
used assisting by gPROMS software in determining intrinsic kinetics of the commercial
catalyst in use through integral reactor coupled with gas chromatography. During the
course of the kinetic experiments, the effect of VCM used as a promoter together with
inhibiting effects of product gases such as CO, and EO were also investigated and

included into the kinetic model to be derived.
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OZET

MODEL-BAZLI DENEYSEL YAKLASIM ILE ENDUSTRIYEL
ETILEN OKSIT KATALIZORU ICIN KINETIK MODEL
GELISTIRILMESI

Etilen oksit (EO), a-Al,O3 destekli giimiis katalizorii kullanarak etilenin oksijen
ile secici oksidasyon tepkimesi sonucunda {iretilir. Etilenin epoksidasyonu istenilen
tepkimeyken, etilen ve etilen oksitin yanmasi istenmeyen yan reaskiyonlardir. One
stiriilen bu calisma, ¢esitli ¢cevresel maruziyetleri tetikleyen sera gazinin olusumu ve
fabrika siire¢ ekonomisi agilarindan biiyilk O6neme sahip endiistriyel etilen oksit
reaktorlerinde kullanilacak ihtiyaca 6zel bir kinetik model gelistirilmesine yoneliktir.
Katalizoriin yaslanmasi ile beraber, secicilik ya da verimlilik faktorlerinden birinden
odiin vermek kacinilmaz hale gelir. Katalizor deaktivasyonu ile kaybedilen aktif
noktalarin sebebiyet verecegi liretkenlik kayb1 sicakligin arttirilmasi ile 6nlenir ancak bu
da fazla hammadde kullanimina ve atmosfere daha ¢ok karbon dioksit salinarak sera
gazi emisyonlarinin artisina neden olur. Son 20 yillik zaman periyodunda, katalizér
aktivitesini miimkiin olan en uzun siireye c¢ikartabilmek icin dayanikli bir model
kullanarak proses degiskenlerinin kontrolii ¢ok ragbet goren bir arastirma konusu haline
gelmistir. Bu tez kapsaminda, gaz kromatografiye bagli integral reaktor igeren bir deney
sistemi yardimiyla ticari etilen oksit katalizoriiniin 6zgiin kinetikleri gPROMS
yaziliminda uygulanan model-tabanli deneysel yaklasim ile bulunmustur. Kinetik
deneyler siirecisince, reaksiyon diizenleyici olarak kullanmilan VCM gazinin etkisi ile
tepkimeler sonucu olusan karbon dioksit ve etilen oksit gazlarinin engelleyici etkileri de

gelistirilen kinetik modelde kullanmak iizere incelenmistir.
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CHAPTER 1

INTRODUCTION

Solid-catalyzed gas reactions play a crucial role in the chemical industry. Most
of the chemical industrial processes are founded on the heterogeneous catalysts. The
most massive amount of produced chemical is ethylene with 113 million tonnes. In
petrochemical industry, diversification of the petrochemical product range commence
with the ethylene production as a consequence of steam cracking of hydrocarbons (e.g.,
naphtha, ethane, propane, butane and gas oil) which is the non-catalyzed process [1-3].

Ethylene oxide (EO) is the one of the pillar of the bulk chemicals and the 14th
most produced commodity chemical with around 29 million tonnes all over the World.
It has the growing demand in the market due to the wide range of the important end-use
products such as ethylene glycols, polyethylene glycols, ethylene glycol ethers, ethanol
amines, polyols, ethoxylates and their derivatives [2, 4].

Production of ethylene oxide is performed either direct (ethylene-rich condition)
or air oxidation (ethylene-lean condition). Direct oxidation is much more favorable
owing to guarentee more selectivity, less downtime and feedstock savings. The
dominant reactions in the process are partial oxidation of ethylene and total oxidation of
ethylene. The consecutive combustion is also likely to occur as a result of oxidizing the
ethylene oxide [5].

Urged on by the precise temperature control and catalytic kinetic mechanisms,
the process is tend to be more selective for partial oxidation rather than total oxidation
of ethylene. By virtue of the fact that the heat generated by the total oxidation reaction
is an order of magnitude greater than partial oxidation. In other words, the total
oxidation products is strongly favorable by chemical equilibrium, it is therefore
inevitable that the use of selective catalytic process is of paramount important for the
yield of ethylene oxide [6-7].

Another important factor on selectivity is addition of promoters and inhibitors.
Promoters, added by the catalyst vendor during the manufacturing of the catalyst, are
the compounds of alkali, alkaline earth metals and silane. The inhibitors whose

responsibility belongs to the catalyst end-users (i.e. ethylene oxide plant supervisors),



are chlorine compounds such as vinyl chloride, 1,2-dichloroethane (DCE) and ethyl
chloride. Both of them are functioning in the regularization of catalyst lattice surface [8-
9l.

Selective oxidation is provided by the utilization of Ag/a-Al,O; catalyst in the
multitubular fixed-bed reactor. For the sake of the avoidance of any tendency from
partial to total oxidation, catalyst should have a low surface area (<1 m*/g) and slightly
porous characteristics. This allows the reactants for a short residence time in the catalyst
bed. Commercial EO catalyst has a silver content in the range between 10-35%. Seeing
that the silver catalyst is very expensive and on top of that, it is not recommended to
regenerate. Thus, catalyst life which is about 2-5 years, is very pivotal touchstone for
both financial and process aspects [5, 10].

Even though the multitubular reactors in EO production are reckoned to be non-
adiabatic in chemical engineering design concept, these are deem to be isothermal
reactors. It is because the operational strategy is to maintain the isothermicity in the
reactor in order to achieve essential selectivity target [11].

All EO reactor operating strategies are serving at the same purpose, which is to
maximize the EO production as much as close to the maximum EO selectivity limit
within a guarenteed catalyst life by playing with reactor temperature and feed inhibitor
concentration, while pursuing the product quaility specification. The type of plant
design (i.e. direct/air oxidation), catalyst life and the fidelity of the advanced process
control systems in the vicinity of the reactor are the key game changers on EO
production [5, 11-12].

From the environmental perspective of the view, EO plants in the world have a
1.5-2% cumulative contribution to CO; emission. Almost 9-10 million tonnes CO, per
year in total are venting to the atmosphere after CO, absorption units. According to the
International Energy Agency Greenhouse Gases (IEA GHG), the average CO, emission
of every EO plant is 150,000 tonnes per year. Notwithstanding tiny percantage at first
glance, the detrimental effect of EO plants on GHG is the gospel truth [2].

Process plants in the petrochemical industry have some certain technological
limits which means that the breakthrough innovations rarely ocur. In this sense, the
main motivation for researchers upon EO process is to leave no stone unturned for
boosting selectivity and catalyst efficiency with the avoidance of compromising the
feedstock and energy costs under such cumbersome industrial evolution. Over and

above, process intensifications based on significant retrofit in process units, by and
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large, are regarded as costy, risky and time-consuming solutions. For this reason,
intensification in process control systems are more preferable in all aspects without
making any concessions in respect of safety, energy-efficiency and environmental
considerations [12-13].

In this study, the principle objective is to construct a kinetic model tailored for
the commercial catalyst in use in the industrial ethylene oxide reactor by using model-
targeted experimentation in gPROMS. To attain this objective, experiments that are
designed particularly for the industrial process were conducted in contemplation of

discovering the kinetic model intrinsic to the commercial catalyst in use.



CHAPTER 2

LITERATURE REVIEW

2.1 Process and Reaction Mechanism Overview

Among the petrochemical intermediates, ethylene oxide has an exclusive
position in the sense that it reaches out a broad range of end products and their
derivatives. In addition to this, the production process of ethylene oxide is engulfed by

the many different engineering aspects and heuristics.

Figure 2.1. The structure of the ethylene oxide molecule (Source: [14]).

By virtue of the overwhelming ring strain in the C-O-C angle of 61.62° in Figure
2.1, ethylene oxide becomes easily reactive in consequence of the ring-opening reaction.
The toxicity coupled with reactivity make ethylene oxide hazardous compound. LDsg
and LCs (for 4h hours) values of this compund are 330 mg/kg and 1460 ml/m’ in the
rats, respectively. That’s why, safe handling and processing of ethylene oxide are of

great importance [14-15].



The first discovery of the ethylene oxide was made by Wurtz in 1859 from
liquid phase oxidation of ethylene chlorohydrin and aqueous potassium hydroxide. The
current technology which is direct oxidation of ethylene and ethylene oxide in presence
of silver catalyst was founded by Lefort in 1931. However, transformation of the
technology from chlorohydrin process to direct oxidation of the ethylene oxide
continued for 10 years [14-15].

Ethylene oxide is the second most produced ethylene-based commercial
intermediate [19].Generally, it is used as captive product in other words ethylene oxide
is converted to other products immediately where it is produced. According to the
market report in 2017 [16], the annual production of ethylene oxide was about 29
million tonnes in 2016. Most of the related end-products produced by ethylene oxide are
ethylene glycol (MEG, DEG and TEG), ethoxylates, ethanolamines, polyols and
polyethylene glycols. In Figure 2.2, the end-product range of the ethylene oxide is
represented as the portion of the total production (ktpa) in 2016 [4, 14-16].

Ethanolamines
5%

Ethoxylates
10%

Glycol Ethers

Other/Inventor
7%
Glycols
70%

Figure 2.2. Ethylene oxide consumption (ktpa) in 2016 (Source: Adapted from [16]).

There are mainly two routes to obtain ethylene oxide as shown in Figure 2.3 One
is epichlorohydrine process which is non-catalytic route. This process gives rise to

massive amount of waste of salts and consumption of chlorine compounds. For this



reason, it is totally superseded by the catalytic process which is provided by Ag/a-Al,O3
catalyst. In catalytic process, selective oxidation is the essential reaction for feasible and
eco-friendly production of the ethylene oxide. However, the total oxidation which is

undesired reaction inevitably occurs [14-15].

Cly + NaOH = HOC1+ NaCl
C,H, + HOCl — CH,CICH,0H

CH,CICH,0H+ 3 CalOH), - 3 C4Cly + C;H,0 + H0

Cqily + 07 — C4H 40

Nos?”

€Oy +Hy0

Figure 2.3. Non-catalytic (top) and catalytic (below) process routes for ethylene oxide

production (Source: Adapted from [17-18]).

The recent production technology of ethylene oxide is centered on the direct
oxidation that is supplied by either oxygen-based or air-based paths. The main
dissimilarities of these proceses are ethylene to oxygen ratio and ethylene conversion. In
air-based process, ethylene to oxygen ratio is between 1:1 to 1:2 and ethylene
conversion is in the range between 20-65 [5], whereas the mole ratio of these two
reactants and ethylene conversion are about 3:1 to 4:1 and 7-15%, respectively. The
main advantage of the oxygen-based process over the air-based process is to achieve
higher selectivities [19].

The advances in catalytic process pave the way for making many enhancements
in the first stage of the technology in Lefort’s decade in which the selectivity was about
50%. At the present, the situation has come to the recent level where the selectivity
reached out to 90% by the additional effects of the inhibitors, promoters and effective

silver distribution [14-15, 21].



The underlying phenomenon that determines the proceeding of the reaction is
the way of absorption of the oxygen in active silver sites of the catalyst. There are three
types of oxygen adsorption patterns in the silver: Atomic oxygen, molecular oxygen and
subsurface oxygen. It is not most recently that molecular oxygen considered to be
responsible for the formation of ethylene oxide. This brought about a fallacy that the
theoretical maximum selectivity is 85.7%. However, throughout the last three decades,
it is noteworthy that the value of 90% selectivity is approachable in the ethylene oxide

production process.
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Figure 2.4. Electrophilic impact of lattice structure upon the reaction mechanism

(Source: [20]).

Although there is no any consensus upon which mechanisms favor the ethylene
oxide reaction even for now, the majority of the recent studies show that the atomic
oxygen is responsible for both reactions (k1 and k2). Moreover the subsurface oxygen
concentration has an important influence on the future attitude of adsorbed atomic
oxygen. Large number of subsurface oxygen competes more strongly with the atomic
oxygen for silver electrons. As shown in Figure 2.4, This allows the atomic oxygen to
have more powerful attracttion towards the higher electron-densed region of the

ethylene molecule with © bonds which culminates in ethylene oxide. That is to say, the



effect of the subsurface oxygen serves as electron-affinity boosting agent for the atomic
oxygen [5, 15, 22-23].

The positive effect of the chlorine compounds was inadvertenly discovered in a
plant in France. Like the subsurface oxygen, these compounds such as vinyl chloride
monomer (VCM), 1,2-dichloroethane (DCE) and ethyl chloride enhance the surface
dipole moment of atomic oxygen species owing to its electronegative nature. These
molecules could be also seeped into the surface because of the lower cohesive energy of
the silver molecules. Electron affinity is the desirable feature for selectivity. Hence, Cl
is preferred rather than other halogen prometers [5, 17]. The chemisorption ability of the
active sites of the silver is independent on the surface structure, which in turn makes
partial oxidation of ethene structure-insensitive. Most majority of the heterogeneous
reactions are structure-insensitive, in other words, Taylor ratio (TR) which refers to the
fraction of the active sites to the total sites is equal to 1. This phenomenon is stated as
facile reaction whereas the opposite one is named as the demanding reaction. As a
consequence of this situation, the steric effect of the catalyst is negligible for the
ethylene oxide reaction [24-25].

New researches reveal that chlorine additives prevent the surface from the
formation of oxametallacycle (OMC) which gives rise to acetaldehyde formation. OMC
is formed by the reason of the ethylene adsorption on an oxygen vacancy [26]. Another
microkinetic study performed by Stoltze et al. shows that OMC formation is the rate
controlling of the process. Two essential branching elementary reactions rule over the
selectivity. The first is the dissociation of the oxygen which plays crucial role in
ethylene-rich process and the second is the surface reaction between oxygen and
ethylene ending with OMC which has a conclusive action in oxygen-rich process [27].

It is also used some prometers in the commercial silver catalysts such as alkaline
salts and silane during the course of the catalyst preparations. Unlike inhibitors, the
kinetic mechanisms are not directly affected by the promoters. It has, nonetheless, a
blocking impact by neutralizing the acid sites that makes room for the isomerization
reaction of ethylene oxide to acetaldehyde. Another important contribution of the
prometers is that they thwart the migration of the active surface sites which in turn
maintain surface stability and procrastinate thermal degradation of the catalyst [5, 14-
15].

The regeneration (regen) of the surface sites is the crucial action that is done by

the catalyst. In ideal case, the regen cycles last forever but this is impossible in practice
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because of the deactivation of the catalyst, put differently, sintering of the catalyst. In
ethylene oxide process, the deactivation mechanism hinges on the coalescence and
collision of active materials (i.e. silver) by the migration over the catalyst This ends up
with the discernible crystalline growth during the course of the aging process that could
be determined by SEM and XRD analysis [28-29]. Boskovic et al.[30] investigated the
deactivation of a commercial catalyst in the ethylene oxide process at a constant
temperature and oxygen concentration increase and their findings show that 260°C is
the inflection temperature for the rate production pattern of ethylene oxide. After
260°C, at high O, concentration, CO, production rate exceeds that of EO. Another
important fact from their study was that increasing the temperature causes to the growth
in Ag particles. This is a most compelling evidence that catalyst activity is strongly
related to the degree of agglomeration of Ag particles.

As has been noted, the sintering is the function of the temperature. At high
surface temperatures, migration of particles is likely to happen. Tamman and Hiittig
temperatures are useful semi-emprical indicators that give a feeling to the catalyst
designers whether the support material is the most appropriate candidate for operating
conditions of desired process. For 0-Al,O; (corundum), Tamman and Hiittig
temperatures are 1159K and 695K, respectively. Tamman temperature at which the
atoms from bulk becomes mobile, is the half of the melting temperature (T,,) of the
support whereas the Hiittig temperature at which the atoms at defects starts to exhibit
mobility, is the three tenths of Ty, [5]. This alludes to the fact that sintering will not
occur at a fast rate and the support material is reasonable for ethylene oxide reactor
operation in terms of temperature which is in the range between 240-260°C throughout
the catalyst life. Catalyst changeover decision is determined by the key economical
parameters such as feedstock and energy consumption based on the unit production of
the main indicative commercial product.

As long as the journey of the catalyst from the loading to the change-over, the
sintering takes place gradually. To meet the ethylene oxide production rate at a certain
feasible region, the loss of surface of the active sites through agglomeration is
compensated by increasing the temperature. This operation stretegy is applicable until
the maximum temperature could not violate the flammibility safety limit which is
dependent on temperature, composition and pressure. The operation region that is
acceptable for the flammibility notion changes with respect to the mode of feed oxygen

in the operation as is apparent in Figure 2.5.



Explosive region

Typical operation
(ethylene, 20T, 1atm) (. QA-----) ypical ope

region of oxygen
based EO process

Typical operation
region of air based
EO process

-—
Oxygen [mol-%)

Figure 2.5. Risky and non-risky regions for different mode of EO reactor operations

concerning flammibility notion (Source: [31]).

Activity distribution is also very determinative in selectivity for catalyst
manufacturers. The fundamental idea behind optimal catalyst distribution is to seek out
the optimum deposition conditions of active material inside the pellet so that the
maximum performance with regard to intraparticle mass and heat transfer could be
notched up. A great deal of effort is performed for which activity distribution is better
representative pattern for catalyst selectivity. The optimal catalyst distrtibution with
surface Dirac-delta function shows that the selectivity improves with DCE levels (0.7-
1.5 ppm) and besides that the reactor runway behaviour could be diminished by the use
of Dirac catalysts. However, in practice, manufacturing such a catalyst with Dirac-type
distribution is not viable to produce, step-type catalyst having the same behaviour with
Dirac-type could be prepared using impregnation methods, instead. The study of
Morbidelli et al. demonstrates that unevenly active material distribution in the support
matrix for ethylene oxide catalysts is more fruitful in the sense of selectivity and yield

rather than uniform distribution [21, 32].
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Figure 2.6. Multitubular reactor with steam cooling (Source: [5]).

Many heuristics and mode of actions both for the air and oxygen-based direct
oxidation processes are similar. Reaction takes places inside the multi-tubular fixed bed
reactor tubes (Figure 2.6) with a diameter of about 20-40 mm. The range of diameter is
critical for the ease of the heat transfer to the coolant medium. Coolant medium could
be changed from the design of the steam generation unit operations. Generally steam or
organic heat transfer fluid are used. Heat of reaction of partial oxidation (105.2 kJ/mol)
is much more lower than total oxidation (1419 kJ/mol). Therefore, heat transfer
management is of great importance in order to take advantage of this massive
exothermicity coming from the total combustion in terms of the process economics by
decreasing the overall steam consumption of the plant. This is achieved by the pressure
regulated coolant system which is designed to keep the tube-side temperature zones at a
certain limits. Heat removal is carried out through two ways. The first is sensibile heat
of the process with output stream, the second is by means of the heat transfer to the
steam generation units via coolant media.

The decision of change-over the catalyst is a trade-off between the steam
genaration and yield of commercial end products. Steam costs are not only intrinsic to
the company but also strongly dependent on the national circumstances based on the
electricity and natural gas production prices and sources. That is to say, there is no

general acceptance with the life span even for the same type catalyst. In brief, it depends
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on the corporative feasibility and besides its country as well. As long as the catalyst is
getting on in years, with the strategy of maintaining the production at constant level,
coolant temperature is increased which eventuates in diminishing the selectivity because
of the fact that the activiation energy of complete oxidation is 16.8 kJ/mol whereas the
partial oxidation is 15.2 kJ/mol. The portion of the topmost reaction rate for both
reactions is the vicinity of the entrance of the tubes owing to the highest partial pressure
of the inlet components. Ideally, the difference between the peak and the lowest
temperatures should be less than 30-40°C for the preservation of the reactor stability [5,
14-15].

Another point to consider is the operating pressure which is directly related to
process economics. It is not that the reason of keeping the process at high operating
pressures is about equilibrium considerations. Needless to say that, the formation of
ethylene oxide is totally founded on the catalytic reaction principles. The heat
generation could be easily directed to the wall side towards coolant medium by the help
of the higher volumetric flow rate. For this reason, this situation makes high operating
pressure conditions necessary for the sake of the avoidance of the pressure drop in terms
of the total fluid energy conservation (i.e. Bernoulli law). The best operating range is
between 1 to 2 MPa [7, 33].

Low ethylene conversion per pass is desirable for oxygen-based process while
the conversion is much higher for decreasing the amount of ethylene in purge gas
stream. The recent technologies are based on oxygen-based direct oxidation because of
the high selectivity based process economics. To attain low ethylene conversion and
prevent the reactor from high pressure drops, the space velocity is extremely important
issue. The best practice of the space velocity for the oxygen-based process is about
3000-4500 1/hr [14-15].

In ethylene oxide process, the pathway of the recycle gas stream is significant to
fully understand the material balance of the system. As can be depicted in Figure 2.7, in
oxygen-based ethylene oxide process, the trajectory of the recycle gas in the closed-loop
chiefly splits into five sections: Make-up (0), reaction (1), EO absorption and stripping
(2), CO, absorption by-pass, purge and recompression (3) and lastly CO, absorption and
stripping (4) sections. Firstly reactor products are going through the ethylene absorber
and stripper unit [34]. Water is used as an absorbent for ethylene oxide because of the

good polar interactions.
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Figure 2.7. General representation for the trajectory of the recycle loop gas (Site 0:
Battery limit; Site 1: Reactor site; Site 2: EO absorber and stripper; Site 3: Compression
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13



Some portion of non-absorbable gas in the overhead stream of the EO absorber
goes to CO2 absorber and the rest of the portion is combined with the CO2 absorber
overhead which mostly includes inerts and ethylene and then make-up gases are added
into this combined stream. Afterwards, the mixture gas, also called as the recycle gas
stream are compressed so as to introduce into the reactor. During the course of this
pathway, purge is essential for precluding the accumalation of inerts in the cycle.

Methane is generally preferred to use as a reactor diluent with a patented
technology [35] because of many influential reasons. The most important key point is
that the maximum ethylene oxide yields was obtained with methane because its
improved heat transfer properties and good thermal conductivity prevent the reactor
tubes from the hot spot formation which causes to generate CO, [36]. Besides that, its
specific specific heat capacity is also close to the nitrogen. That’s way there is no any
drawback on the flammibility limit. For these reasons, methane was selected as the most
appropriate ballast gas for the oxygen-based ethylene oxide process. By the way,
another benefit of making the purge is to remove the ethane from the loop which
insinuates into the process as an impurity through the ethylene. Ethane accumulation
directly causes to the reduction of the selectivity because of the fact that ethane
consumes and sweeps the chlorine compounds on the catalyst surface. The effect of
argon is positive because it makes available to reduce the flammibiity limit of the
reaction. While the purge flow keeping the inerts at a certain range, ethylene and
methane which are valuable regarding process economics are also inevitably purged.
For that reason, membrane systems are used for the recovery of the ethylene and
methane [14-15].

Regarding to the effect of the reaction products at the entrance of the reactor,
there is some kind of disagreement on how severe this situation has influence on the
selectivity. Because researchers have used different catalyst supports and promoters in
their system so these certainly affect to the catalytic mechanism. However, according to
the industrial experience and researchs, it is clearly known that CO, has more inhibiting
effect on total combustion than partial oxidation. That is to say, it has a positive impact
on the selectivity. For this reason, despite the fact that it is impossible in practice, it is
untoward to make inlet CO, zero. All studies about the investigation on ethylene oxide
effect on both reactions are on the same page that etyhlene oxide inhibits more or less
the partial oxidation. As regards to the presence of the water, it has an adverse effect on

the selectivity even at the low concentrations of 0.2-1.4% [19, 37-39].
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2.2 Kinetic Models in Ethylene Oxide Production

There are two schemed reaction mechanism (Figure 2.8) models in the literature.
The first is Eley-Rideal mechanism which propose that the only-chemisorbed reactant
on the active sites is molecular oxygen and consecutively reacts with ethylene in gas
phase, that results in ethylene oxide production. In this model, atomic oxygen is
responsible for the total combustion. The second model is based on Langmuir-
Hinshelwood mechanism which puts forward that ethylene and dissociative oxygen (i.e.
atomic oxygen) could be adsorbed on the vacant sites and accordingly react on the
adjacent sites. In the case of this model, dissociatively adsorbed oxygen gets involved in
yielding both carbon dioxide and ethylene oxide. Some previous infrared spectra[40-41]
and TPR [42-43] results coupled with recent microkinetic modeling and density
functional theory (DFT) studies [22, 27, 44] reject the Eley-Rideal model. The general
acceptance is that the rate-determining step is the surface reaction for most studies and

models.
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Figure 2.8. Eley-Rideal (top) and Langmuir-Hinshelwood (below) mechanisms
(Source: Adapted from [24]).
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To date back, most majority of the researchers developed some emprical models
from their experimental studies, with the exception of few studies conducted by first
principles based on transient surface science experiments. The diversification of these
emprical models in the literature are resulting from the category of catalysts in use (self-
prepared or vendor-based), shape of the catalyst (fine or pellet), amount and type of the
promoters and lastly different experimental conditions (ethylene-rich or oxygen-rich)
[38, 45]. The most worth considering deduction from this general observation is that it
should be taken all these issues into account while selecting a kinetic model from the
literature for a unique process contemplating making it use for fine tuning in the
modeling works.

In Table 2.1, most-cited kinetic models in the literature are summarized. This
table unfolds the reality that the terms inside the nominator and denomintor of any
model vary with respect to the assumptions and simplifications that were taken for
granted by the researchers.

According to Klugherz and Harriot, a dual-site Langmuir-Hinshelwood (L-H)
mechanism is prevailing on both reaction rates, with a self-prepared catalyst in their
differential reactor set-up at different feed conditions. They alleged that these reactions
take place different adjacent sites of the surface location that have dissimilar bonding
energies for oxygen adsorption and the concentration of active sites are determined by
the oxygen partial pressure. Both primary reactants separately and all products in a
lumped parameter are competing for the sites to adsorb with a wide range of ethylene
and oxygen pressures and this case has shown in the model. Also, they proposed that all
products (EO, CO, and water) inhibit the reactons [46].

Metcalf and Harriot targeted for harvesting results in the wide range of high
oxygen pressure under lean-ethylene conditions with a catalyst prepared as to the
similar procedure in Klugherz and Harriott study. They investigated the effects of CO,,
water, EO and dichloroethane (DCE) on the ethylene oxide and carbon dioxide reaction
rates in a differential reactor in accordance with the Langmuir-Hinshelwood theory.
They came up with the fact that inhibiting effects of CO, and water seem to be fast,
reversible and not obeyed to a competitive rate law, whereas the inhibiting effects of EO
and DCE appears to be slow and reversible. Lastly, they stated that the results were not

completely consistent with the L-H mechanism [47].
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Table 2.1. Popular kinetic models for EO production process in the literature.
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Petrov et al. have many sequential studies on ethylene oxide process kinetics.
They used their own synthesized silver catalyst promoted by a Ca additive in a
circulation flow system and the kinetic models based on the single site Eley-Rideal (E-
R) mechanism with various modifications in all their works. The experimental
conditions are set to wider range of feedstocks (ethylene and oxygen) and generally at
oxygen-rich conditions, from lower to higher concentration. In their first study, they
proposed a kinetic model at 210-290°C without inhibition effects of products and
chlorine inhibitors [48]. In their second work, they included the DCE as an inhibitor and
extended the model that they previously generated [49]. Ethylene oxide oxidation with
and without DCE was also studied in their subsequent studies [50-51]. Also inluence of
the feed water was investigated with a catalyst containing 20% silver and a lots of
promoters such as Li, Na, K, Mg, Ca, Ba, Mn and Fe. As a result of this study, the feed
water even if at low concentration strongly affects the selectivity [39]. Another study of
this team was aimed at the inhibiting effect of CO, by 12-33% feed concentration with
the same catalyst as in the feed water study. They concluded that CO; inhibition is much
more effective for combustion reaction than partial oxidation [37].

Ghazali et al. explored the possibility of extending the observations into the
catalyst coverage and inhibition as a function of reactant and product partial pressures at
low temperatures of 180-210°C, by using L-H mechanism under the various ethylene
and oxygen concentration. They used a fixed bed semi-differential reactor with a
catalyst containing 11.3% silver promoted by a 1% Ba and silica as a support material.
They established such an outcome from their study that partial oxidation is inhibited
because of not provoding basis on sufficient self-cleaning conditions with the avoidance
of the silver carbonates. To confirm this, unsteady-state experiments has been
conducted [52].

As well as Ghazali et al., Park and Gau set up a similar reactor at a constant
temperature of 160°C with a catalyst including 25% silver and 2% Ba at a broad range
of ethylene and oxygen concentrations, in order to determine the deposits (alkoxides or
carbonates) originated from combustion reaction at unsteady-state case and examine its
influence on steady-state reaction kinetics. They used L-H mechanism as well, besides
that in this case the kinetic model has a good performance of steady-state kinetics even
when the catalyst is not self-cleaning. They concluded that the effect of the deposits
may change with regards to the catalyst type, the nature of the promoting agents,

temperature and ratio of partial pressure of the reactants. Through the chlorine coverage,

18



the reaction of adsorbed molecular oxygen with an adjacent free site is inhibited at high
carbonate coverage and this results in increasing the selectivity at low temperatures
[53].

Apart from other studies, Stoukides and Pavlou investigated the issue of excess
feed ethylene oxide concentration at the temperatures 280-400°C in the CSTR and how
the reaction affected by the presence of the external and mass transfer limitations, using
a single site E-R mechanism. They used a pure silver catalyst with no support and
promoter. The conclusion from the work is that the reaction selectivity adversely
affected by the overabundance of ethylene oxide feed because of the fact that EO and
ethylene compete for the same sites on the catalyst surface and ethylene oxide oxidation
reaction icreased. Second result is that the existence of the external mass and heat
transfer limitations ends up with the significant drop in selectivity [54].

Al-Saleh et al. made a research on finding the ethylene oxidation kinetics with
E-R mechanism by using Berty reactor which is a type internal recycle reactor not
allowing any heat and mass transfer limitations, operating at a temperature range of
513-593K and pressure of 21.7 bar. They used a commercial silver catalyst having a
7.96 % silver load and 8.8 ppm iron promoter in oxygen-rich experimantal conditions.
They reported that carbon dioxide inhibits both of the reactions [55].

Westerterp and Ptasinski simplified the rate equations for both reactions in
concordance with the first-order kinetics with respect to oxygen concentrations taking
the basis of oxygen-lean operating conditions. They observed that it is required to
decrease the coolant temperature in order to increase the selectivity with the loss of total
conversion [56].

Borman and Westerterp examined the kinetics of the selective oxidation of
ethylene in oxygen-rich feed conditions using an internal recycle reactor with an
industrial silver catalyst by the help of utilizing the dual site L-H mechenism. They
found the apparent activation energies for k1 and k2 reactions as 70 and 86 kJ/mol,
respectively which means that increasing the temperature causes to decrese the
selectivity. Another important point to mention is that higher partial pressures of CO,
leads to an increase in selectivity of ethylene oxide, whereas higher partial pressures of
EO in the feed induce diminishing the selectivity. On the other hand, water has no
immense affect on the selectivity.

The last significant issue reported by Westerterp et al. is that special deactivation

procedure was implemented to crack the first activity region of the catalyst. This made
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easier for the transition to the high selectivity region in pursuance of outsmarting the
fallacious preliminary results of the catalyst with high activity as stated in other studies.
Within the context of the activation procedure, the reactor was heated to 500 K with
nitrogen and 1.8% ethylene in air was introduced to the reactor at a flow rate of 0.74 g/s
and a reactor pressure of 5 bar. The expected maximum lapsed time for monitoring to
reach out the stability was 150h [19, 46, 57]. Same authors made a research study on
epoxidation kinetics with the same reactor and inlet feed conditions (excess oxygen) at a
temperature range of 181-253°C without chlorine addition. They formed a judgment
that CO; strongly inhibits both reactions, particularly total oxidation. Ethylene oxide has
a more inhibiting effect for epoxidation reaction over the other one. Regarding water, its
influence of inhibition is same degree of severity for both reactions [58].

In the study of Lafarga et al., ethylene epoxidation kinetics was studied over a
cesium-doped silver catalyst supported on a-Al,Os pellets in a differential reactor, using
a dual-site L-H mechanism under the different ethylene and oxygen concentration (3-
12%) at four temperatures of 210, 230, 250 and 270°C. Activation energies are in a
similar range with Westerterp et al. By the same fashion, Lafarga et al. applied an initial
activation procedure for 48 h at a constant temperature of 280°C with a reaction mixture
of 6% oxygen, 6% ethylene and balance argon by a 200 sccm total flow. They
concluded that the selectivity of EO was increased with increase in oxygen pressure and
decreased with temperature. This is unlikely to happen for other partial oxidation
reactions of hydrocarbons in which increase of oxygen partial pressure gives rise to
increase hydrocarbon conversion but decrease the selectivity of the desired product [23].

Gan et al. constructed two-dimensional heterogeneous model based on E-R
mechanism for finding the global kinetic rate equaions of ethylene oxide process in a
gradientless fixed bed reactor under ethylene-rich conditions (i.e. oxygen based process)
[59]. For similar conditions as Gan et al. regarding adsorption mechanism and feed
conditions, Gu et al. proposed a kinetic model with EDC inhibition [60].

Hernandez et al. preferred to use microplate reactors varying the temperature
from 220-300°C for the determination of the kinetics with two alternative self-preoared
catalysts: Wash-coated with a silver/a-alumina (15% silver content) and pure silver.
Microreactors have the growing attention in reactor engineering due to the fact that they
have much higher surface-to-volume ratio (10000-50000 m?®/m®) than conventional
reactors (100-1000 m?*/m’), which enables effective heat removal. Two types of

Langmuir-Hinshelwood mechanism were tested. The only difference between these
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types is whether molecular or dissociatively adsorbed oxygen reacts with adsorbed
ethylene during the course of the surface reaction that is rate-determining step in all
types of the model (L-H or E-R). It was also used a pretreatment procedure for the
catalyst stabilization with ethylene flow in helium followed by oxygen flow in helium.
The products influence on the kinetic model is not taken into account, the feed
conditions both for the ethylene and oxygen are changing from 5-25% in their study.
They concluded that reaction rates of ethylene oxide and oxygen increase both with
boosting ethylene and oxygen concentration [6].

Salmi et al. conducted an investigations upon ethylene oxide formation on pure
silver catalyst in an isothermal microreactor, with the feed conditions of the oxygen (2-
30%) and ethylene (2-25%) at a temperature of 250°C. Pretreatment of the catalyst was
used with ethylene during 12h. 3 types of adsorption models are used. For the
experimental data, two reaonable model from the rivals came into prominence. The first
is one type of L-H with 92.4% R? which is the combination of atomic and molecular
oxygen. The second is E-R with 95.9% R? which neglects the atomic oxygen effect.
They drew the conclusion that the reaction order for epoxidation reaction with respect to
oxygen is higher than 0.5 which demonstrates any form of oxygen play an important
role in the kinetics of ethylene oxide reaction. From the point of the view of the
selectivity, different kind of the oxygen takes effect on both epoxidation and total
oxidation [61].

In the thesis of Ansgar Kursawe, in consideration of selectivity and conversion
calculations, Langmuir-Hinshelwood mechanism was used utilizing different
microchannel reactors to show their performance comparing with the fixed bed reactors.
To do this, he conducted experiments with self-prepared catalyst, however in the fixed
bed reactor it is used Shell 800 series commercial catalyst. Feed conditions were
changed from oxygen-lean to oxygen-rich cases. Specific catalyst activation procedure

with a mixture of 20% ethylene and 20% oxygen was implemented [19].

2.3 Reactor Modeling in Ethylene Oxide Production

In the literature, ethylene oxide reactor modeling studies could be categorizes
into two groups as shown in Figure 2.9. The former refers to any study that performs to

model lab-scale reactor aimed at different reasons such as reactor design, catalyst
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performance testing, determination of parameter sensitivity and kinetic testing. The
latter points out any study conducted for modeling an industrial reactor in the light of
either the emprical algorithms (artificial neural networks (ANN), support vector
machines (SVR), genetic algorithms (GA) or any combination of numerous machine
learning algorithms) or grey-box modeling which is the integration of theoretical
equations with data-driven algorithms.

The starting point to design a grey box model could be through a black-box
(emprical) modeling or white-box (mechanistic) modeling. Afterwards, upon that, it is
manipulated by either adding specific model equations or applying regression methods.
In contemplation of predictice performance of real process data, grey-box models are
more robost and reliable. For this reason, they are more favorable in the industry unless
construction of these models takes much time. Complexity of the system to be modeled

is by all means the most significant consideration to specify a roadmap in advance of

the work.
ETHYLEME OXIDE REACTOR MODELLING
2 v
Lak-scale reactor modelling Industrial reactor modelling
Grey-box approach Black-box approach

Figure 2.9. General overview of the modeling concept for ethylene oxide reactor.

Salmi et al. [62] conducted research on two novel reactor models for
microreactors within the context of the lab-scale reactor modeling, using one of the best
kinetic models with some simplifications that has been generated by themselves in a
previous study [61]. The constructed models were based on dynamic mass balances
including with the gas phases with convection, radial and axial terms coupled with the

interaction between intrinsic kinetics and diffusion in the porous catalyst layer by the
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help of using gPROMS software. They reported that modeling results were consistent
with the experimental results.

In the thesis of Hanna Perzon [63], it was used a simple first order kinetic model
in order to construct a model for the industrial ethylene oxide reactor in AkzoNobel
company by using Aspen Plus software. Pre-exponential factors and activation energy
values were taken from the study of Gu et al. It is concluded that kinetic parameters
from the literature could be used to model the EO reactor provided that they have to
adjust to the historian data. This is the way of making grey-box model that could be
done by starting with mechanistic models. Ethylene oxide conversion was estimated
with the percent error of 7.3%.

As part of the doctorate thesis performed by Kishor G.Gudekar, it was targeted
to develop a two-dimensional heterogeneous dynamic model for ethylene oxide reactor
coupled with the separation units. The kinetic model in this study has been taken from
the article issued by Westerterp et al. [58]. Within the scope of the thesis, catalyst
deactivation was also modeled as a nonlinear function of operating time and reactor
temperature. Sequential quadratic programming (SQP) was used to solve nonlinear
equations. It was reported that an optimal temperature profile is found maximizing the
profit [64].

In the context of another doctorate thesis accomplished by A.A.Iordanidis [65],
ethylene oxide reactor was modeled in the software package ‘“PackSim” by using the
kinetic model adopted from Westerterp and Ptasinski [56]. Author demonstrated the
general roadmap of the modeling strategies of the fixed-bed reactor very well, as shown
in Figure 2.10. It was reported that a rise in the range between 20-40°C in the reactor
was observed. This points out a moderately exothermicity which was substantiated by
the smooth temperature and concentration profile in the reactor There are two important
results that inferred from this study. One is that percent difference between 1D pseudo-
homogeneous and 1D heterogeneous model is close to 5%. The second one is that there
is no significant disparity between axial and radial models.

In the doctorate thesis of Andreas Peschel [31] and his published two articles
that are related to the thesis [34, 66], air-based and oxygen-based processes were
separetely examined within the framework of designing the optimal ethylene oxide
reactor in terms of the selectivity, energy minimization and environmental
considerations. For air-based section of the study, the kinetic model constructed by Al-

Saleh et al. and their catalyst specifications were used due to the fact that the highest
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selectivity was obtained among the other air-based research studies. A selectivity
increase of 3.25% was obtained. In the second section, oxygen-based reactor
considerations was examined taking the basis of the kinetics and catalyst information
from the study of Gan et al. . Feed conditions of the published studies that has been used
for their kinetic paramaters and models played a crucial role in the model screening for
both sections. Therefore, total running expenses for an oxygen-based EO plant having

an average capacity of 10° EO/yr was reduced as a result of the new designed reactor.
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Figure 2.10. Modeling strategies of the fixed bed-reactor (Source: [65]).

Aryana et al. [67] made a research study on an oxygen-based industrial ethylene
oxide reactor modeling and optimization in Huntsman Corporation. They used a kinetic
model from the external source of Petrov et al. [49] in which the EDC effect was
included. Catalyst deactivation was also taken into account as a nonlinear function of
operating time. The structured model in this study is 1D-heterogeneous model
neglecting radial dispersion of concentration and temperature in reactor tubes owing to
the small radius of the tubes relative to the length (r/L<<I). Moreover, radiation term
was also disregarded by reason of the fact reactor operating temperature is below 673K.

The simulation result shows that EO concentration in the recycle gas loop causes to
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decrease the selectivity and the influences of EDC level and oil temperature on
selectivity and work rate is of graet importance. As a result of steady-sate optimization,
EDC and ethylene concentration play an active role in the bounds. As usual, steady-
state optimization results were utilized as initial conditions for dynamic optimization.
Dynamic optimization outcomes demonstrated that selectivity could be enhanced by
more than 2% by playing with oil temperature precisely in order to compensate catalyst
activity losses during the course of the catalyst life. Besides that, optimal transition
strategies from low to high capacity were defined for oil inlet temperature and oxygen
concentration.

Galan et al. [68] also investigated the same industrial reactor in Huntsman
Corporation as Aryana et al. [67] by using the kinetic model of Petrov et al. [49] ,
including EDC inhibiting effect and catalyst deactivation aimed at creating a self-
regulating mechanism to prevent excessive thermal excursions. They reported that
increasing the inlet feed temperature results in boosting the selectivity within the
constraints and this was achieved by optimizing the heat exchange of the preheater
which is the combined heat exchanger. Apart from that, ratio control of ethylene to
oxygen could be effective on selectivity and safety considerations according to this
study. Lastly, they stated that DCE level and coolant inlet temperature are also very
significant variables to be optimized continuously.

Zhou et al. studied on steady-state and dynamic optimization of oxygen-based
ethylene oxide reactor taking the basis kinetic model of Gu et al. They explicitly stated
that down-stream decarbonated and design limits of the recycle gas compressor coupled
with the explosive envelope mainly triggered by EO and oxygen are the key constraints
to be reasoned out for those who wants to squeeze a benefit culminating on any EO
reactor optimization study. It has not escaped the notice that it is found to have great
influences of inlet EDC concentration and coolant temperature on the bed temperature
and on the top of this, these effects are very acute to the degree of that they could be
merely realized by dynamic optimization. Moreover, the optimal EDC level remains
intact when increased of the productivity. The effects of the reaction kinetics depends
on the optimization type which means that they are not so much significant in steady-
state optimization because optimal values are established by physical properties of the
gas mixtures and explosive limit whereas they would play a crucial role at the dynamic
optimization upon finding the optimal value of EDC concentration and coolant

temperature profile. Lastly, they advised that it is to be used refined kinetics by the
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process historian data intrinsic to the reactor to get more approachable results to the
reality because kinetics in the literature has been obtained under different circumstances
such as chemical compositions, promoters in trace amounts, size of silver particles and
as one might expect these are very decisive parameters on the kinetic model to be
derived [45].

In the published article of Zeeshan Nawaz, it was reported that an industrial
multitubular packed-bed ethylene oxide reactor was modeled by using the equation-
oriented software of Aspen Custom Modeler (ACM) in order to maximize EO
selectivity and production. As a kinetic model, it was used that of Petrov et al. [49] in
which EDC effect also takes into consideration. As a result of the study, 1D
heteregenous reactor model was obtained which had a good match with the process
data. After analyzing radial temperature profile, it was observed that this is an important
indicator for hot spot determination. It is also worth mentioning in this study that the
feed inlet temperature is not critical unles it is desired to control hot spots in the
beginning of the tubes. On the contrary, by the designer of the reactor, the top side of
the tubes serves as a preheater [8].

Vandervoort et al. examined the ethylene oxide reactor within the framework of
multiobjective optimization (MOQO) concept. The objectives are maximization of
ethylene oxide selectivity, production and the safety factor. They used the kinetic study
of Petrov et al.by using “Objective-Based Gradient Algorithm™ as a first approximation
and Net-Flow procedure accordingly in the Pareto domain. The results show that
operating conditions were gone out of the Pareto domain by any variation in the
volumetric gas flow rate or a decrease in inlet pressure, this means that it should be paid
heed to control these variables in the reactor [69].

Rahimpour et al. made two research studies on grey-box modeling of oxygen-
based industrial ethylene oxide reactor. In the first one [70], a 1D heterogeneous model
(steady-state and dynamic) was developed by using a kinetic model of Gu et al. [60] in
the presence of 3-year-deactivation term of the commercial catalyst (Ag/Al,O3).
Optimum EDC level was found as 0.37-0.42 ppm by virtue of the ANN technique of
Multilayer Perceptron (MLP) in Matlab software. The network has three input variables
and one output variable in MLP architecture. The inputs are EDC, activation energy
used in deactivation model and EO whereas the only output variable is the selectivity.
The resultant model has a percent error of 5% with regard to the process historian data.

It was shown that the difference between EO mole fraction of bulk and pellet phases are

26



both increasing with decrease of gas velocity which attributed to the chemically
controlled kinetics and the mass transfer resistance of gas film around tha catalyst
pellets.

In the second work [71] of Rahimpour et al., they used different optimization
algorithm called as differential evolution algorithm for two different optimization cases
(steady-state and dynamic) in order to optimize the ethylene oxide yield. Dimensionality
of the model and other conditions (cited kinetic model, reactor and process
specifications) are same with the previous study. The optimization strategy is that the
optimal values of four process variables (temperatures of feed and cooling water, inlet
pressure, inlet molar flow rate) were determined under the steady-state conditions and
afterwards these variables were used in finding the optimal temperature profile for bed
and coolant side of the reactor. As a consequence of these subsequent optimization
cases, there seems to be increased the EO yield by an increase of 1.726% and 4.22%
,Jrespectively.

Zahedi et al. [72] investigated into a creating a grey-box model about an
industrial ethylene oxide reactor with the help of the kinetic of Gu et al. [60]. They used
radial basis function network (RBFN) for building a model with some input variables
(Time, C,H4, O,, C,H40, CO,, H,O) and a multiplication factor of reaction rate and
catalyst deactivation. In the ANN model, 109 data out of 169 were used for training and
the rest of them were utilized for validation set for the confirmation of generalization
capability of the network. The results show that the grey-box model is 8.437 times more
accurate than the first principle model. For the calculation of white-box model, 1D
heterogeneous model equations were preferred to use. General workflow of this study is
represented in Figure 2.11.

Luo et al. developed a hybrid model with an integration of kinetic mechanism,
reactor model and deactivation model generated by using Support Vector Regression
(SVR) which is a powerful machine learning algorithm. First principle modeling part
was based on 1D heterogeneous equations and included the kinetic model of Gan et al.
[59]. Three input variables (Time, reactor temperature and previous reaction rate) and
one output variable (deactivation rate) were used in SVR. Monthly-average data matrix
over the period of 750 days were selected for comparing the results with process
historian data. The result shows that the grey-box model has a percent prediction error

of less than 5% [73].
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Figure 2.11. Representation of white box, grey box and black box modeling
(Source: [72]).

Apart from above-mentioned approaches (grey and white box modeling), Lahiri
et al. merely used SVR-GA (Support Vector Machine-Genetic Algorithm) which is a
black-box modeling technique without including any prior process knowledge such as
first principle based reactor modeling equations and kinetic mechanism. SVR is adopted
for making correlation between process and performance variables, whereas GA is for
optimization to maximize the process performace. It was concluded that significant
improvement in the EO production and selectivity was obtained thanks to the optimized

solutions [74].
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CHAPTER 3

MATERIAL AND METHODS

3.1 Materials

From the gas tubes that were used in catalyst testing system, oxygen
(>=99.999%), carbon dioxide (>=99.995) and methane (>=99.95), vinyl chloride
monomer (Sppm, ballast gas: Helium) were purchased from Linde Gas, ethylene oxide
(1.23%, ballast gas: Helium) and helium (>=99.999%) were purchased from Habas A.S
and ethylene (>=99.97) was internally supplied from ethylene plant in Petkim. Apart
from these, two different calibration gas tubes were used. One (tube#1) is oxygen free-
main mixture tube including 57% methane, 25% ethylene, 13% helium, 4% carbon
dioxide, 1% ethylene oxide that was purchased from Air Products was used for gas
chromatography (GC) calibration. Second (tube#2) is, which was purchased from Hat
Sinai A.S., another mixture gas including 6.5% oxygen and 2.5% carbon dioxide with
nitrogen balance. The reason why oxygen is excluded from main mixture tube is to
prevent ethylene oxide to be depleted by oxygen.

The commercial catalyst was taken from the EO/EG plant and detailed brand
information was not allowed to share by the catalyst vendor, therefore its name and
generation were both kept anonymous throughout this study. Silicon carbide in different
particle sizes (38-600um) was procured from Saykar Ltd. and aluminum oxide
(standard grade) was purchased from Sigma Aldrich. Quartz wool for supporting
catalyst bed elements was procured from Terralab A.S. Instrument air (alternatively
nitrogen) that is used for valve movements in GC and sodium hydroxide solution (50%)
for neutralizing GC outlet gas were also supplied from Petkim. In case of any
maintenance situation in instrument air pipeline, GC line has a flexibility to switch the
gas supply to nitrogen. Lastly, activated carbon was purchased from Sel A.S. in an
attempt to eliminate any possibility that ethylene gas includes trace amount of

impurities.
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3.2 Experimental Set-up for Catalyst Testing

Catalyst testing system was customized particularly for ethylene oxide reaction.
As depicted in Figure 3.1, kinetic experimental system could be typically divided into
three sections: Feed introduction, reactor panel and gas chromatography. In the first
part, there are six feed lines (ethylene, oxygen, methane, carbon dioxide, viniyl chloride
monomer/helium and ethylene oxide/helium) belonging to reaction system components
along side the mass flow controllers (MFC) which were supplied from Alicat Scientific,
Inc except ethylene oxide line which was purchased from Aalborg Instruments and
Controls, Inc. All MFCs have an upper capacity limit of 50 sccm but that of oxygen is
20 scem. Turndown ratios of Alicat and Aalborg MFCs are 50:1 and 40:1 respectively.
Apart from these MFCs, a Bronkhorst MFC with a maximum limit of 150 sccm was
mounted to provide coarse flow rate adjustment alongside the GC inlet in order to
preclude the GC valve from being exposed to high pressure.

Tubing and fitting materials were purchased from Swagelok co. All tubings that
are used in catalyst testing system are 1/8 in. and made of SS 316 grade material. Filters
that are mounted before MFCs and have 0.5 micron element pore size are used for
capturing infinitesimal amount of impurities being entrained by feed gases. Ethylene is
passing through double filtering process. The former is the filter including activated
carbon and the latter is metal filter. Check valves that are used for blocking reverse flow
are put after MFCs and have a cracking pressure of 1 psi. Flow coefficients (cv) of all
valves in the system were determined in consideration of the range of flow rate in the
planned experiments which is 75 sccm on average. Gases are mixed in a nozzle and
introduce into the reactor. Pressure of the reactor is monitored by a pressure transducer
(PI) at the inlet of the reactor. Pressure is manually controlled by manipulating back
pressure controller (BPR) settled on the downstream of the reactor.

After mixing nozzle, the mixture is pre-heated by using flexible electric heating
tape (HTS/Amptek Co.) which is controlled by TIC-1 (PT-100 type sensor) and given
same set point as furnace temperature (TIC-2) mounted in the middle of the reactor.
Nevertheless TIC-1 and TIC-2 (Type K thermocouple) have the same set point, mixture
temperature is inevitably reducing to a certain level alongside the reactor until reaches
the catalyst bed and center of the heat source providing by single-zone tube furnace

made of ceramic refractory (Thermcraft Inc.).
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Figure 3.1. Catalyst bed scheme for lab-rig reactor.

All MFCs and reactor with furnace are mounted on the customizable panel
purchased from Parr Instruments. There is no cooling jacket coupled with the reactor
that is hanged on the furnace cavity.

The schematic design illustrated in the Figure 3.2 shows the enlarged section of
the reactor tube middle (not the entire reactor) encompassing isothermal region. TI-1 is
a thermocouple that sits directly in the thermowell inserted from the top of the reactor. It
has been keeping the TI-1 at a fixed location in the center of the catalyst mixture region
until the process reaches its steady state. Once steady state is reached, it is moved to the
thermocouple up and down to measure bed temperatures at different heights assuming
that the T-profile does not change in time after steady-state. There is an extra inert layer
(SiC) below the catalytic bed so that the range of the motion of TI-1 also covers the
outlet of the catalytic bed. Throughout the modeling study, TI-1 is only used for
measuring center of the catalyst bed as a single point. Outlet of the reactor and other
axial points of the catalyst bed were not used in the kinetic model because of the fact
that 1-D axially distributed model coupled with advanced discretization methods is used
in gPROMS. In this way, mass and energy balance equations are solved simulteneosuly

in the flow direction.
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Table 3.1. Information about lab-rig reactor and catalyst bed properties.

Reactor tube ID (cm) 0.9
Reactor tube OD (cm) 1.3
Reactor tube cross-section inner area (cm2) 0.64
Catalyst amount (g) 0.1/0.2
Catalyst mixture amount (SiC+catalyst) (g) 2
Inert/catalyst ratio 1.9/0.9
Inert bed amount (SiC) below the catalyst bed (g) 1
Inert bed amount (Al,0;) above the catalyst bed (g) 2
Catalyst mixture density (g/cm’) 1.57
Inert (SiC) density (g/cm’) 1.6
Inert (AL,O;) density (g/cm”) 1
Catalyst mixture bed length (cm) 2
Inert (SiC) bed length (cm) 1
Inert (Al,O5) bed length (cm) 3
Catalyst particle size (um) 212

In Table 3.1, all crucial information on bed properties and lab-rig reactor which
is made of stainless steel material is shown. There are four types of bed section:
Supporting material (quartz wool) layer, bottom inert layer (SiC), catalyst mixture layer
(SiC+Catalyst) and top inert layer (Al,O3). From trial and error, it is found that 2 cm of
quartz wool makes a sufficiently strong enough support for the catalyst and prevents
permeation of the catalyst or inert particles. The intermediate inert bed serves to
represent our reactor outlet conditions whereby the temperature here would be lower
than in the catalyst mixture due to the absence of an exothermic reaction, but still be
much warmer than farther downstream in the reactor tube due to conductive heat
transfer with the catalyst mixture particles. Throughout the experiments, two different
catalyst amount (0.1 and 0.2g) and inert/catalyst ratio (1.9 and 0.9) were used by
keeping constant of the total catalyst mixture as 2.0g. Top section of the bed with Al,O;
material serves as a heat shield reducing the the excessive heat transfer between the bed
and the upstream zone. The isothermal region has been determined to be an area
whereby temperatures reach a maximum in the reactor tube and remain fairly constant

in this region.
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.Regarding to detection of the gases in kinetic studies, there are mainly two
alternative pathways for analyzing the products and unconverted reactants at the outlet
of the reactor in the literature. One is most commonly and traditional way that is GC [6,
In this study, GC was used. Column and detector selection play a crucial role in GC.
There are various kind of surrogates for columns which are easily searced by using
cross-reference tables but advances in the capillary column technology provides
beneficial solutions such as rapid analysis and well-shaped peak area for researchers,
partially superseding packed column technology. GC (Agilent 7890B) and all GC-
related parts (columns, valves etc...) were purchased from Sem Lab A.§ within the
scope of this project. Thermal conductivity detector (TCD) was chosen for gas
detection. Split/splitless injection line was used with a split ratio of 10:1. Oven program
was set to 40°C for 14 min then increased to 130°C as a ramping rate of 20°C/min and
left 130°C for 5 min. Gas sampling loop of 0.25 ml was used. Heater temperature of
valve box including sampling loop was set to 80°C. Helium fed through electro-
pneumatic control valve (EPC) was used as a carrier gas. There were used two
replacement valves with 6-port that are operating together. As depicted in Figure 3.3,
column configuration includes three different positions with two different columns. HP-
PLOT/Q that has a length, diameter and film thickness of 30 m, 0.530 um and 40.0 pym
respectively was used for the separation of carbon dioxide, ethylene and ethylene oxide
whereas CP-Molsieve 5A column with a length, diameter and film thickness of 50 m,
0.530 um and 50.0 pm respectively was used for the elution of oxygen as a permanent

gas and methane.

Table 3.2. Events of GC valves.

Elapsed Time Valve-1 Valve-2

0 OFF OFF

0.01 ON OFF

0.5 OFF OFF

2 OFF ON

OFF OFF

16 OFF ON

25 OFF OFF
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Figure 3.3. Configuration and replacement positions of GC valves (#1 and #2) during a
trial(a) t=0, 0.5, 5.0 and 25.0 min; (b) t=0.01 min; (c) t=2.0 and 16.0 min.
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Figure 3.4. Sample chromatogram.

Mass flow controllers, temperature controllers (TIC-1 and TIC-2) coupled with
temperature and pressure indicators (TI-1, TI-2 and PI) are monitored and controlled by
controller panel (Unitronics V700 PLC) and HMI with remote control. RS-485 ASCII
protocol is used for MFCs because of the fact that it has higher data transmission speed
(up to 10-Mbps) comparing to RS-232 protocol [75]. On the other hand, TICs
communicate by the help of anolog input signals. PID controllers are only for TIC-1 and
TIC-2. For the sake of the agile PID operation, differential term set to zero in PID
tuning section. As a matter of fact, dead time is negligible due to the fact that physical
distance is almost nonexisting. Therefore, there is only PI controller in the system.

Little portion of reactor outlet gases are going through gas chromatography
(GC). This portion is adjusted and kept minimum by BPR coupled with MFC
(Bronkhorst El-Flow) in order to minimize the pressure burden on GC valve. Most
majority of the gas flow is discharging to atmosphere by means of degass line after
BPR.

PLOTQ column is the new capillary version of PORAPAKQ packed column
which has been using widely in epoxidation kinetic studies from past to present [19, 46,
48, 53]. Molsieve column necessitates regular bake-out procedure (300-350°C) in case
of exploiting contaminants like carbon dioxide but this is not practical to carry out
because of temperature upper limits of other columns co-existing in the same oven. For

this reason, way-switching via adjusted restrictor is performed by using second valve
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which switches on right before eluding CO, from PLOTQ. Therefore, adjusted restrictor
was primarily used to isolate molsieve column when CO, comes out.

Total run length for a typical GC trial is 25 min. When adding preparation
duration after each trial, this extends to 29-30 min depending on the atmospheric
temperature. There are 6 valve movements excluding the position at t=0 as tabulated in
Table. 3.2. All reaction gases are retained by related columns at t=0.01 min when
valve#1 is on and valve#2 is off between t=0.01 and 0.5 min. After valve#1 is off and
valve#2 is on at t=2 min, carbon dioxide comes first just before ethylene by means of
adjusted restrictor (i.e bypassing the molsieve column). After valve#1 and valve#2 are
both off at t=5 min, oxygen and methane are eluted around 7.5 and 12.5 min
respectively. After valve#1 is off and valve#2 is on at t=16 min, ethylene oxide is lastly
eluted just after being completed temperature ramp.

All valve movements and gas retention times are also shown in Figure 3.4 which
is a typical chromatogram of a trial dealing with an experimental condition. Each unique
experiment could consist of many trials until obtaining consistent results. There are four
conspicuous spikes (at t=2, 5, 16, 25 min) resulting from valve movements in the
chromatogram.

GC calibration was done by using calibration tube#1 and tube#2. In addition to
this, the accuracy of the calibration curves based on each component was enhanced by
performing cold experimental runs. By doing this, representative experimental
conditions which include 18 cold runs were chosen in determination of calibration
concentrations. For a realistic approach, spurious values of y-intercepts for all
calibration curves were eliminated by setting them to zero. In the end, all points were
combined component by component in obtaining the calibration regression equations
(Appendix A). As it should be, all reactant and product components follow a linear
range in the calibration.

Correlation coefficient of methane is showing slightly less accurate than others.
However, it is not targeted to find methane concentration accurately due to the fact that
methane is only used for a ballast gas as in the industrial reactor. In addition to this fact,
methane is acting as an inert gas within the temperature ranges of interest (220-280°C).
Therefore, it was not directly used in data reconciliation (DR) of reactor outlet gases but
it has been exploited from methane concentration in calculating the percent error with

respect to methane during the iterative DR approach.
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3.3 Techniques Used in Catalyst Characterization

In accordance of model-targeted experimentation approach, there needs to use
catalyst charactarization techniques aimed at finding the unknown properties in Figure
3.5 that will be used in the lab-rig reactor model constructing in gPROMS environment
(AML: FBCR). Moreover, some of the parameters (e.g., tortuosity, permeability
coefficient) were found by using emprical equations in which other characterization test

results were used as an input parameter.

| Catalyst section (Catalyst_pellets_section_1D) x|
rM‘ Catalyst pellet type jWhoIe pellet
Pellet -
R p— Catalyst pellet shape | Sphere
Methods Catalyst model Lumped
Diffieion Pellet geometry
Dynamics Pellet radius 110 pm v
Mumerics Pellet properties
Pellet bulk density 148 glem®
Pellet specific heat capacity 913.41 :J kg™ K7 -
Pellet conductivity 1 WmT K =
Pellet porosity 0.268 mYmt -
Pellet emissivity 0.8
Inert pellet (for catalyst fraction less than 1)
Inert pellet bulk density 3160 kg/m3
Inert pellet specific heat capacity 675 Ikg-K

Figure 3.5. Catalyst and inert pellet specifications for the lab-rig reactor model.

ESEM-FEG/EDAX (Philips XL30) was used to investigate qualitatively whether
there is an active coating layer on the catalyst and to observe porosity and active
material (silver) distribution. X-ray diffractometer (Shimadzu XRD-6000) was used to
understand crystal structure particularly for support material. In order to investigate
surface area and pore size distribution, Multipoint BET (Brunauer-Emmett-Teller)
method was utilized by using Autosorb-1 (Quantachrome) instrument. In addition to
this, mercury porosimetry (PoreMaster 60-Quantachrome) was used in determination of
total porosity, total pore volume and average pore size diameter. True density of the

catalyst (pellet&powder) was found by using helium pycnometer (UltraPyc 1200e-
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Quantachrome). Elemental analysis of the catalyst was determined by Sequential X-ray
Fluorescence Spectrometer (ARL 9400). Disc grinder (Pulverisette 13 Classic Line) and
laboratory sieve shaker (Loyka ESM 200) were used for making the catalyst ready for

kinetic experimentation.

3.4 Modeling Environment

The main target in this thesis is to obtain a kinetic model that will be embedded
in the industrial multitubular fixed bed reactor model. For this reason, all reasons that
led us to opt for gPROMS (v1.3, General Process Modeling System) is not only dealing
with kinetic modeling, multiple paramater estimation and experimentation study but
also high-level modeling (i.e. industrial reactor modeling) . Modeling libraries in
gPROMS that were used for lab-rig reactor modeling are AML: FBCR, gML Basics,
gML Flow Transportation and gML Heat Exchange.

Within the context of process simulation, softwares like Aspen Plus, HYSYS
and Unisim are counting as flowsheet modeling softwares in general not in detail in a
sense that they are lack of flexibility, robustness, high fidelity, comprehensive custom
based modules. Besides, modelig approach (Equation-oriented and sequential-based
modeling) is also very important. In the complex systems, sequential-based modeling
approach are not appropriate for finding the global optimum and reaching the closest
results to the reality [76]. With a consideration of these points, the most demanding
softwares that preferred by chemical industry are gPROMS and Aspen Custom
Modeling (ACM). There are chiefly four reasons why we felt disposed to gPROMS
instead of ACM as follows:

High-fidelity in fixed-bed catalytic reactor modeling: In gPROMS software,
there exists a detailed catalytic reactor modeling module called as AML: FBCR which
allows the user-friendly drag-drop environment and kinetic mechanism modification by
means of gPROMS language section. This module includes 1D and 2D heterogeneous
models and also pellet models in which intraparticle diffusion phenomena containing
advanced diffusion mechanisms such as Dusty Gas Model (DGM) takes into account.
Besides that, specific catalyst information, detailed reactor and coolant geometry are
requested. There are many coolant side sub-modules that could be easily integrated with

the main reactor module [77-79].
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Ready-to-use initialization procedure and integration with the process
flowsheet units: While doing custom modeling in gRROMS, it is not need to write
specific initialization procedures (including extra codes and initial guesses for each
module). Custom units, for example catalytic pellet section is easily-synchronized and
automatically incorporated with other flowsheet units and other custom units as well.
Unique Model and Flowsheet Initialization Procedures in gPROMS allow rapid initial
solution without the need for guesses in most cases. At the same time, this feature is
very time-saving [76, 80-81].

Advanced parameter estimation: Extensive statistical and parameter estimation
algoritms and facilities are present in gPROMS than ACM. In the case of kinetic
parameter determination in an experimental rig or fine-tuning a key parameters taken
form the literature playing with process historian database, the parameter estimation
capabilites are of great importance. ACM has a limited statistical toolbox [81-83].

Optimization Capability, Robustness and Speed: Even if tens of decision
variables (continuous and discrete) take place while making optimization, gPROMS can
handle with all together and lean towards the most optimum point without being stucked
in local minimum, by the help of many numeric solvers and advanced optimization
algoritms such as OAERAP (outer approximation equality relaxation augmented
penalty) [84]. In a study, gPROMS made a further enhancement by advanced
optimization techniques resulted in increasing total annualised profit by several tens of
millions [78]. Over 100.000 differential and algebraic equations could be solved in a
robust and prompt manner when comparing with ACM [76, 83, 85]. In the literature,
many studies report that the speed of gPROMS is considerably higher than ACM and
other dynamic softwares in terms of CPU (central processing unit) [82, 86-87]. Speed
and therefore elapsed time for a run is very decisive for those model that will be used
for the purpose of real-time optimization.

Throughout the determination of kinetic model, model-targeted experimentation
(i.e. model-centric experimentation) approach was used. This approach is based on
performing experiments in order to improve the accuracy of the model rather than to
improve process itself. The model is than typically used to optimize the process
operation or design as illustrated in Figure 3.5. From the point of R&D perspective, this
approach serves as a pathfinder particularly for early-stage process or product

development [13, 88-91].
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Figure 3.6. Workflow of model-targeted experimentation in gPROMS (Source: [13]).

Steps shown in Figure 3.5 are explained as below:

Constructing first-principles models for lab-rig reactor (Step 1): Lab-rig reactor
(preferably small scale bench-type apparatus) in which generates kinetic data is
modeled in terms of white-box modeling principles. Kinetic models and related kinetic
parameters that exist in the literature are investigated and used as initial model
candidates that are refined and restructured in a stepwise manner.

Model-based data analysis (Step 2a): Model parameters (kinetic constants, adsorption
coefficients etc...) as well as the error caused by instruments are estimated by using
advanced estimation and statistical techniques like maximum likelihood estimation.
Initial accuracy and confidence intervals are determined. In this step, the approaches
defined in Step 1 are also re-evaluated and consolidated.

Model-based experimental design (Step 2b): Apart from traditional design of
experiment approaches (e.g factorial design), experimental plan is carried out in view of
the reactor modeling principles in a way that results in creating more data-rich
experimental domain with a minimum parametric uncertainty. This will also provide

experimenter with optimization of time and cost of experiments.
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Model-targeted experimentation (Step 2c¢): With these planned experiments, the
execution is carried out. As a rule of thumb, it shoud be noted that experiments are
conducted as much close to isothermal conditions as possible in order to free from
temperature gradients alongside the axial direction of the reactor. This is of great
importance for obtaining scale-invariant paramaters which means that the conclusive
model is able to predict the overall behavior regardless of the scale of the system. The
cycle consisting of Steps 2a-2b-2c-2a is recursively executed until the degree of
confidence for each parameter of interest is reached to a statistically significant level.
Building a high-level model and optimization (Step 3&4): Once the model is finalized,
it could be integrated with high-level model which may include industrial unit
operations. At this stage, some scale-variant parameters like flow coefficients or overall
heat transfer coefficients could be adjusted by using real process data. No longer does it
need to estimate the kinetic parameters that it is fixed at the earlier stage. The last step is
to optimize the system pursuant to an objective function with regards to constraints and
decision variables dealing with the overall process [13].

What makes kinetic experimentation in this study inevitable is to expand the
operating window beyond the process historian database which only provides data that
lies only between operating conditions throughout the catalyst life expectancy. Most of
the time, the existing data would not be sufficient to modify literature-based kinetic
models by using parameter estimation methods when catalyst deactivation is of concern.
Besides, numerous operating points are tested in a safe manner with the help of kinetic
test system irregardless of performing real perturbation test in the process. A rigorous
kinetic model is always one of the pillar concepts for expert systems (e.g., real time
optimization) in process control technology. For this reasons, it is decided to construct a
catalyst testing system and conduct case-specific kinetic experiments in a much broader
process range.

Due to the fact that model-based kinetic experimentation is used, integral reactor
was chosen for the experimental rig. In this approach, the main issue is to achieve
higher conversions as much closer to industrial conditions (8-10%) as possible. Reactor
model could handle to solve design equations with ease unlike differential reactor in
which conversion should be kept lower than industrial conditions. Nevertheless it is
assumed that catalyst bed is lying on isothermal region, 1-D axial distributed model do
not take it for granted that it is perfectly isothermal, even if it is close to isothermal

owing to the grinded catalysts, use of inert mixture and inert beds [92-94]. Therefore, it
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takes small temperature change into account by calculating mass and energy balance
alongside the bed. This approach increases the accuracy of the kinetic data. The main
drawbacks of differential reactor are to measure the lower amount of concentration
difference between inlet and outlet of the reactor and to fail to decouple measured
concentration value from instrument error. For these reasons, there are two most
appropriate ways to get accurate kinetic data: Model-based approach by using integral
reactor or internal recycle reactor (e.g. Berty type) preferably integrated with micro gas
chromatography [95-96].

There are two main editors in gPROMS ProcessBuilder environment: Model
editor and process editor. A custom model in gPROMS at least consists of three main
sections. First is variable section. Variables are associated with variable types that exist
in gML Basics interface model or alternatively defined by the user. Apart from
variables, parameters do not vary with time and must be given fixed values before a
simulation begins. Variables types also could be used in the definition of paramaters in
the gPROMS language tab. There are six types of paramaters in gPROMS: Real,
integer, logical, foreign_object and ordered_set [97-98].

Second is model section which includes variables, parameters and equations. Set
section in which specific assigned values are given to paramaters is also situated in
model part. Topology section shows the way of connecting units and actively in use
ports dealing with the units in the model environment. Equations section in model entity
is also very critical. It could be written all types of equations such as partial, differential
and algebraic. Nested funcitons and loop structures (e.g. for, while and within) are also
available in the gPROMS language [97-98].

Third 1is process section in which contains all case-specific information needed
for simulation. There is also set part that shows the specified values in the model
windows. Assign section is the most important part of this section. In this part, some
specific values are given to variables which are case-specific. These values could be
estimated in parameter estimation section in the project tree. Another important part is
Preset which generally referred to the stored value in “Saved Variable Sets”. In simple
modeling cases, initial guesses and bounds for variables are defined in Variable Types
and this could be satisfactory to solve the initialization problem. However, in more
complex cases, a more flexible method is required in determination of initial guesses.
Even once a set of suitable initial guesses are found, some problems may take a

considerable length of time to solve. This can often be greatly reduced if the solution of
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the initialisation problem is used to provide the initial guesses. This can be done in
gPROMS using “Saved Variable Sets” by saving the values of all variables after the
initialisation and restoring them in the Preset section in Process editor language [97-98].

gPROMS ProcessBuilder contains some customizable unit operations that could
be used in a drag and drop style in the model palette specialized in terms of advanced
model libraries (AML). gPROMS language, which is case-insensitive and declarative
(i.e. order of equations is not important), could be used for the parts that requires custom
code writing (e.g. kinetic model development). One advantage of gPROMS is that all
low-level and high-level models are placed in the same project tree and they could be
integrated with eachothers with a cross-reference feature. . In gPROMS, you can
command by model windows (templates) or directly via language. Put it differently,
once there needs to make a model variable customizable in the ready-to use model
templates, it could be assigned by using custom codes in the process editor on the
condition that same variable is unticked in the template. In the gPROMS language tabs
of the editors, there are some notifications in the beginning of each part that guide the
modeler in a user-friendly manner [97-98].

As a physical property software, Multiflash (6.1, Infochem/KBC Advanced
Technologies plc) supplied together with gPROMS was used. All thermodynamic and
transport properties are provided by Multiflash in which two databanks (INFODATA
and DIPPR) are included. Once components of interest and related physical properties
are defined as a separate file in Multiflash environment, this file is exported and run into
gPROMS environment in the section of “Miscellaneous Files” [97, 99].

Fugacity representations with regards to temperature, pressure and composition
are conducted into two methods in Multiflash: Equation of state (EOS) and activity
coefficient methods. In EOS methods, thermodynamic properties of the vapor and liquid
phases are calculated from EOS. In activity coefficient methods, properties of vapor
phase is obtained from EOS while that of liquid phase is determined from the
summation of the pure component properties to which a mixing term or an excess term
has been added.. Transport properties (e.g. viscosity, thermal conductivity and surface
tension) are derived from semi-emprical models. Peng Robinson (PR) and Redlich-
Kwong-Soave (RKS) are the best methods in cubic equation of states and more
convenient for gas processing units like in this study. As a rule of thumb, RKS is good
at fugacity predicition whereas PR shows better performance in density calculations

around critical conditions for gas/condensate systems [100].
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3.5 Experimental Design Approaches

The experimental plan is just a prerequisite to the kinetic experimentation and
will be actualized by determining the necessary input and output compositions based on
the start-of-run (SOR) and end-of-run (EOR) conditions obtained from the process
(Table C.2 in Appendix C). The foundation behind this classificaiton in Table C.2 is a
catalyst lifetime of five years. In the assessment step of the range study, not only reactor
input conditions, but also reactor output conditions were taken into consideration in
order to obtain wider operating windows for the multi-tubular fixed bed reactor. Two
different methods were applied within the scope of design of experiments: Classical
one-factor at a time experiments (OFAT) and D-optimal based experiments.

The primary aim of the design of experiments is to simulate recycle gas
composition for the inlet of the industrial ethylene oxide reactor in the lab-rig reactor.
For this reason, inlet gases are introduced into the reaction system in a component wise.
Of the feed gases, methane (CHy) is a ballast gas and carbon dioxide (CO;) is an
unwanted side product gas that is always present in the recycle gas. Because,
approximately one-third of CO, is removed in the industrial process with the remaining
two-thirds continually recycled in the reactor loop gas.Vinyl chloride monomer (VCM)
has a special role in moderating the catalyst activity by increasing the selectivity
towards the EO reaction. VCM is charged into the lab-rig reactor from a special gas
mixture tube which includes a balance He gas amounting to a final VCM concentration
of 5 ppm. In the experiments with EO-cofeed that were carried out to find EO oxidation
reaction kinetics, EO was fed from a mixture tube that has a 5% EO in balance helium.

Most of the experiments that were performed are aimed at discovering partial
and total oxidation reaction rates and their kinetic parameters. To do so, it was
attempted to reproduce plant operations except D-optimal design. On the other hand,
another important target of the experimental design is to find out EO oxidation reaction
rate. Nevertheles EO inlet approximately falls in the range of 0.005-0.01% in the
industrial reactor inlet, it could not be precisely estimated that how much generated EO
is consumed along side the reactor bed unless EO oxidation based rate equation has
been obtained experimentally. Therefore, the purpose of co-feeding EO is not to
reproduce the plant operation, but to allow the reaction kinetics to evaluate rate of EO

oxidation to CO,, which can become significant at higher temperatures.
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Without having experiments with co-feeding EQO, it is not possbile to distinguish
between ethylene oxidation to CO, and EO oxidation to CO, from the perspective of
modeling. In such case, it would be assumed that all CO, is produced directly from
by ignoring EO oxidation reaction in their set of kinetic model equations. In the set of
3&4&5 in Table C.1, there are two groups of EO experiments. The former was
performed by co-feeding EO along with all the other inlet gases whereas the latter was
conducted by using EO as a main source of hydrocarbon instead of ethylene. Ample
amount of co-feeding EO experiments fall into the latter group on the grounds that
combustion characteristic of EO starts to become prominent in an ascending order of
temperatures. This provides rich information to find out activation energy for this
reaction.

First of all, limitations on GC peak areas were investigated. Some limitations on
the higher concentration end for each gas can be observed. Apart from few exceptional
experiments with regard to inlet concentration, it is sticked to the validity range shown
in Table 3.3 in all experiments. These ranges are extricated from the calibration graphs
in Appendix A. Generally, this situation is only different in methane concentration,
which is used as a ballast gas. As one might expect, methane that acts as an inert in the
temperature range between SOR and EOR together with helium was not included in
kinetic model. As a matter of fact, auto-ignition temperature of methane in air is around
600°C [101]. This value is very far away from our temperature range in both lab-rig
reactor and industrial EO reactors. Regarding to outlet gas concentrations, ethylene
oxide yields rarely exceed the maximum validity value in some experiments but it
mostly lies between 1-1.2% on average. For the EO values lying beyond the range,
extrapolation was used by sticking to the calibration regression equation which has
superior degree of stastistical accuracy (R*=0.99940). Moreover, the values to be
extrapolated are fairly close to the values in EO validity range. Discounting the higher
EO yields obtained from high pressure experiments that are supposed to be erroneous,
the maximum non-reconciled and reconciled EO values are 3.83% and 4.41%,
respectively.

DoE statistical design strategies are used to either establish a preferred rate
mechanism for the reaction, which involves selecting several models based on multiple
assumptions and then conducting experimental runs to discriminate various models or to

obtain precise parameter estimations in the preferred model by trying all candidates one
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by one [102]. As an alternative approach in this study, the first strategy will be used. In
order to aim for optimal experimentation, the essential point will be to select feasible
experimental regions for the factors of interest. Therefore, prior knowledge about the
process at hand plays a crucial role in selecting the right factors for investigation for an

efficient means of determining the instrinsic kinetic parameters of the catalyst.

Table 3.3. Validity range of reactor inlet components.

Validity Feed Concentrations
Range C,H,4 0, CH,4 CO, EO
Max 35 16 66.67 11 1.23
Min 5 1.33 53 2 0.15
Validity GC Measurements in Peak Area
Range C,H,4 (0)) CHy4 CO, EO
Max 3051.52 1113.47 3185.64 | 983.94 | 70.76
Min 442.34 95.72 2397.77 | 205.75 9.4

As an alternative approach in this study, the first strategy will be used. In order
to aim for optimal experimentation, the essential point will be to select feasible
experimental regions for the factors of interest. Therefore, prior knowledge about the
process at hand plays a crucial role in selecting the right factors for investigation for an
efficient means of determining the instrinsic kinetic parameters of the catalyst. The D-
optimal design criterion was chosen and allows for minimization of the determinant of
the inverse of the variance-covariance matrix and is therefore a commonly preferred
criterion. D-optimal design is an appropriate experimental design approach because the
bench-scale reactor system includes a coupling of both mixture and process variables,
which include five feed gas compositions (ethylene, oxygen, methane, carbon dioxide,
and vinyl chloride) and the reactor temperature summing to a total of six adjustable
factor variables [103-107].

Many catalyst investigation studies have relied on design of experiments (DoE)
approaches. Akiti et al. performed a sequential design strategy for selecting
experimental runs to obtain model discrimination and precise parameter estimation for

the simulation study of the propylene oxidation kinetics using the joint design criterion
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(JDC) [102]. Another remarkable study that directly relates to this one is that conducted
by Petrov et al. [ 108], who applied sequential experimental design in order to do kinetic
model discrimination and parameter estimation based on the data collected from
uninhibited EO oxidation experiments using a Ag catalyst. Sjoblom et al. [109] used a
D-optimal design approach in Modde 6.0 in a NOy storage and reduction system with
varying engine design parameters such as cycle time, injection time, bypass time, total
injected amount, and injection rate. Federico et al. [110] constructed a model-based
design of experiments (MbDoE) procedure for designing optimal experiment sets in an
effort to discriminate competing kinetic models and improve estimation of kinetic
parameters. Similarly, Sethapokin et al. [111] performed an investigation on a reactor
model of the phthalic anhydride production using fractional design coupled with central

composite design (CCD) in Comsol Multiphysics 3.5.

Table 3.4. Factor variables used in D-Optimal Design in Modde Pro.

Name Units Type Settings
Temperature °C Quantitative 219 to 255
CO, Fraction Formulation 0.021 to 0.0618
C,H, Fraction Formulation 0.0713 to 0.666
0, Fraction Formulation 0.0181 to 0.2304
CH, Fraction Formulation 0.0418 to 0.6633
VCM/He Fraction Formulation 0to 0.2

In the determination of the experiments in set #1 within the scope of D-optimal
design, the Modde Pro software (free trial) was used. Table 3.4 shows mixture factor
variables at a scale of 1:100 with exception of temperature (process variable), which is
shown in its actual value used in experiments. Input flow rates of the gas components
are just multiplication of scaled values with total flow rate of 75 sccm. Replicates in set
#1 were determined automatically using Modde Pro, which are close to mid-value
experiment (2b0) performed in other experiments. In addition, run order approach was
modified in accordance to our system since we cannot perform experiments in random
order. The two main reasons for this limitation is that first VCM levels should be
increased in an ascending order in order to fully ensure that experiments with very low

or zero VCM do not follow experiments where high levels of VCM were used and
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second adjustments in VCM levels take at least 7-8 hours to take effect on repeatable
EO yields. In contrast, the case of using a constant VCM amount in sequential
experiments, but different compositions and/or temperatures takes only 4-5 hours to
show effect on EO yields.

The range study in Table C.2 allows determination of the constraints, which are
generally linear and therefore easier to manage. Non-linear constraints; however, pose
more difficulties in optimization when using statistical softwares. There are some ways
to cope with these problems associated with non-linear constraints such as using ready-
built statistical softwares. In this project, linear constraints such as the upper limits of
the mass flow rate, lower and upper limits of the output gas compositions based on the
real plant reactor SOR and EOR conditions are taken into account in the range study.
Nevertheless, some of the non-linear and hard-to-predict factors (e.g. flammability
limits) could be neither included in the range study nor in the Modde Pro software.
Flammibility limit violations could happen either insufficiently elimination of mass and
heat transfer limitations or lack of concentration in the mixture of which component
(e.g.methane) primarily has the function in removing the heat of reaction. Moreover,
VCM also adjusts the severity of reaction by passivating more particularly the total

oxidation.
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CHAPTER 4

RESULTS AND DISCUSSION

4.1 Characterization Results for Ethylene Oxide Catalyst

It is known that the some catalyst properties need to know in order to use model-
based approach in the lab-rig reactor. All characterization tests are done by using fresh
catalyst. Powder-like samples are used in XRD, helium pycnometer and tapped density
measurement while pellet samples are used in SEM, mercury porosimetry, nitrogen
adsorption and helium pycnometer. To point out, powder-like catalyst and inert mixture
is used in the lab-rig reactor whereas catalyst pellet has been using in the industrial
reactor.

Some of the properties are required for lab-rig reactor model whereas some
(effective thermal conductivity, tortuosity and permeability coefficient) are only
performed for using in the industrial reactor model because of the fact that these
properties are only considered in plant-scale operation unlike lab-rig reactor where
grinded catalyst is used. Governing physical properties in the kinetic modeling of the
catalyst pellet dealing with the global reaction rate are different from the ones in
crushed catalyst particles that are generally used in determination of intrinsic reaction
rate [94].

Pellet radius is taken as grinded particle radius which has a geometric average of
110 um. Effective thermal conductivity of the grinded pellet particles is very low [112].
Therefore, it was taken as 1 apart from actual pellet material which was found by using
semi-empirical equations. Pellet emissivity (chosen as default value of 0.8) is not a key
parameter for ethylene oxide reactor because radiative heat trasnsfer is negligible below
300°C [113]. For inert pellet section, properties of silicon carbide (SiC), which is the
inert material in catalyst mixture, are taken into account. Therefore, bulk density and
specific heat capacity of SiC are taken as 3160 kg/m® and 675 J/kgK, respectively
[114].
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Figure 4.1. SEM image of fresh Ag/Al,O; catalyst pellet.

It is started from Scanning Electron Microscope (SEM) owing to the fact that
surface characterization of the catalyst gives insights into active material distribution
and surface morphology. It appears that two different fragments are intermingled in a
way that no certain layer is formed on the surface. Active silver particles are diffused
into aluminum oxide crystals by the help of incipient wetness impregnation which is the
most common technique in the preparation of heterogeneous catalysts. Therefore, it
could be fathomed from SEM image that catalyst is not coated by a stacked of an active
layer.

The pellet type that is required to be specified in AML: FBCR (Figure 3.5)
should be “whole pellet” instead of “coated pellet”. The geometric shape of the catalyst
is a hollow cylinder. Another qualitative ramification could be that average particle
diameter is higher than 50 nm proving that catalyst is not counted as microporous
material and more close to macroporous structure, which will further be proved more
concretely by porosity analyses (nitrogen adsorption and mercury porosimetry). These

results are fairly consistent with the literature [5, 29, 115].
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Table 4.1. Elemental analysis of the catalyst.

Elements | Mass percentage (%)
Ag 15.12
Al 82.44
Px 0.181
Si 0.139
Ca 0.125

Elemental analysis of the catalyst was done in X-ray Fluorescence Spectrometer
(XRF). As can be shown in Table 4.1, the catalyst includes considerable amount of
aluminum (c.a 82-83%) which followed by silver with a content of c.a 14-15% by mass.
Rest of the elements (Px, Si and Ca) are originated from internal desiccants that are used

for keeping the humidity at certain levels throughout the catalyst life.

Table 4.2. Results of the Hanawalt Index based on Powder Diffraction File (PDF).

Material Maximum d-space values Source
1.6 2.08 2.54 Analysis
0,—A1203
1.6 2.09 2.55 PDF
2.35 2.04 1.23 Analysis
Ag
2.36 2.04 1.23 PDF

The phase identification results of the sample which is in the form of powder are
shown in Table 4.2. D-values of the catalyst, which are the spacing of the lattice planes
and strongly depend on wavelength and line position (20y.m) are found due to the XRD
analysis. By using Hanawalt index through Powder Diffraction File (PDF, supplied by
International Centre for Diffraction Data) that contains over 300,000 diffraction
patterns, three strongest d-space values (d;, d; and d3) of the sample coupled with their
relative instensities (I/I;) are matched with the ones in PDF in an attempt to find a best
overlapping pattern. Indices in d-space values show the degree of the intensity (ngo;). It
could be a time-saving action to analyze the catalyst by XRF in advance of XRD

because of the fact that it would have been known which elements would be searched in
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PDF [116-118]. As a result of this analysis, it is found that fresh catalyst has two main
crystal structures: Corundum (0-Al,O3) and elemental silver. Corundum serves as a

support material for active silver particles.

Nitrogen adsorption

0.3 nm 50 nm 300 nm
.—. ....................... .
Mercury porosimetry
¢ ®
3 nm 200 pm

Figure 4.2. Pore size scale related with measurement technique

(Source: Adapted from [28, 119]).

. =2 % y(N3) * Vip(N2) 4.1
K7 R * T, (Ny) * In(P(N3) /Py (N,))

Tk: Kelvin radius of the pore

Vi (N3): Molar volume of liquid nitrogen (34.7 cm3 /mol)

y(Ny): Surface tension of nitrogen at its boiling point (8.85 ergs/cm?
at 77K)

R: Gas constant (8.314 = 107 ergs/deg/mol)

T, (N3): Boiling point of nitrogen (77K)

P(N;)/Py(N,): Relative pressure of nitrogen

—2 % Yyg * COS Oy

Twashburn = p 4.2)
Hg
Twashburn: Radius of the pore where mercury intrudes
Yhg: Surface tension of mercury (480 mNm™1)
Ong: Contact angle of mercury on the surface of a solid sample (140°)
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Pyy: Applied pressure for the liquid mercury to enter a pore

Porous solid materials and powders are classified into three groups with respect
to their pore size: Microporous, mesoporous and macroporous materials. It is very
essential to use appropriate instrumental method in order to get accurate volume
measurements.

As illustrated in Figure 4.2, nitrogen adsorption is not capable to measure
materials that have greater than 50 nm in pore size. Upper limit of nitrogen adsorption
could be extended up to 300 nm but there is a miscalculation risk for pore volume over
50 nm which is critical limit. That’s why it is advised to cross-check the volume
measurement by using mercury porosimetry beyond this limit (shown as dash line). Due
to the fact that In(P/Py) part of the Kelvin equation (4.1) used by nitrogen adsorption
approaches to zero at large operation pressure and this gives rise to fail to determine
pore diameter with respect to P/P step changes. In case of using nitrogen porosimetry at
large pores (>50 nm), P would inevitably decrease in comparison with saturated vapor
pressure (Pg) at plane surface and therefore nitrogen evaporates which results in
changing pore size distribution. That’s why Washburn’s equation (4.2) is used in
determination of total porosity and volume. In both equations, it is assumed that pores

are cylindirical in shape [28, 119-120].
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Figure 4.3. Multipoint BET analysis of the pellet.
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Figure 4.4. Full adsorption-desorption curve of the pellet by using nitrogen adsorption.

Before passing through mercury porosimetry, nitrogen adsorption was used in
order to find surface area of the pellet coupled with micro and meso pore volumes
nevertheless it is known that they are negligible with a priori knowledge. In Figure 4.3,
it is deduced that the governing isotherm is Type II in which materials have nonporous
Or Macroporous.

Multipoint BET surface area was found as 0.615 m*/g, which is also consistent
with previous studies. Specific mesopore volume of the pellet is determined as 0.01379
cc/g by applying Barrett-Joyner-Halenda (BJH) method whereas specific micropore
volume is found as 7.926%10™* cc/g by using Harvath-Kawazoe (HK) method. These two
methods were chosen in an appropriate way according to type of the pore structure
[120-121]. As can be inferred from these results, specific mesopore volume is almost
two orders of magnitude higher specific micropore volume and has some contribution in
total. However, these specific pore volumes are in minuscule amount comparing to
macropore volume.

Full adsorption-desorption test was done to find micro and meso volume of the
pellet. It is clearly observed that there is no hysteresis loop in the desorption part of the
Figure 4.4. Hysterersis, which is known as the delayed condensation attributed to

metastability of multilayer adsorption followed by capillary condensation, mostly
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occurred in mesoporous materials due to the presence of non-uniform pore geometry

and swelling and shrinkages effects throughout the filling process [122-124].

Table 4.3. Helium pycnometer results for pellet and powder samples.

- True volume (cc) 0.1719

D

E Sample mass (g) 0.7509
True density (ps)(g/cc) 4.3682

= True volume (cc) 0.7936

E Sample mass (g) 3.4028

R True density (ps)(g/cc) 4.2878

There are many density types in the literature such as tapped density, bulk
density, apparent density and so forth [28, 120]. In this study, bulk and skeletal (true)
density were calculated by the help of instruments. As a rule of thumb, as increasing the
fidelity of the volume measurement method from volume displacement to helium
pycnometer, it is obtained more accurate volume which in turn gives rise to the fact that
density would decrease.

For the same material, bulk density is absolutely lower than skeletal density.
Before starting to mercury porosimetry, it is essential that it requires finding out the
skeletal volume which would be used as an input in mercury instrument for volume
calculations. For this reason, helium pycnometer was performed at first. Helium
pycnometer is the most accurate way in identifaction of the very minute pores because
helium is capable to fill thoroughly and swiftly in the smallest pore spaces [125]. In
Table 4.3, true density measurements are shown for pellet and powder samples. As
seen, they are very close to each other because of the fact that all pores and as well as
the void spaces even if they are occluded are detected and excluded in volume
determination.

Mercury porosimetry is the most critical characterization technique particularly
for macroporosu particles in determination of accurate volume and porosity coupled
with average pore size diameter. In the beginning of the analysis at zero pressure, the
bulk density of the pellet was measured as 1.48 g/cc on the basis of mercury

displacement. Having a non-wetting characteristic of the mercury makes the mercury
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porosimetry as an indispensable tool in measuring bulk density in an accurate manner

regardless of the type of porous structure [126].
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Figure 4.5. Intrusion-extrusion curve of the pellet obtained from mercury porosimetry at

40.000 psi (275.8 MPa).

It is apparently deduced from intrusion-extrusion curve in Figure 4.5 that the
galloping mercury intrusion is decelerating around 10 MPa. More precisely, there is no
even small amount of increase in volume intrusion after 20.40 MPa. Thus, total specific
macroporous volume is found as 0.1811cc/g, which is order of magnitude higher than
specific mesoporous volume discovered by BJH method in nitrogen adsorption. Total
porosity is calculated as 0.268 from the ratio of total intruded volume and sample bulk
volume.

Pore size distribution is also another important outcome of the mercury
porosimetry as shown in Figure 4.6 where mercury intruded into pores was normalized
with respect to the pore diameters. That’s why, normalized volume (cc/g) was used in
the y-axis. From this graph, it is easily realized that the average pore size diameter,
which is in macroporous scale (>50 nm) is determined as 538 nm. This result is another

explicit evidence of the type of porosity of the catalyst.
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Figure 4.6. Pore size distribution of the pellet taken from mercury porosimetry.

In addition to skeletal and true density, tapped density is also another useful
density type which was used for mass transfer limitation calculations in our study.
Tapped density, which was found as 1.57 g/cc, was determined by using a graduated
cylinder that has an ID of 0.9 cm (same as lab-rig reactor) and catalyst mixture of 2g.
Calculated tapped density is also used instead of theoretical bulk density in bed void
fraction calculation as shown in Appendix B. This is assumed to be more accurate
because bulk density of SiC strongly depends on many parameters such as production
type, materials and seed orientation. Maximum reported bulk density is 1.86 g/cm® in
the literature. The bulk density range lies between 0.5-1.86 g/cm’® while particle density
of SiC is 3.21 g/em [127-128]. Therefore, there is no specific bulk density value for
SiC.

T =223 = (1.13 % vy * pp) | * (0.92 5 ygp) 1 Hoss (4.3)

y——rVmp (4.4)
Aper * dmean

58



T: Tortuosity

Ump: Total specific pore volume (from mercury porosimetry)
Pmp’ Pellet bulk density (from mercury porosimetry)

Ysr: Pore shape factor

Esf: Exponent of pore shape factor(1 for cylindrical shape)
Aggr: Specific BET surface area

Amean:  Average pore size diamater (from mercury porosimetry)

Tortuosity for chemical porous media is an effective unit that compares the
average length of a chemical’s diffusive pathway with straight-line length [129].
Tortuosity, which is the strong function of particle porosity could be experimentally
measured as well as calculated in an empirical way. Macroporous structures generally
have relatively high tortuosity values than micro and mesoporous materials [130-131].
Carniglia developed a couple of extremely useful and realistic equations (4.3-4.4) for
cylindrical paths that have been using in the software tools of mercury porosimetry
instruments at the present time. The values obtained from these equations are very
compatible with the ones that are calculated from diffusion measurement experiments
[120, 126, 132] Tortuosity factor was empirically calculated as 7.8 from the equations
of 4.3-4.4 by using the results obtained from mercury porosimetry and nitrogen

adsorption.

_ 6133 * d?nean
32x7x (1—¢p)?

e (4.5)

kyc: Permeability coef ficient
d: Average pore size diamater (from mercury porosimetry)

€p: Porosity (from mercury porosimetry)

T: Tortuosity
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Permeability, which is the one of the effective transport parameters for
multicomponent gas transport in the porous media of the catalyst as well as tortuosity, is
a measure of gas flow through porous material in order to find out the pressure gradient
across the pore cross-sectional area [133-134]. Permeability highly depends on
structural parameters (i.e. textural parameters) of the catalyst like porosity, pore size
diameter and tortuosity as described in equation (4.5) [120]. Put it differently, if the
permeability is known as a function of these paramaters, pressure drop calculation could
be conducted in intraparticle diffusion phenomena for industrial reactor modeling. From
the point of the catalyst design perspective, pore size characteristics or porosity could be
tailored by using a known or target permeability. Therefore, permeability is an
important parameter not only for model-based process design but also model-based
product design [135-137] From equation (4.5), permeability coefficient for our catalyst
pellet was found as 4.16%107"".

kerr _ 14 3*Vp (4.6)
km (kfp +2*km)_19
kfp —kp, fp

kesr: Ef fective thermal conductivity of the pellet

k,.: Thermal conductivity of composite matrix (corundum)

ksp: Thermal conductivity of filler particles (silver)

Urp: Volume fraction of the filler particles in the composite material

Effective thermal conductivity, which is one of the critical thermal properties of
the composite materials, could be determined by using either Laser Flash Analysis
(LFA) or composition-based prediction techniques [138-139]. Catalyst pellet is
considered as a ceramic material which contains silver particles in the corundum matrix
[140]. In the literature, modeling techniques could give a realistic prediction for thermal
conductivity in comparison with experimental studies. In case of the fact that
composition of the pellet is quantitatively known and has a silver amount that is lower
than 25% in the composite matrix (corundum), Maxwell equation (4.6) is selected as a
predictive model in which filling material (silver particles) has no thermal interaction

amongst themselves [141-143]. Volumetric fractions of filling material (6.36%) and
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composite matrix (93.64%) are calculated by using XRF results from Table 4.1 and
density of the components at 250°C are retrieved from literature which is average
process temperature both for lab-rig and industrial reactor. It is assumed that density of
the corundum does not change with temperature until the target process temperature of
250 °C [144]. Thermal conductivities of the components (k; and k;,) at 250 °C are taken
from literature [145-146] as 409 and 17.36 W/m.K, respectively. As a result, effective
thermal conductivity of the pellet was calculated as 20.457 W/m.K.

Cp,petter = 0.1512 % C}y 45 + 0.8244 * Cp, o (4.7)

Last property of interest is heat capacity of the pellet, which could be found by
using either differential scanning caloritmetry (DSC) or predictive model by using mass
fractions of the components in the matrix [147-149]. Apart from effective thermal
conductivity, heat capacity of the composite material is directly found by using
individual heat capacities of the components and their mass fractions in a mixture model
as a more straightforward and robust method. Heat capacities of silver and corundum
(Al,O3) at 250°C were taken as 255.36 and 1061.14 J/kg K, respectively [150-151].
Pellet heat capacity was thereupon calculated from equation (4.7) as 913.41 J/kg.K.

As catalyst is aging, it is readily seen that some process indicators have been
changing in a discernible manner such as reactor temperature, EO selectivity, outlet
carbon dioxide level and amount of steam production. Among these indicators, EO
selectivity only decreases whereas the remainders increase as drawing closer to the
catalyst change-over period. Therefore, providing that type of catalyst is the same as the
previous catalyst life cycle, the deactivation pattern could be easily tracked by the help
of utilizing data retrieved from process historian database. By the same fashion,
retrospective data could be used for monitoring catalyst health which gives valuable
information to process engineer when to have to change catalyst in presence of current
operating conditions.

Commercial catalyst that was exposed to several characterization techniques for
reactor modeling purpose has different status throughout its life (c.a 4 yrs). In addition
to these, deactivation pattern recognition study was conducted in order to reveal what
kind of stages catalyst has. In this regard, the data obtained from the end of run period

(EOR) of ex-batch of catalyst and the start of run (SOR) period of recent batch of
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catalyst coupled with more recent data investigated from the point of machine learning

perspective.
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Figure 4.7. Catalyst deactivation pattern visualization by using PCA and SVR.

As can be seen from Figure 4.7, the transition periods of the catalyst are well
visualized by using Principal Component Analysis (PCA) and Support Vector Machine
(SVR) which are most commonly used data explaratory and classification techniques
[152]. Complete stage differentiation was obtained from this data analysis part of the
catalyst characterization. It is clearly seen that catalyst acts as a different behavior in the
period called initial activation right after the catalyst loading. This period is required to
squeeze a maximum benefit from catalyst and lasted for c.a 2 months.

From the modeling point of view, the model that is constructed for industrial
reactor is builded on SOR period in which catalyst is considered as a fresh catalyst (i.e.
activity loss is negligible). For this reason, it is very important to figure out which
portion of the historian data belongs to which certain periods. Another deduction from
this analysis, there should be determined a catalyst activation procedure for the lab-rig
reactor for each catalyst loading. Moreover, there is a distinctive shift in the catalyst

deactivation status from SOR to EOR as expected in the big picture.
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To do the data analysis, scikit-learn library (decomposition, preprocessing,
pipeline, model_selection and svm) from Python 3 was utilized [153]. Firstly, predictors
(sensor variables) related to the reactor were retrieved from database. Then the dataset is
splitted into the subsets of training (75%) and test (25%). Dimension of the dataset that
is used is 720x56. In total, there are 56 features. Each of them were preprocessed which
means that subsets are normalized and scaled. After that, PCA decomposition (i.e.
dimensionality reduction) was applied in order to reveal potential patterns within the
data and in order for capturing 95% of the variance. This is achieved by finding
orthonormal directions which maximizes the variance, followed by projection of the
data on these directions. After dimensionality reduction, 95% of the variance refers to
14 components out of 56. Explained variances by two main principal components (PC-1
and PC-2) are 40.8% and 16.5%, respectively.

Classification between SOR and EOR periods was accomplished by using linear
support vector machine regression (LSVR) in a binary target scale. In this 2D dataset
representation, the beginning of the SOR period was shown as “1” whereas the ending
of the EOR period was denoted as “-1”. This situation was also illustrated in color scale

in Figure 4.7.

4.2 Preliminary Kinetic Experiments

In advance of embarking on the kinetic experiments itself, there is an important
part that has to be fulfilled called as preliminary kinetic experiments, which enables that
experimental results will be free from faulty and misleading situations. As a matter of
fact, it is undeniable that experimental data contain some sorts of errors (e.g., random
and gross errors) by its very nature. From this perspective, given that optimum
preparatory conditions are determined, the underlying data which is hidden into the raw
data could be readily refined from measurement errors by deploying advanced statistical
methods. Kinetic data should be merely dependent on macroscopic variables of the
reactor such as temperature, reactant concentration, space velocity and so forth. Hence,
it would be attained to the point that observed kinetic rate equals to intrinsic kinetic rate
which is the main objective of the kinetic tests, where effectiveness factor is assumed to

be zero.
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Preliminary kinetic experiments that have been done within the context of this

study are mainly divided into four parts:

1- Elimination of heat transfer limitations

2- Foundation of plug flow criteria
3- Elimination of mass transfer (intraphase&interphase) limitations
4- Catalyst activation, stability tests and case-specific system checks

Achieving to isothermal conditions as much as possible plays a crtical role in the
system that has multiple reaction pathways like in ethylene oxide reactor. Nevertheless
model-based approach is used and therefore it could be handled such kind of complex
circumstances, there is no point to increase the complexity of the system. In this regard,
some preemptive precautions were taken for mitigating temperature gradients. First,
catalyst amount in the mixture does not exceed 10% in total. This provides satisfactory
dilution during the reaction which is highly exothermic. Inert and catalyst particles
(SiC) have same particle size distribution which lies between 150-300 pum. This
minimized the bed viodage and accordingly maintained the close proximity amongst
catalyst and inert particles. It was chosen SiC as an inert material which has excellent
heat insulating performance. Two different mixture gas tubes (VCM and EO) that are
sporadically used in the experiments were prepared with helium as a diluent gas

(i.e.ballast gas), which has high thermal conductivity [112].

Bih _ Rsolid _ hf * Lc,particle (4.8)
Rewia Af
Biy: Biot heat number
hy: Heat transfer coef ficient of the fluid (W * K~1 «x m~2)

L¢ particie: Characteristic length of the solid particle (m)
Ag: Thermal conductivity of the fluid phase (W = m™1 * k1)
Rgo1iq: Heat resistance inside the solid

Rrniq:  Heat resistance on the surface
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Elimination of external heat transfer is also conceptually important to consider
because of the fact that external fluid layer (gas phase) has relatively lower thermal
conductivity than catalyst (solid phase). Once the same procedure is set for mass
transfer limitation and carried out perfectly, external heat transfer would be eliminated
or minimized to a negligible extent as well. The foundation of plug flow criteria (L/d, or
dy/d,) as described in equations (4.9) and (4.10) also plays crucial role in this step. Biot
heat number (Biy) in equation (4.8), which is a dimensionless number indicating the
extent of external heat transfer limitation in gas-solid catalytic environment, is mostly
smaller than 1. In our case, biot number lies between 0.5-1 with reference to lab-rig
model results which points out that the dominant thermal resistance rule over the film
layer in comparison with catalyst particle which is supposed to be isothermal. In
laboratory experiments, internal heat transfer gradient is always lower than external heat

transfer gradient due to the small particle size unlike industrial operations [5, 154].
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Figure 4.8. Temperatures from reactor mid-section (x = 0) at steady-state conditions.

Dealing with determination of the isothermal zone (+5) alongside the reactor,
after several successive trials, the setpoints of TIC-1 and TIC-2 were increased to 280
°C and 180 °C respectively. Once the system reached steady states temperatures, the

temperature profile along the reactor axial direction was recorded. It is seen from Figure
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4.8 that the area between x = 0—10 cm (above TIC-2) is near isothermal region it is best
to work with the catalyst bed in this region. Superposition at x=10 refers to the edge of
the lower part of the quartz wool. These constant temperatures have been determined for

a blank (non-reactive) reactor filled with inert particles.

t
4 10 (4.9)
L
— > 50 (4.10)
dp

d;: Reactor diameter (9 mm)

dy: Catalyst particle diameter (212 pym)

L: Catalyst bed length (20 mm)

Establishment of the plug flow requirements is another important point to
consider. Ideal flow is a demanded criterion in order for attaining reliable ramification
from kinetic data. As described in equations (4.9) and (4.10), there are two important
inequalities to be fulfilled [94, 155-156]. In our system, dt/dp and L/dp ratios are
determined as 42.4 and 94.34, respectively. The minumum value of L/dp is also
calculated as 17.563 by using Reynold number and average ethylene conversion
(Appendix B). Therefore, it was assumed that uniform velocity governs over the cross
section area of the reactor. For this reasons, radial temperature and concentration
gradients as well as axial dispersion in the reactor are assumed to be negligible [112,
155].

The limiting reagent in the lab-rig reaction system is oxygen whose average
conversion range falls within the band of 30-40% which is very close to the industrial
conditions. Conversion of limiting reagent in the integral reactor are generally much
higher than that of differential reactor (c.a <10%). Put it differently, it is in the vicinity
of industrial conditions. However, this does not give rise to a complex situation for our
case thanks to the model-targeted experimentation approach that will be applied by
using gPROMS. Otherwise, it would be turned out to be a challenging impediment in

making a quantitative analysis.
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The lab-rig reactor behaves in a non-adiabatic fashion due to the continuous heat
removal as in industrial reactor. Regarding to isothermality, it could be said that it is
close to isothermal conditions but does not perfectly obey to isothermality criteria
because of having higher conversion values.

For the sake of proving the plug flow assumption for the lab-rig reactor, it is
decided to determine hydrodynamic entrance region based on fluid dynamics, which is
utilized as an indicator whether velocity distribution is fully-developed or not [157-
158]. With this mind, transport and physical properties of the gas mixture (viscosity and
density) and Reynold number of the flow regime were calculated based on the moderate
temperature (250°C) of planned experiments.

In density calculations, ideal gas law, which is applicable for those processes
that are operating at low pressure and high temperature, is used [114] whereas viscosity
values were interpolated between the temperatures of 500 and 600K [159]. Moreover,
pressure drop calculation was done in order to confirm whether particle size brings
about any pressure drop alongside the catalyst bed. Volumetric flow rates of the
components are measured at 25°C and 14.696 psi by mass flow controllers. Hence,
temperature compensated flow adjustments were performed in total volumetric flow rate
(75 sccm) according to catalyst bed temperature of 250 °C which was chosen for sample
calculation steps.

Almost all experiments were done at atmospheric pressure. It is assumed that
inlet gas volumetric fractions are same as molar fractions. Deviations from standart
condition (0°C and latm) are neglected. The results are in concordance with the
outcomes of lab-rig reactor modeling study given in the section of 4.6. Calculation steps
are appended in Appendix B. It is inferred from the results that flow regime is Darcy
flow because Reynold number was found as 0.41 (<1) [160-161]. Accordingly, length
of the hydrodynamic entrance region (L jaminar) for laminar flow regime was calculated
as 0.019 cm which is very lower than catalyst bed length (2cm). So, it is clearly stated
that interstitial velocity does not change alongside the catalyst bed which means that the
governing flow pattern is the plug flow.

Péclet number, which is the ratio of convective transport rate to diffusive
transport rate, is another important dimensionless parameter even in the lab-scale
environment. Péclet number is calculated as 6.69 by using the formula that includes
Reynold number, particle diameter and catalyst length and is particularly for laboratory

reactors [112], which is a portent of neglecting axial dispersion. This calculation is a
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validation of being well-established plug flow criteria dealing with tube diameter and

catalyst length [155].

global rate

n(Effectiveness factor) = (4.11)

intrinsic rate

Other very critical criteria in kinetic experimentation are to eliminate mass
transfer limitations between gas phase and catalyst pellet unlike homogeneous catalytic
media in which all reaction components including catalysts stay in one common phase.
As a rule of thumb, reactions are limited by etiher chemical kinetics or thermodynamic
equilibrium which is not present in ethylene oxide process. That’s why chemical
kinetics is the only pillar of interest so it should be determined very accurately in lab-rig
reactor.

There are two fundamental phenomena having influence on intrinsic reaction
rate: Mass transfer phenomena and chemical kinetics. If any of these becomes slower
than the other one, the slower one determines the governing phenomena. The former is
not a wanted situation which makes the kinetic data acquisition difficult. If not
decoupled, the kinetic model would eventuate with falsified kinetics and therefore does
not reflect the reality.

Effectiveness factor as shown in Equation (4.11), which is generally used for
porous catalytic media, shows how much deviation exists between global kinetic rate
and intrinsic kinetic rate. It is highly recommended for kinetic experimentation that
global rate should be as much as close to intrinsic rate. In other words, effectiveness
factor ought to be equal to 1 in such circumstances [5, 155, 162-163].

Surface layer surrounding the catalyst as shown in Figure 4.9 is the source of the
external mass transfer limitations whereas internal mass transfer limitations are dealing
with pore diffusions (forward and reverse) inside the pores. The extent of both
limitations is dependent on size of the particle apart from the fact that increasing the
flow rate solely ends up with diminishing the external mass flow rate. However,
regarding to increasing the flow rate, this could result in a challenging issue when the
upper limit of the mass flow controllers are not so high, which is for the very reason in
our lab-rig reactor system. This is the minor reason of opting for decreasing catalyst

particle size other than increasing total flow rate.
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Figure 4.9. Concentration profile through the film (Source: [155]).
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Figure 4.10. Influence of flow rate on conversion at a constant space velocity (GHSV).
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Two types of limitations are experimentally investigated and further analysis
was done by observing the conversion and ultimately pressure drop calculation was
performed with respect to the results of the internal mass transfer limitation
experiments. Upon investigation of external mass transfer limitations, constant space
velocity was determined by using bed and physical properties of the mixture as
tabulated in Table B.2 (Appendix B). Catalyst amount was changed from 0.05g to 0.3g
with catalyst volume in the bed by keeping constant gas-hourly space velocity (GHSV)
at 0.981s™. It is apparently observed from Figure 4.10 that ethylene conversion is almost
keeping on constant after the vicinity of 75 sccm. Before this region, catalytic process is
limited by external mass transfer diffusion. Thus, this critical region is taken into
account in determination of total flow rate at the stage of design of experiments. All
mass transfer limitation experiments were conducted at 250°C. Regarding to error
analysis, standard error of mean of each experiment relating to external and internal
mass transfer limitations was calculated in obedience to the formula consisting of
standard deviation and sample size coupled with t-distribution coefficient based on 95%

confidence interval (Appendix B).
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Figure 4.11. Influence of catalyst particle diameter on conversion at a constant space

velocity.
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Like external mass transfer limitation experiments, gas-hourly space velocity
was kept constant at 0.981s™ with the difference of changing particle diameter from 106
um to 850 um. The key indicator parameter is ethylene conversion. In Figure 4.11,
increasing particle diameter did not have an influence on conversion until the particle
diameter exceeded the critical region of 300-400 um. Therefore, it was opted for those
particles that have the geometric average of 212 um after being elected the grinded
catalyst particles by using laboratory sieve shaker [52]. Inert catalyst particles in the
same range were also chosen accordingly. Lastly, pressure drop calculation (Appendix
B) was performed by using the Carman-Kozeny equation which is appropriate for those
porous bed configurations that have lower Reynolds number (i.e <1) and porosity that is
lower than 0.5 [164]. Our porosity value is 0.511 which is very close to 0.5. That’s why;
it is assumed that this small difference is negligible. Pressure drop across the solely
catalyst bed was found as 96.07 Pa. It could be extended to whole bed including the
inert sections above and below the catalyst bed. Whole bed length is thrice times longer
than catalyst bed. Due to the fact that pressure drop is directly proportional with bed
length, pressure drop across all the bed turns out to be 288.21 Pa approximately thereby
neglecting particle size deviations in the inert beds. Consequently, calculated pressure

drop is very low. This indicates that bed configuration and particle diameter is well-

structured.
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Figure 4.12. Conversion patterns with respect to VCM step changes during stability test.
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Figure 4.13. Catalyst bed temperature pattern with respect to VCM step changes during
stability test.

Lastly, case-specific analyses were done such as catalyst activation, stability
tests and CO, co-feed experiments. There are many modi operandi to get the catalyst
activated as mentioned in literature [19, 23, 46, 57]. Literature review part of the thesis
touches on different methods of catalyst activation for ethylene oxide reaction which is
a type of oxidation process. For hydrogenation reactions, catalysts have to be reduced
before being used. Therefore, unlike hydrogenation catalysts, activation was considered
satisfactory by exposing the catalyst to a 20 sccm pure oxygen stream for 6 h at a bed
temperature of 250°C. Duration of the activation process is quite compatible with the
literature.

On the other hand, the main objective of the stability test is that it allows us for
monitoring of reaction temperature, reactant conversions, product selectivities and
yields over a longer period of time in the presence of a moderator such as VCM.
Nevertheless it is known that industrial catalyst has long life expectancy up to 5 yrs, it is
good to know that grinded particles would experience any activity loss during the long
duration of operation. Stability tests are generally carried out at high temperatures for
investigating thermal stability and resistance to sintering owing to the fact that it is

likely to occur sintering process at relatively high temparatures which is the main reason
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of the deactivation for ethylene oxide catalyst [165]. In our case, stability tests are
performed for about 3 days.

As seen in Figure 4.12, first stability test was carried out at different VCM step
changes (0.25-0.50-0.75 ppm) by monitoring conversions of ethylene and oxygen
during the course of the catalyst stability test. Activated catalyst was used. Along with
the reactant feeds of 25% ethylene, 7% O, and balance CHy, vinyl chloride monomer
(VCM) was fed to the reactor to moderate the catalyst activity. VCM was fed at 0.5 ppm
for the initial 90 hours, later fed at 0.25 ppm between 90—150 hours, and finally fed at
0.75 ppm between 150-180 hours. This VCM was fed from the tube having a 5 ppm
concentration in a balance He gas at a flow rate of 8 sccm, which was included into the
total reactor feed flow rate of 80 sccm. It can be observed from Figure 4.12., that VCM
plays an important role in the O2 conversion. This inverse relationship is due to the fact
that VCM competitively binds to the active sites and thereby lowering the reaction rate
and favoring the ethylene epoxidation reaction. Thus, with higher VCM concentrations,
the combustion reaction is reduced resulting in lower O2 conversions. By contrast,
ethylene conversion remains relatively constant throughout the course of the stability
test and is independent of the VCM concentrations and O2 conversions.

Figure 4.13 shows that the catalyst bed temperature increases with varied VCM
concentration in the feed. With lower VCM concentrations, the combustion reaction is
favored, which has a higher heat of reaction and thus results in increased temperatures
and visa versa. Other aim of the activated catalyst experiment was to observe the
catalyst behavior at higher steady-state temperatures. The reaction exothermic
temperatures reached 260—270 °C during this experiment.

As inferred from Figure 4.14., lowering the VCM concentration from 0.5 ppm to
0.25 ppm results in a higher production of CO, (i.e. lowering the selectivity of EO by
favoring the combustion reaction). Increasing the VCM concentration from 0.25 ppm to
0.75 ppm has the opposite effect and sharply decreases the CO, production and as well
as EO production. These initial observations suggest that at higher VCM concentrations
(>> 0.5 ppm), VCM has a strong inhibiting effect lowering the EO production by 25%
to an average concentration of 1.56%. Therefore, it is necessary to investigate an
optimum VCM level in order to obtain higher EO selectivities while maintaining
desirable EO yields. This pattern is very similar with industrial operations regardless of
the degrees of scale in operations which is only affecting on the VCM amounts in ppm.

This is always a dynamic optimization case throughout the catalyst life [45].
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Figure 4.14. Product concentration patterns with respect to VCM step changes during
stability test.
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Figure 4.15. Conversion patterns at constant VCM with activated and non-activated

catalyst during stability test.
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Figure 4.16. Catalyst bed temperatures at constant VCM with activated and non-
activated catalyst during stability test.
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Figure 4.17. Product concentrations at constant VCM with activated and non-activated

catalyst during stability test.
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Figure 4.18. EO selectivities during the course of the catalyst stability tests obtained for

each hour.

Table 4.4. Experimental conditions for the second stability test at constant VCM.

Inlet Gases Concentration (%) Feed Flow Rate (sccm)
Ethylene 26.88 21.5
Oxygen 6.88 5.5
Methane 53.75 43
CO, 2.50 2
He/VCM 10.00 (VCM: 0.5 ppm) 8
He/EO 0.00 0
Total 100.00 80.00
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Due to an internal software defect in the mass flow controller of He/VCM, flow
rates were fluctuated during the experiments resulting in varied concentrations of VCM
fed to the reaction. The observed fluctuation is about +1% of the set value, which is
higher than guaranteed accuracy value of 0.4%.

After MFC had been fixed, second stability test were perfomed at a constant
VCM concentration of 0.5 ppm by using activated and non-activated catalyst.
Experimental conditions for both the activated and non-activated catalyst tests were
kept the same as shown in Table 4.4. Activation was done by exposing the catalyst to a
20-sccm pure oxygen stream for 6 h at a bed temperature of 260.5 °C with the setpoint
temperature for both the reactor inlet and furnace set to 255 °C. Figure 4.15 indicates
that the activation status of the catalyst only has an effect on the oxygen conversion,
which is 38% higher when using the non-activated catalyst than when using the
activated catalyst. Figure 4.16 shows that steady-state catalyst bed temperatures when
using the non-activated catalyst were 6.45 °C higher than when the activated catalyst is
used. The bed temperature difference between activated and non-activated catalyst
explicitly shows that applied activation procedure works well. Moreover, it can be
observed in Figure 4.17 that CO, concentrations at the reactor outlet are higher by 24%
when using the non-activated catalyst in comparison to when the activated catalyst is
used. Thus, EO concentrations, overall, are higher when the non-activated catalyst is
used, which is due to the increased conversions of reactants. Nevertheless, EO
selectivity is lowered by 7.7% when using the non-activated catalyst as shown in Figure
4.18 due to the reaction pathway favoring epoxidation rather than combustion.Apart
from this issue, it is not expected that selectivity will be same or close to the industrial
conditions at the start-of-run period due to the use of grinded catalyst particles. Catalyst
selectivity, which is the issue for industrial reactor modeling is not a focal point for
kinetic experimentation.

Lastly, CO; co-feed experiments were conducted in order to check the general
system accuracy and compare the results with literature. In these experiments, three
different furnace set temperatures were used such as 220°C, 230°C and 240°C. For this
reason, in Figures 18-21, discrete changes in reaction paramaters are readily noticeable.
Regarding to experimental conditions as shown in Table 4.5, VCM moderator was not
used and CO, feed was compensated by decreasing methane flow rate. Moreover, non-

activated catalyst was used in both experiments.
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Figure 4.19. Conversion patterns at discrete furnace set temperatures (220°C-230°C-

240°C) during the course of the experiments with/without CO, obtained for each hour.
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Figure 4.20. Catalyst bed temperatures at discrete furnace set temperatures (220°C-
230°C-240°C) during the course of the experiments with/without CO, obtained for each

hour.
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Figure 4.21. Product concentrations at discrete furnace set temperatures (220°C-230°C-

240°C) during the course of the experiments with/without CO, obtained for each hour.
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Figure 4.22. EO selectivities at discrete furnace set temperatures (220°C-230°C-240°C)

during the course of the experiments with/without CO; obtained for each hour.
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Table 4.5. Experimental conditions with/without CO, co-feed experiments.

Without CO; With CO;,
Feed Concentration Flow Rate Concentration Flow Rate
(%) (sccm) (%) (scecm)
Ethylene 25.0 18.0 25.0 18.0
Oxygen 6.9 5.0 6.9 5.0
Methane 68.1 49.0 65.6 47.2
COo2 0.0 0.0 2.5 1.8
He/VCM 0.0 0.0 0.0 0.0
He/EO 0.0 0.0 0.0 0.0
Total 100.0 72.0 100.0 72.0

As observed from Figures 4.20, catalyst bed temperatures are 3.5% higher for
experiments without CO, co-feed, which shows that CO, suppresses catalyst activity by
surpassing total oxidation. In a similar manner, it can be deduced from Figure 4.19 that
oxygen conversion is much higher in the experiments without CO, co-feed. In addition,
ethylene conversion is only slightly higher in the experiments without CO, co-feed.
Therefore, it can be concluded that CO, does indeed have a strong effect on the oxygen
conversion. As can also be seen in Figure 4.21, EO yield is lower in the presence of CO,
co-feed because of the inhibitory effect of CO,.

In these experiments, an optimization study on the quantity of CO; co-feed was
not conducted. The inlet CO, amount was set to 2.5% based on average values obtained
from industrial plant data at the start-of-run period of operation. Based on the results, it
can be seen that CO; plays a reverse role in the effects on EO and CO; formation. The
inhibitory effects of CO, are clearly not the same for the epoxidation and combustion
reactions. On top of that it was also found that the total oxidation is inhibited to a
greater extent than the partial oxidation reaction. In other words, at all inlet levels of
CO,, selectivity towards EO would be higher than when no CO, was used as shown in
Figure 4.22, however, the yield in EO does not necessarily increase. This tendency
proves yet again that our catalyst testing set-up and GC calibration are functioining
properly on the grounds that results are in line with literature [38]. From the theoretical

point of view, the CO, amount in the industrial reactor inlet should not exceed 0.2% in
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order to maintain reactor efficiency. However, it is practically hard to achieve such a
low level unless high efficient CO, absorbing system including robust solvent and

appropriate process design is preferred to use.

4.3 Design of Experiments

In total, 171 unique experiments were executed (Appendix C). Experiments are
designed inside the sets. Each new loading with a fresh catalyst refers to a specific set or
combined set. Put it differently, once a loading was done, many experiments were
performed within approximately 20 days because it is known that catalyst has a long life
expectancy up to 4 years. Notwithstanding this situation, catalyst deactivation was also
investigated in lab-rig reactor. To do so, a specifically selected experiment derived from
the maximum and minimum values of reactor compositions obtained from SOR and
EOR conditions was repeated during the course of the each set. Moreover, the process
conditions (concentration and temperature) of this experiment were kept constant
among all experiments in order for monitoring the variations between loadings. In the
experimental design, the flammability limit will be disregarded due to the elimination of
heat transfer limitations. In the case that a thermal runaway is observed after a set point
change, the reactor will be cooled down.

The experiments dealing with stability tests carried out with activated catalyst
prior to the planned experiments were also added to the experimental domain. These
loadings were denoted as Oa and Ob. Apart from these loadings, there are seven loadings
in total. Till the catalyst loading #4, the amount of the catalyst used in the reactor was
0.1 g. After then, it was increased to 0.2 g and remained same.

The experimental plan is divided into five sets of experiments (as shown in the
Table C.1). All but set #1 was calculated using Excel Solver where the upper and lower
limits of flow rates provided by the manufacturer of mass flow controllers and the plant
process conditions based on the SOR and EOR conditions were set as constraints. All
experiments were performed using activated catalyst (i.e. exposed to a pure oxygen (O)
stream for a minimum of 6 hours prior to commencing the experiment). In all
experiments, except for those in set #0 and set #2, total feed gas flow rates were set to

75 sccm.
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When taking all experiments in the grand scheme of things, the majority of the
experiments were executed by using OFAT approach aside from the experiments in
Set#1 (cat.loading#2&3) which are based on D-optimal design in view of the fact that it
is explicitly to be untangled the relationships among temperatue and reactant
compositions by adapting OFAT method. These set of experiments are based on the fact
that it is changed one or two variables simultenously while keeping constant other
variables. For example, the ethylene to oxygen ratio is fixed at different values while
changing ethylene and oxygen values. Generally, this is the most frequently used
technique in kinetic experimentations. Thanks to this method, the effects of total flow
rate and pressure in combination with bed temperature, reactant compositions and
moderator (VCM) concentration are experimentally investigated. Bed temperature is
adjusted by furnace set temperature. It was found that there are some offset values
between set and bed temperatures resulting from the small but not negligible physical
distance between reactor wall and tip of the furnace thermocouple. In an average
reaction severity based on compositions, furnace set point temperatures of 219, 237 and
250°C approximately refer to the 230, 250 and 265C, respectively. Exact value of
temperature at the center of the catalyst bed for each experiment is used in model-based
approach.

Some of experiments (46 out of 171) were done without using VCM moderator.
This helped the kinetic model train for the effect of VCM. The maximum VCM amount
that could be allowable in lab-rig reactor due to the constraint on both VCM/He gas
mixture tube and total gas flow rate is 1 ppm. In the industrial reactor, VCM is
converted into the chlorine by products such as ethyl chloride (EC), methyl chloride
(MC), ethylene dichloride (EDC) and allyl chloride (AC). All these components are
acting as moderator. On top of that, recycle gas stream contains chlorinated components
in the range between 1.6-2.0 ppm. Total amount of reactor inlet chlorine components
increase up to 3-3.5 ppm by adding continuously fresh VCM in order to compensate
chlorine lost through absorbing tower and process purge. Total cycling chlorine content
is intentionally being increased towards EOR period. Like temperature increase, this is
also a process strategy for meeting EO yield that is strongly dependent on deactivation
phenomena of the catalyst. Nevertheless there is no considerable pressure variation in
the industrial reactor which is operating at the very narrow range between 15.5-16.5
barg, influence of pressure effects up to 10 barg also was investigated within catalyst

loading #7 in Set 3&4&S5. For these reasons, in the stage of the industrial reactor
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modeling for SOR period, conventional data with higher chlorine content and higher
pressure will be used in the parameter estimation steps for reactor scale-up parameters
(i.e. coolant side heat transfer coefficient for reactor inlet and outlet, catalyst activity for
main and side reactions, linear and constant terms for coolant pressure, turbulent flow
term for process pressure and process feed temperature adjustment term) in order to
adjust the kinetic model with reference to reconciled historian process data.

In the industrial reactor, the main control variables for reactor operation are
coolant pressure (directly related to coolant temperature) and I-Factor (Inhibitor-Factor)
which is manipulated by adjusting VCM injection rate. I- factor is an empirical equation

defined as:

[EC] + [VCM] + 2 - [EDC] + % L [MC] + % - [AC]
%C2H4 + (%C2H6 - 85)

I — Factor = (4.12)

The concentrations of chlorine components as shown in equation (4.12) are in
molar ppm and ethylene and ethane is in molar %, all measured at outlet of the reactor
A and B. The concentration of EDC and AC are negligible and they are not considered
in the formula used in DCS. I-factor, which is a critical indicator empirically
characterizing the total chloride effect on the catalyst surface is monitored in the plant
and controlled by advanced process control layer. Nominator of the formula elucidates
the effective chlorine impact for each chlorinated components whereas the denominator
shows the sweeping degree of ethylene and ethane concentrations having significant
influence on chlorine compounds on the surface of the catalyst. In the industrial model,
for the sake of simplicity, all the components in the nominator will be considered as
VCM owing to the fact they are acting in a particular way. This is the reason why it was
found unnecessary that rest of the chlorine components take separately in the design of
experiments.

In optimal design performance evaluation, there are three common criteria: G-
efficiency, normalized logdet (X’X) with respect to total number of model terms (p) and
runs and condition number. G-efficiency compares the efficiency of a D-optimal design
that of a fractional factorial design. G-efficiency at the 100% is the upper limit and
designates that a fractional factorial design was obtained. The recommended range for

the G-efficiency in D-optimal design lies between 60—-70%. The condition number is the
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ratio of the largest to smallest singular value of X (i.e. the design matrix). In other
words, it is a measure of sphericity. Here, a value of unity is the ideal limit and denotes
orthogonal design in coded factor variables. From the alternative design candidates, the
final design is the one that has the closest normalized logdet (normlogdet) to zero [103].
In our design, chosen optimal experiments of 32 runs out of 275 runs have quite good
agreement with three of the above-mentioned criteria as shown in Table C.3 in the
Appendix C section. G-efficieny was 67.35% within the recommended range. The
normlogdet was -0.394, which is close to zero and this design has the lowest condition
number of 16.49.

As shown in Tables C.1 within the loading #2 and 3 relating to Set#l, there
remained 31 executed experiments out of 32 which are automatically generated based
on a D-optimal design. On the grounds that thermal runaway occurred in the last
experiment of catalyst loading #2 which results in early termination of the experiment.
This event attributed to the lack of concentration in methane (8.26%) and absence of
VCM (0 ppm). The most important deduction that could be made from the experiments
in Set#l is that DoE approach should not be directly applied to the reaction system
regardless of having substantial priori knowledge on the process. However, 31 out of 32
expertiments had been carried out with no trouble, albeit some sort of inconveniences

and these experiments were used in the parameter estimations.

4.4 Data Reconciliation and Experimental Analysis

Data reconciliation (DR) of the GC measurements was also necessary for lab-rig
reactor like industrial reactor. This necessity stems from the fact that mass and energy
balances are not always consistent due to errors in instrumental measurements. These
types of errors are often referred to as gross errors [166]. Random errors follow normal
distribution and generally least of squares method is satisfactory to weed them out from
the data set. Nevertheless, gross errors which are attributed to instrument failure,
calibration errors, leaks or human intervention do not follow a statistical distribution. In
most cases, statistical hypothesis testing methods (e.g., Global Test, Bonferroni Test,
Generalized Likelihood Ratio Test) are practiced to detect gross errors. In particular,
DR is an established standard for on-line real time optimization. Inlet and outlet

compositions of the reactor should obey to the rules of material and energy balance.
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Most importantly, the material balance is a sine qua non for the accuracy of the
following steps [167-171].

For laboratory experiments, data reconciliation sequential steps that are excel-
based were developed in a custom manner. Sample calculation for one GC trial
belonging to the 33 experiment in catalyst loading #4 is shown in the Appendix D.

These steps are explained as below:

1. Correction factor design for changes in moles that is based on two terms:
The molar volume of the product gas is somewhat less than that of the feed gas
due to the fact that moles are not conserved in the reaction system. For this
reason, it is required to calculate the dry-basis volume shrinkage factor. The first
term accounts for the changes in the EO concentration. Since moles are not
conserved, where 1.5 moles of reactant is converted to 1 mole of EO in the
partial oxidation reaction. The second term accounts for water that is unable to
measure in the GC but calculated from the amount of CO, produced in the total
oxidation reaction instead. The calculated water amount serves as the basis for
the dry-basis calculations.

2. Calculation CH4 outlet molar fraction and GC concentration sum: It is
based on the CHy fraction in the inlet and the correction for changes in moles
based on step 1. By using reconciled CH4 molar concentration regarding to
overall molar change in the reaction system, concentration sum of outlet GC
components (%) recalculated by taking helium gas into account. Nevertheless
helium is not detected in the GC due to the fact that it is concomitantly carries
gas, it has a diluting effect which in turn gives rise to change GC throughput
concentrations.

3. Execution of carbon balance: Calculations are based on inlet and outlet
fractions corrected for changes in moles based on step 1. There are 2 moles of C
per mole of C,H4 and 1 mole of C per mole of CO,. The difference between the
corrected outlet and inlet moles are calculated. In this stage, the unmeasured
trace amounts of byproducts including carbon (e.g., formaldehyde,
acetaldehyde) were not taken into consideration.

4. Calculation of reconciled C,H;, EO, and CO, concentrations: Molar
concentrations of these three gases are corrected based on the carbon balance in

step 3. It must be noted that step 1 uses the original EO and CO; outlet
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concentrations measured directly from the GC system and have not yet been
reconciliated. These values are reconciliated by repeating steps 1-4 using an
iterative procedure in order to bring the error in the carbon balance to zero. It is
apparently seen that the procedure with three iterations in total is satisfactory as
long as carbon balance error is considerably minimized.

Normalization: In this step, normalization, which is widely used in
chromatographic analysis, was applied to methane by using the reconciled
concentrations of the carbonaceous components [172]. CHs molar
concentrations in the GC oulet are normalized to CHy-free fraction consisting of
final C,H4, EO, CO;, and O, compositions coupled with total helium molar
concentration in order to sum up to 100%. Final compositions except O, are
calculated with regard to the second iteration whose reconciled composition
values make carbon balance error zero in the third iteration. Final concentration
of oxygen is calculated by using the ratio of reconciled and nonreconciled
ethylene for the reason that oxygen balance is not applied to O, measurements.
Calculation of conversions and component-based errors: C,H; and O,
conversions are calculated based on the inlet and consolidated outlet
composition values in step 5. After being calculated conversions, correction
factors based on molar changes are multiplied with reconciled ethylene and
oxygen compositions. Eventually, error analysis was done in order for

comparing with reconciled and non-reconciled concentration of the components.

For the sake of comparison of reconciled experimental data, it was delved into

the effects of seven unique criteria on conversion and selectivity under the similar

circumstances. These are catalyst amount, ethylene over oxygen ratio, CO, and VCM

feed concentrations, total flow rate, center point experiment for monitoring catalyst

maturity and total reactor pressure. In addition to these criteria, ethylene oxide

conversion was also investigated. It is important to note that there observed water

accumulation that is knocked down in the pot right below the reactor after each reactor

demounting. Therefore it is assumed that very low amount water reached to GC along

side the pipeline down the reactor. Another import point to notice is that recorded

catalyst bed temperatures are also taken into account in the lab-rig reactor model.

However, in figures, furnaces set temperatures are reported. All related figures are in
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Appendix E. Apart from these, uncertainty between catalyst loadings was calculated

with respect to small sample size confidence interval of 95% in Table 4.8.

Table 4.6. Error analysis based on standard experiment between catalyst loadings.

Standard experiment Ethylene Oxygen EO/CO;
with unique identifier conversion conversion selectivity
4 1 6.47 35.90 67.85
6 1 7.70 41.62 65.56
71 7.49 41.72 65.48

Calculation of standard error of mean

Mean 7.22 39.75 66.30
Standard deviation 0.66 3.33 1.35
Sample size 3 3 3

t-dist coeff (0,=0.05) 4.30 4.30 4.30
Standart error of mean 1.65 8.28 3.35

According to the results in Table 4.8 which are belonging to the first
experiments of catalyst loadings with same conditions, ethylene conversion has the
lowest standard error of mean among other key process indicators. As is the analysis in
Table 4.8, unique identifies (e.g., 4 1, 6 1, 7 1) which are the combinations of catalyst
loading# and experiment# are used in gPROMS in order to define each experiment of
each loading.

The most underlying information hidden in Table 4.8 is that the catalyst activity
is changing significantly with every loading of the catalyst. Similar situation was
observed in the literature as well [57, 95]. For this reason, initial activity parameter
(catalyst_activity ref) that is peculiar to each catalyst loading is created. This parameter
is also dependent on the type of reaction mechanisms (main and side reactions) which in
turn evolved as a brand new parameter entitled by catalyst activity ref per reaction in
gPROMS custom model environment. However, this variable was only used in the
estimations for plant reactor, where the activity will be estimated separately for the main
reaction and side reaction whereas the other kinetic parameters will be fixed to their

optimal estimates. Therefore, regarding to the kinetics based on lab model, these
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variables were fixed to 1 since the aim is to estimate the rate constants (adsorption and
kinetic) and activation energies rather than estimating catalyst activity for each reaction.
Each of catalyst loading is set as a variable inside catalyst activity in lab reactor model.
Nested if/else conditional statements in the model are then used in order for assigning
correct value to catalyst activity that would multiply the reaction rate. In this regard, the
activity of catalyst loading#1 was fixed to 1 which means that activity parameters for
other loadings are relative to this specific loading. All in all, this method would allow us
to estimate the catalyst activities for different catalyst loadings separately. Moreover,
apart from their intrinsic functions, these paramaters are the basis of deactivation model
(i.e catalyst maturity monitoring) for lab-rig reactor.

Two different catalyst amounts have been used throughout the experiments.
Catalyst of 0.1g was used before catalyst loading#4 afterwards catalyst amount
increased to 0.2 g in the catalyst loadings of #4-7. In Figure E.1, it is seen that ethylene
and oxygen conversion are both increasing with catalyst amount but in almost all
ethylene over oxygen ratios except the one for 4.95, percent change in oxygen
conversion is much higher than that of ethylene conversion which could be attributed to
unparalled consumption of oxygen in total oxidation. On the other hand, there is no
significant change in EO/CO; selectivity due to catalyst increase.

Table E.2 shows how much ethylene and oxygen conversions have changed with
temperature at different fixed C,H4/O, ratios. The aim of this change is to reveal
temperature dependencies that are unique to various ratios (ethylene to oxidizer) in
broader range than in the industrial process so as to use them for kinetic model
determination. At higher ethylene concentations in the ratio, ethylene conversion is
gradually tend to decrease whereas oxygen conversion is increasing to some extent
which is very near to maximum detected C,H4/O; ratio in the industrial reactor during
Start-of-Run (SOR) period in Table C.2 then it bounces back from a peak value. The
similar trend also observed in the percent change of oxygen conversion in Table E.I.
This fashion could be explained by the lack of oxidizer with respect to ethylene and
attributed to the loss of optimum mixing ratio between ethylene and oxygen. In our
experiments, inlet oxygen concentration is corresponding to 6.30% at the lowest
C,H4/O, ratio while the oxygen concentration in the lab-reactor inlet is set to 2.33% at
the highest C,H4/O; ratio. As a matter of fact, the most frequently encountered C,H4/O;
ratio in the industrial reactor inlet for SOR timeframe which is deemed to be optimum

mixing proportion is in the range between 3.5-4.5% which leads to the nominal ethylene
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and oxygen conversion that are 9-10% and 30-40%, respectively. Ethylene conversion
also decreases because of the fact that temperature increase is not able to compensate it
due to the decrease in oxygen. Aside from these facts, it does not find any reasonable
and comparable relationships for EO/CO; selectivity within the context of the alleged
criteria like the one in Table E.1 (b). Middle point furnace set temperature (237 °C) is
not included into this comparison on the grounds that related in a multitude of
experiments are not conducted at the same conditions like others.

As can be seen from Figure E.3 and E.4, CO,; feed in the reactor inlet apparently
affects on both conversion and selectivity parameters. Ethylene and oxygen conversion
are decreasing because of the inhinition effect of CO, which does not have equal
influence on main and side reations. Inhibition rate of total oxidation is higher than
partial oxidation reaction. For this reason, EO/CO; is increasing with introducing more
CO; into the reactor. At very low furnace set temperatures (219 °C), it observed that
percent absolute change in conversions is much higher than other temperatures (237 and
250°C).

Another critical experimental factor is vinyl chloride monomer (VCM) as a
reaction moderator which is introduced into the reactor in ppm levels. In our study, five
different VCM concentrations were used as shown in Figure E.5 and E.6. At all
temperature levels with increasing VCM concentration from 0 to 1 ppm, ethylene and
oxygen conversion are both lowering whereas EO/CO; selectivity is increasing. Percent
changes in conversions are decreasing with increasing temperature while that of
selectivity is increasing. At the inlet of the plant reactor, VCM is not found in a single
form as explained before. Therefore, the amount of total chlorine compounds in ppm
should be the main basis for industrial reactor model. In the lab-reactor, we were able to
increase VCM up to 1 ppm whilst total inlet of chlorine components is about 2.5-3 ppm.
This situation is the one of the reason of why kinetic model derived from lab-data could
not be directly scaled to the industrial reactor. The reaction rates need to be adjusted
based on the plant data.

Regarding to flow rate variation from 65 sccm to 85 sccm as shown in Figure
E.7, it is not regarded any significant change in neither conversions nor selectivity
values. When it comes to mentioning about catalyst maturity, the experiments (i.e.
center point experiment) that have same standard conditions were executed at some
certain time intervals for each catalyst loading. Figure E.8 implies that catalyst activity

is not being maintained during the course of the experiments for catalyst loading#4.
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This could not be counted as a deactivation phenomena in real terms because EO/CO,;
selectivity is increasing in Figure E.8 (b) whereas ethylene and oxygen conversions are
both decreasing and on the top of that this happens exceptionally in an agile manner in
the lab rig reactor. Normally, deactivation of the commercial catalyst is very sluggish
occurrence in the industrial plant that extends over a 4-year period of time.

Total reactor pressure was also investigated by increasing the temperature up to
10 barg as illustrated in Figure E.9. As it is known from literature [19, 61], pressure has
some effects on conversion and selectivity even if not as substantial as compositions
because the reaction is not reversible. In our case, nevertheless the initial observed
pattern leans toward to increase conversion and selectivities together up to 4 barg as
anticipated in contrast to the study done by Kestenbaum et al. [173], after that it is not
obtained reasonable values beyond 4 barg. O, composition measurments are not
consistent with EO and CO, measurement. Put it differently, measured O, at the outlet
of the reactor is too high for the amount of EO and CO, produced. In line with this
unexpected trend, standard error of means increased abnormally. Notwithstanding being
failed to pinpoint the main cause, this erroneous fashion could be attributed to the
accumulation of oxygen inside the molsieve column in GC because of the sudden
increase in oxygen level. High pressure experiments are not repeated due to the fact that
pressure effect could also be taken into account at the stage of the reactor modeling by
using industrial data having high pressure. Needless to say, pressure in the industrial
reactor of our interest is keeping at a very narrow band (15.5-16.5 barg). As a result; all
the experiments that will be utilized in parameter estimations were carried out in
atmospheric pressure.

Last of all, effect of temperature was examined upon ethylene oxide conversion
in order to construct the kinetic model for ethylene oxide combustion which is
designated as “side reaction 2” in the further sections. Figure E.10 tells us that side
reaction 2 becomes more significant at higher temperature. The recorded average
catalyst bed temperatures that are corresponding to furnace set temperatures are 249.1,
257.1, 267.9, 278.6 and 289.5 °C in an ascending order. In the close vicinity of 260 °C
in bed temperature, percent change in EO conversion doubled which approximately
ended up with 5.7% conversion. After 260 °C, conversion exponentially starts to
increase with temperature. For this reason, neglecting EO conversion at higher
temperature is not a good assumption from the modeling point of view for those who

want to get a robust kinetic model that is applicable over a wide range of temperature.
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In order to decouple the EO conversion in GC from the conversion due to ethylene feed,
experiments as part of this purpose were designed without fresh ethylene feed. In
addition to this, EO conversion experiments are conducted without VCM and CO, inlet
flow so as to achieve higher EO conversions because the EO gas tube only contains EO
of 1.23% with the helium ballast. Therefore, it requires getting concentrated EO inlet

stream without decreasing the total flow rate.
4.5 Parameter Estimation and Kinetic Model Discrimination

As was well known in the literature, parameter estimation, which is a sort of
optimization problem, is a prerequisite to discriminate the model candidates in order for
using the most promising one in the industrial scale model. This stage not always ends
up with one superior model if some of canditates turn out to be very close kinetic
parameters from the point of stastistical view. The most underlying challenges in
parameter estimation are the computational capabilities of the solver and statistical
accuracy of the parameters which in turn overcoming of these would make the objective
function lead to global optimum. Total number of parameters to be estimated that is
definitely dependent on a case is a critical decision maker in choosing the most
appropriate software [82]. In our case, we obliged to estimate up to 48 parameters while
setting few of them at a fixed value in certain instances. This is the one of the reasons
why we used gPROMS in this project.

Parameter estimation in gPROMS is based on the maximum likelihood

estimation (MLE) algorithm in equation (4.13) as shown below [97]:

NE NV NMpp

= measl (2n)+ mmgSm Zz 2 [ln(almt)+(zlmt Zime)” (4.13)
lmt

@: Objective function
Npeas: Total number of measurements taken during all the experiments
Os m: Set of model parameters to be estimated

NE: Number of experiments performed

91



NV;: Number of variables measured in the [ experiment

lth

NM,,,,: Number of measurments of the m*" variable in the I'" experiment

ol Variance of the tth

measurement of variable m in experiment |
Zme: t" measured value of variable m in experiment |

Zime:  t predicted (model) value of variable m in experiment |

The maximum likelihood estimation (MLE) method aims to find the most
probable parameters that maximize the likelihood function, which is the probability for
a certain probability density function (pdf). This approach is essentially the reverse of
what is accomplished in ordinary least squares estimation (OLE). MLE is considered to
be a more powerful technique than OLE due to its lower asymptotic error and
generalizability for regression when the appropriate pdf is chosen. gPROMS uses the
Gaussian distribution as a pdf [174-175]. In our reactor system, the standard deviations
of gas components are not equivalent. For this reason, the weighted least squares
objective function is preferred over the normal least squares objective function in the
cost function of the objective function. Uncertainty that belongs to known
measurements can be regarded as the variance of measurements. Sensors are devices
that take experimental measurements and the source of the uncertainty of the
measurement is directly related to the measurement technique of the sensor. Many
times, sensors typically measure more than one variable. For example, the thermal
conductivity detector (TCD), which is a sensor in the GC system, measures multiple

components streaming into the GC column.

Table 4.7. Variance models in gPROMS [97].

Variance model Mathematical Expression
Constant variance o=w
Constant relative variance o=w(|z| +¢)
Heteroscedastic variance o=w(|z| + &)Y
Linear variance o=la.z+pB|+¢

The residual error is the difference between the values measured experimentally
and the values predicted from the model. The errors of the measurements are assumed

to be statistically independent and normally distributed with a mean of zero. Variance
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models are used for the formulation of the residuals as mathematical descriptions, which
are intrinsic to the system. gPROMS uses four different variance models as shown in

Table 4.7.

0? = % (Zmp, B) (4.14)

where 7, 1s the model prediction of the measured quantity and B is a set of parameters
(4.14), which contains omega/alpha and gamma/beta parameters.

The objective function (@) that is used in parameter estimation as shown in
equation (4.13) is solved by a nonlinear sequential quadratic programming solver
(NLPSQP) which is one of the solver in mixed integer nonlinear programming
(MINLP) provided by gPROMS . This solver uses four tolerances to decide whether or
not a local optimal solution has been reached. These tolerances include the feasibility,
complementary, Taylor, and optimization tolerances. The algorithm continues until all
the tolerances are satisfied and then terminates to give the optimum values for the
estimated parameters [97].

It is of great importance when or when not to eliminate model terms or
parameters. There are three main criteria in the evaluation of model terms that are used
in gPROMS. Once such a sound consensus for these three is formed, it is concluded that
estimated parameters are statistically significant. The so-called three criteria are listed

and explained as follows:

1. If a 95% t-value for an estimated parameter is greatly below the reference t-
value, this indicates that the available data from these experiments may not be
sufficient for the determination of that parameter. However, if the value is only
slightly below the reference t-value, then the estimated parameter is considered
acceptable.

2. If final value of the estimated parameter is significantly larger than its standard
deviation, than the estimated parameter is considered acceptable.

3. In the correlation matrix, the off-diagonal elements close to 1 or -1 indicate a
strong correlation between two parameters. In the correlation matrix, elements

close to 0 are desired.
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Table 4.8. Variance models and parameters that are used in parameter estimations.

Model Parameters
Sensor
Variance
Group Sensor Variable
. Model Type | p o
(mol%) | (%)
1 Flowsheet.outlet composition("CO2") Linear 0.02 0.05 -
Flowsheet.outlet composition("ETHYLENE
2 Linear 0.03 0.02 -
OXIDE")
3 Flowsheet.outlet composition("ETHYLENE") Linear 0.02 0.1 -
4 Flowsheet.outlet composition("OXYGEN") Linear 0.03 0.1 -
5 Flowsheet.conversion(1,"ETHYLENE") Constant - - 100
6 Flowsheet.conversion(1,"OXYGEN") Constant - - 100
Flowsheet.outlet composition("ETHYLENE )
7 Linear 0.06 0.04 -
OXIDE")

In Table 4.8, variance parameters that are used for the parameter estimation sets
are shown. There are two types of variance models in our case: Linear variance model
and constant variance. The linear variance model (LVM) was chosen as a variable
model for outlet GC concentations of interest excluding methane because the residual
term (€) is assumed to be independent from the actual measured value. Therefore, the
model providing for the error term in LVM is well-defined and a decoupled function,
which is more appropriate with the GC calibration approach than the constant relative
variance model (CRVM), in which the error in all measurements is directly proportional
to magnitude of measured values. In the former model, the alpha (constant relative
term) and beta (constant term) parameters are added into the variance model parameters
to be estimated. In LVM, beta terms are generally fixed at a value of 0.05% mol as
deemed by best practice. The beta values in LVMs are just fixed terms in the linear
dependencies to protect the weighted contribution of low concentrations to go
considerably high values which is more likely to happen in CRVM. Variance
parameters are defined separately for each gas component in the experimental set.
Alpha terms are found by constructing GC calibration model in gPROMS whereas beta

terms are heuristically determined.
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Table 4.9. Control and measured variable for experimental entities in gPROMS.

Control Variables

Variable Name Control Type
Flowsheet.catalyst loading no Time-invariant
Flowsheet.mass of catalyst Time-invariant
Flowsheet.bed temperature("10 mm") Piecewise-constant
Flowsheet.inlet flow_rate("CO2") Piecewise-constant
Flowsheet.inlet flow rate("ETHYLENE") Piecewise-constant
Flowsheet.inlet flow rate("ETHYLENE OXIDE") Piecewise-constant
Flowsheet.inlet flow rate("HELIUM") Piecewise-constant
Flowsheet.inlet flow rate("METHANE") Piecewise-constant
Flowsheet.inlet flow rate("OXYGEN") Piecewise-constant
Flowsheet.inlet flow_rate("VCM-He") Piecewise-constant
Flowsheet.inlet pressure Piecewise-constant

Measured Variables

Flowsheet.conversion(1,"ETHYLENE")
Flowsheet.conversion(1,"OXYGEN")

Flowsheet.outlet composition("CO2")
Flowsheet.outlet_composition("ETHYLENE OXIDE")
Flowsheet.outlet composition("ETHYLENE")
Flowsheet.outlet_composition("OXYGEN")




The function of ethylene and oxygen conversions in Table 4.8 is just for
monitoring because of the fact that it is desired to give less weight to the EO
measurements which have larger errors in comparison with others.That’s why constant
variance model is used by seting the lowercase omega parameter to 100%. The reason
why there exist two different EO outlet compositions is about having different standard
deviations throughout the experiments. Because capillary columns in gas
chromatography were exchanged with the new ones after the catalyst loading #5 owing
to the fact that column bleeding trouble bursted. This fact gives rise to some changes in
areas which in turn there are some minor changes in all compsotions but ethylene oxide
in calibration that were definitely taken into consideration.

It should be defined the status of the experimental conditions and the
experimental control strategy which are essential for executing parameter estimations.
In our experimental domain, the process and composition values were changed in a
dynamic manner for each catalyst loading as does in perturbation activities for the
models used in model-based advanced process control layers where process parameters
are changed by the help of systematic step size manipulations. Put it differently, each
catalyst loading consist of many sub-experiments. For this reason, it would be better to
sort all the experiments for each catalyst loading with regard to the elapsed unit time
which could be done in dynamic initial conditions in gPROMS rather steady-state initial
conditions. There are three types of experimental control strategies in gPROMS: Time-
invariant control, piecewise constant control and piecewise linear control. The first
provides a single or constant value for a quantity which will be the same for the duration
of experiment. This type control could be used both for steady-state and dynamic
conditions. The second one is piecewise constant control which enables to be entered
multiple variable values for a quantity that is desired to be hold a different constant
value for specified time intervals throughout the experiment. The third one is for the
case that value of the quantity changes linearly during a specifed time frame between a
start and final values. The last two are suitable for dynamic conditions.

As can be seen from Table 4.9, control types of catalyst loading number and
mass of catalyst are set as time-invariant whereas inlet flow rates of reactant and inert
gases and process parameters (temperature and pressure) were exposed to change during
the course of the each loading which necessitates that control type should be piecewise-

constant. In addition to this, key measured variables of interest are conversions of
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ethylene and oxygen and outlet composition values of the main reaction components
(i.e, ethylene, oxygen, carbon dioxide and ethylene oxide).

In the literature review part (Table 2.1), kinetic models from the past to present
were investigated. Ethylene oxide kinetic experiments could be done either with lean or
rich oxygen inlet concentrations in the direction of the goal of the project. With this
mind, models that were constructed under the rich oxygen conditions were eliminated
on the grounds that our intention is to create a model for our process which is working
at lean inlet oxygen conditions. This provided us with good initial conditions in the very
early stage of the parameter estimations. So, eight different kinetic model canditates
were defined to be tested as illustrated in Appendix (Table F.1). 6 kinetic models out of
8 are extended version of the kinetic models that exist in the literature. The reason of the
extension of the models is based on (i) adding kinetic constants for VCM moderator, (i1)
side reaction for ethylene oxide oxidation (iii) making the models similar in conformity
of the postulation of considering the fact that main and side reactions take place at
different active sites and (iv) adding CO, adsorption kinetic constant term into the
denominator. Because we conducted kinetic experiments particularly for discovering
VCM adsorption kinetics in order to embed it into the structure of model candidates.
Furthermore, EO oxidation experiments performed for determining the kinetics of side
reaction_2. For these reasons, the common features for all kinetic models but Petrov et
al. are that they all have EO oxidation kinetics with a separate model expression named
as r3, VCM adsorption kinetics and different catalytic active sites with regard to main
and side reaction_1 and lastly CO; adsorption term. Model taken from Petrov et al. was
used as it is. One of them has been newly generated as a hybrid model by taking
Westerterp 1 as a basis. That’s why it was entitled as modified Westerterp 1a.

Adsorption constants of ethylene, oxygen, carbon dioxide, water and ethylene
oxide were included in all models of Westerterp et al. but model (1) which was further
modified by adding the missing oxygen adsorption term into denominator under the
name of model (1a). Originally, models of Salmi et al. and Petrov et al. are founded on
ethylene and oxygen adsorptions. In our study, Salmi’s model was extended with adding
CO; adsorption constant term. Gu et al. takes adsorption of CO, and co-adsorption of O,
into account whereas Gan et al. consider adsorption of oxygen and co-adsorption of O,
and CO,. In regard to the VCM effects, Petrov et al. contemplated the effects of DCE as
a kind of reverse reaction in the numerator of the model. Gu et al. takes the VCM effect

in a separate term that is multiplied with the denominator of the kinetic model
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equations. Other models do not include effect of moderator. Therefore, we added a
competitive adsorption term of VCM.

Designation of the model terms regarding to the oxygen in Table F.1 was not
implemented in accordance with the adsorption form of the oxygen such as associative
or dissociative oxygen. In this regard, it was completely stick to the assumptions that
had been made by the authors in the original studies.

Regarding to the issue of catalytic active site, all kinetic models except the ones
constructed by Westerterp et al. did not use different adsorption kinetic constants for
each reaction which means that main reaction and side reaction_1 occur on the same
catalyst site. However, this assumption is not reflecting the reality. For this reason, we
extended all kinetic models but the model of Petrov et al. by adding different adsorption
kinetic constants for two types of the reactions as well. Same adsorption kinetic
constants as main reaction or side reaction_1 are used for that of side reaction 2. Rate
equation for EO oxidation in the Petrov’s model is defined as the same adsorption
kinetic constants as side reaction 1. For the models of Gan et al., Gu et al. and
Westerterp et al. (model 3), adsorption kinetic constants of side reaction 2 are same as
side reaction_1. In the rest of the four models (i.e, Salmi et al., Westerterp et al. (model
1, la and 2)) adsorption constants of the main reaction are used for that of side
reaction_2.

According to many articles issued by Van Santen et al [43, 176], single-site
Langmuir-Hinshelwood (L-H) was highly unlikely because the C,H4 molecule is very
likely to bind to two sites before reacting with surface oxygen. Eley-Rideal (E-R)
mechanisms were of very low probability with respect to Langmuir-Hinshelwood
mechanisms because of the probability of a gas phase molecule directly striking a
surface-adsorbed molecule and then producing a product on the surface was extremely
rare. The promoters can also have effects on the surface mechanisms; however, because
it is not practical to model the surface reactions involving the trace amount of surface
promoters, it is better to model based on the known parameters such as C,H; and
oxygen adsorption mechanisms and simply perform empirical corrections by including
their weights into denominator of the rate equations as we did.

If the catalyst is pure Ag like our case, then the possibility of an E-R
mechanism can be eliminated. Thus, if the surface is Ag,O, then the silver surface is
already completely oxidized and even if the possibility is rare, an E-R mechanism

involving gas phase ethylene striking surface-bound oxygen atoms of the Ag,O can still
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occur. The possibility of the E-R mechanism whereby C,H,4 binds to the surface and
afterwards reacts with O, in the gas phase could be also eliminated due to the very low
odds.

In dissociative adsorption of O,, the gas molecule may first bind to the surface
molecularly. After some time, this molecular can then disssociate into two separate
atoms. This dissociative adsorbed O, mechanism can only occur in a L-H mechanism.
In an E-R mechanism, the surface is completely saturated with oxygen and gas phase
ethylene directly reacts with these surface-bound oxygen atoms. It must be noted that
the molecular (associative) adsorption of O, is quite rare (most often favoring
dissociative adsorption) just like the probability of the Eley-Rideal mechanism. There is
a possibility of sub-surface oxygen taking place in reactions; however, the likelihood of
these interactions is much less common than those involving surface oxygens. Such
sub-surface oxygens have a tendency to change the energy of the surface lattices.

Dissociative and molecular mechanisms can include both adsorption —
desorption and surface reactions collectively, thus to mention that a surface reaction
occurs via single-site or dual-site mechanisms may result in confusion if one considers
these mechanisms as being adsorption — desorption alone. Surface reaction rate
mechanisms need to be derived considering that the surface reaction can also involve
single and dual-sites mechanisms.

The reason why many adsorption — desorption mechanisms require multiple sites
is that these additional sites allow for easier dissociation of the bound molecules where
fewer sites would not have been able to break the bonds due to high energy barriers.
Multiple site mechanisms often allow for the formation of an oxometallic cycle (OMC)
on the surface. Many times, this intermediate is formed for reactions where the reactants
are large molecules (e.g. long HC chains), which require multiple sites. Such is also the

case of EO formation from C,H4 and O,.

AS+BS - ABS+ S (4.15)

AS+BS+S—>ABS+2S (4.16)

In a single-site surface reaction mechanism of the L-H type, two species, A and

B, typically bind to adjacent sites. However, when a reaction occurs, one species

99



combines with the other species on its site leaving a single vacant site behind. Once a
product, AB, forms on the occupied site, this species then desorb from site, leaving
behind that site vacant as well. In a dual-site surface reaction mechanism of the L-H
type, two species, A and B, typically bind to adjacent sites. Then they react forming the
surface adsorbed product, AB, which is bound to two sites. Upon desorption, this AB
desorbs from the two sites leaving them both vacant. Single and dual site surface
reactions can be depicted in the reaction equations (4.15-4.16).

As a result, the models derived by using dual-site L-H mechanisms like
Westerterp et al. yields much better statistical fits than E-R mechanism (Petrov et al.) as
it happened in our study. As a rule of thumb, if the reaction system to be used in a well-
structured kinetic model is specified with many proven process indicators such as
product concentrations and VCM moderator, it is inevitable that the obtained model
could be more reliable. It is noteworthy that most rate models are not fitted directly
from first-principle expressions, but rather are empirically corrected when they would

use for modeling large-scale unit operations.

k = ko * exp(— E/RT) 4.17)
_ E (1 1 (4.18)
ke = krep * exp(— 5+ (7 - Tref>)

One last manipulation attempted in the model was to re-parameterize the
Arrhenius equation (as shown above) in order to independently estimate the two
parameters, ko and E. Therefore, conventional Arrhenius equation (4.17) was converted
into equation (4.18) which is reparameterized version of it. Since ko and E are highly
dependent on one another as shown in the first equation (4.17), their correlation cannot
be ignored. This is not desirable when seeking the true relationship and thus re-
parameterization is generally applied to set apart these parameters in the Arrhenius
equation. Reference temperature is generally taken to be the average temperature of the

data set of interest [177-182]. T,swas set to 250°C for our case.

da
e kg, * e CE/RD) 4 (@) — @y)? (4.19)
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On the subject of catalyst maturation, three different mechanisms were tested
throughout the study. These are i) Based on cumulative production of EO and CO2, plus
poisoning by VCM ii) Based on sintering with same rate for all reactions and iii) Based
on sintering with different rate for each reactions. The third approach gave statistically
best result which means that there is significant difference in the deactivation rate for
the main reaction and the side reaction. Because of the fact that selectivity is
significantly increasing during the course of the each catalyst loading while conversion
is decreasing, this tendency is explained as some kind of catalyst maturing. However,
these changes in activity and selectivity could be only described by the catalyst decay
which is only function of time, which is present in the sintering model as shown in
equation (4.19) [45]. The effect of temperature and terminal activity, which is normally
also present in sintering model, was not confirmed by the parameter estimation. The
values for the temperature dependent parameter either went to 0 or were estimated with
poor confidence which gives rise to the fact that deactivation model has two parameters
in gPROMS: i) ACT.K D SINTERING (“MAIN REACTION”) i)
ACT.K D SINTERING (“SIDE REACTION 1”) . These paramaters are in the
notation of gPROMS language. The second one is always higher than the first one. The
activity of side reaction 2 is assumed to be the same as activity of the main reaction.
However, this situation could not be interpreted that the mechanism of the deactivation
in the lab data is sintering on the grounds that this is not a deactivation of the catalyst.

When it comes to parameter estimation for kinetic model discrimination, step by
step procedure was followed by using subsets of experiments. Regarding to the works
dealing with data-loading from excel to gPROMS Process Builder and outlier detection,
gPROMS Formulated Products Ultilities is utilized for the sake of ease of operation. We
used all experiments except high pressure ones due to the erroneous behavior. There are
5 sequential steps as follows:

o Step 1: Experiments at 0 ppm of VCM and same feed compositions were chosen

(in Table F.2 in the Appendix). The rationale in here is that the kinetics does not

need to account for effect of VCM and the reaction order with respect to

reactants and adsorbing components. As such, rate constants for the two
reactions and activation energy for the two reactions were estimated assuming
main reaction and only one side reaction leading to CO,.

o Step 2: VCM adsorption constants and their temperature dependencies were

found by the help of subset of experiments in Table F.3.
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o Step 3: Experiments at 0 ppm of VCM and varied feed composition were
chosen as illustrated in Table F.4. This allowed us to distinguish how various
kinetic models could predict the yields for variable ethylene over oxygen ratio.
In this step, first stage discrimination was done.

o Step 4: All experiments were included and adsorption constants of CO, were
estimated.

o Step 5: All experiments in catalyst loading #6 and 7 with EO feed were
included. In this step, it was decided whether denominator part of the EO
oxidation rate equation is taking place on the same sites as the main reaction or
the side reaction 1. Moreover, rate constants and temperature dependencies of
EO oxidation were estimated in this step.

In Table 4.10, the quality of fits which are based on root mean square error
(RMSE) of each four gas components shows that models from Westerterp et al. are
fitting the experimental data better. This proves that two reactions should assume to take
place at different active sites. As a result, kinetic models of Gan et al., Gu et al.and
Petrov et al. were eliminated in this stage.

In the second stage of the discrimination process, step 4 and 5 were carried out.
One more kinetic model generated entitled as “Westerterp et al. model (1a)”. In these
last two steps, some mixed subsets were tested and further eliminations were executed
in order to achieve the best-fit model.

Subset of experiments particularly belonging to catalyst loading 1, 4 and 6,
which shows variations in feed CO, compositions at different furnace temperatures, was
identified. These were used in finding out the adsorption rate constants and temperature
dependencies for CO,. This was repeated for each of the remaining kinetic mechanisms.
As a result, the kinetic mechanisms of Westerterp et al. (model 3) were eliminated due
to poor fits.

Subset of experiments from catalyst loading 6 and 7 were used to identify the
influences of feed EO compositions at different furnace temperatures. In the vast
majority of these experiments, ethylene feed was not introduced into the reaction system
on purpose. These were used to find rate constant and temperature dependencies for the
side reaction of EO oxidation. This action was again repeated for each of the remaining
kinetic mechanisms. The sturucture of EO further oxidation took similar form with the

existing main and side reaction.
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Table 4.10. Results of the model discrimination at the first stage (i.e, in steps 1-3).

Kinetic RMSE - RMSE - RMSE
RMSE -C,H, RMSE -0,
Model CO, EO Overall
Gan et al. 0.247 0.164 0.12 0.237 0.768
Gu et al. 0.19 0.165 0.125 0.259 0.739
Petrov et al. 0.212 0.161 0.11 0.36 0.843
Salmi et al. 0.2 0.152 0.125 0.229 0.706
Westerterp
et al. - model 0.127 0.132 0.076 0.235 0.57
1
Westerterp
et al. - model 0.141 0.132 0.074 0.251 0.597
2
Westerterp
et al. - model 0.141 0.134 0.085 0.225 0.584
3
Table 4.11. Results of the model discrimination at the second stage (i.e, in steps 4-5).
Kinetic RMSE - RMSE
RMSE -C;H, | RMSE -EO | RMSE -0,
model CO, Overall
Salmi et al. 0.237 0.306 0.121 0.348 1.012
Westerterp et
0.166 0.307 0.095 0.314 0.882
al. - model 1
Westerterp et
0.212 0.318 0.097 0.306 0.933
al. - model 2
Westerterp et
al. - model 0.156 0.304 0.106 0.346 0.912
la
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Investigations identified that the most suitable denominator of the EO oxidation
reaction was that of the main reaction. In line with this issue, reaction order of the side
reaction_2 was assumed to be same as that of main reaction for all four remaining
kinetic models tested in the second stage that includes reaction order terms (n; or a; and
B;). For this reason, the reaction order of main reaction and side reaction_1 were only
estimated as seen in Table F.5 which belongs to the best fit model.

From Table 4.11, even though all models showed promising predictions to the
measurements, it is clearly shown that models from Westerterp et al. are again most
promising kinetic models as in the results of the first discrimination step. It can be
concluded that all models predicted significantly larger adsorption of VCM for the side
reaction, suggesting small effect of VCM on the main reaction and thus improving
selectivity. Among models of Westerterp et al, the one that has the lowest RMSE is
Westerterp et al. model 1 which has overall RMSE of 0.882. Parity charts of the main
reactor outlet components are illustrated in Figure F.1-4 in the Appendix. Parity chart
shows how predicted outlet gas concentration is far away from the experimental
measurement. The data used in parity chart is also used in RMSE, which is also an
important statistical indicator as described in equation (4.20). The model with less
RMSE portends to the fact that its parameters fit much better than others from the

statistical point of view.

RMSE = Z (m; — p)* (4.20)

NRMSE

ngusg = total # of experiments in use

Regarding to apparent activation energies in Table F.5, it is seen that three of
them are higher than critical limit of interphase activation energy which is about
20kJ/mol [94]. Activation energies of partial oxidation, total oxidation and ethylene
oxide oxidation that were found in this study are 88kJ/mol, 64.5 kJ/mol and 107 kj/mol,

respectively.
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4.6 Lab-Rig Reactor Modeling

Owing to the fact that model-targeted experimentation approach is used
throughout the study, reactor model is modeled in gPROMS in order to run parameter
estimations over this first-principle model.

First of all, inlet and outlet reaction components are specified in Multiflash.
There are eight gas components in the reaction system. Seven of them are inlet gases
whereas water is only a byproduct produced as a result of total oxidation. Therefore, the
dominant phase in the reaction system regarding to feed and product concentrations is
gas phase except for the fact that there is a small amount of water which is trapping in

the pot after the reactor.

a; = ag * (1+ 1 (1= T/Ty;))? 4.21)
K; = 0.48 + 1.574 % w; — 0.176 * ;> (4.22)

w; = acentric factor

Cubic equation of states are most demanded in refinery and petrochemical
applications because these type of equation of states require limited pure component
data and are robust. Thanks to the cubic equation of state, equation of state parameters
can be fitted to reproduce both the saturated vapor pressure using a existing databank
correlation and the saturated liquid density at 298K or T,=0.7 by using Peneloux
method. There are two type of cubic EOS that is most frequently used: Peng-Robinson
(PR) and Redlich-Kwong-Soave (RKS). In equations (4.21-4.22), equation of states
parameters relating to RKS EOS are shown In this study, we used advanced RKS which
is improved by Peneloux correction in which “a” parameter in RKS is fitted to vapour
pressure by using the Van der Waals 1-fluid mixing rules [100].

The SuperTRAPP method is a predictive extended corresponding states model
where propane as a reference fluid is used. It could be predicted viscosity and thermal
conductivity of petroleum fluids and well-defined components over a wide range of
thermodynamic states from the dilute gas to the dense fluid. SuperTRAPP method was

used in our model [100].
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Figure 4.23. Lab-rig reactor system model in gPROMS Process Builder.
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Figure 4.24. Diffusion specifications for lab-rig reactor.
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The overview of the model in gPROMS Process Builder is shown in Table 4.23.
In the AML: FBCR library, there are many built-in reactor types. If required, it is
possible to manipulate the built-in templates by using custom model language. We used
“Catalyst pellets section 1D” model in gPROMS where gas or liquid flows through the
fixed bed including solid catalyst pellet. Hence, there are two phases in the catalyst bed
which make our model axially distributed considering separate conservation equations
for fluid and catalyst. This approach is better than the pseudo-homogeneneous model
where both phases have the same temperature. Because there is a consequential
interphase transport resistance which gives rise to notable dissimilarity in both phase
temperatures. Lumped model is used for catalyst pellet because of the fact that crushed
catalyst is used which makes the effectiveness factor equal to 1 (i.e, neglecting intra-
particle mass transfer limitations) [97, 183].

In regard to diffusivity calculations for gas phase in Figure 4.24, Fuller method,
which is based on experimental studies, is used for diffusion volumes and binary
diffusion coefficients of the gases [184]. For this reason, physical property package is
not used in this regard. Reference temperature and pressure for diffusion calculations
are specified as 25°C and 1 bar. Most abundant component in our system is methane.
That’s why it was determined as bulk component which is used to obtain a single
Schmidt (Sc) number in mass balances and in diffusion equations. Reference mass
fractions are defined for the calculation of mean diffusion coefficient to attain a single

particle-fluid boundary layer thickness.

Heat transfer coefficient specification | Specified -
Ternperature profile Constant -
Temperature specification Specified -
¥| Heat transfer coefficient 1000 WmEK? -
Temperature 260 "C

Figure 4.25. Coolant specifications for lab-rig reactor.

Lab-rig reactor is non-adiabatic non-isothermal so mass and energy balance

equations are solved in the direction of flow (i.e, 1D tube model). As being in small size
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and having high heat transfer to the outside environment, reactor is close to the
isothermal operation conditions.

Regarding to heat transfer, the heat is exchanged through the reactor tube wall.
In general, the essential requirements as cooling/heating specifications for reactors are
either wall temperature profile or coolant/heating temperature coupled with coolant heat
transfer coefficient (h.). For the sake of the ease of equation oriented approach in
gPROMS, h is fixed with the assumption of uniform profile of coolant temperature and
then single point bed temperature (center of the catalyst bed) is entered instead of
specifying coolant temperature. That’s why we used fixed coolant as heater type in the
model as demonstrated in Figure 4.25. The model then solves for the coolant
temperature. Coolant term that is used here is outside media because there is no any real
coolant flow in order to cool down the reactor. All that is needed for the coolant from
the modeling point of view are a temperature and heat transfer coefficient outside the
tube.

In the lab-rig reactor model, one-dimensional heterogeneous mathematical
model is used. The assumptions dealing with the model development are summarized as
below:

o Steady-state operation

o Non-adiabatic reaction system

o Very close to isothermal conditions

o Advanced RKS is used as an equation of state model.

o Concentration and temperature gradients in radial direction is negligible.

o 1D distributed flow is considered.

o Intraparticle mass transfer is neglected by using lumped pellet model (i.e,
effectiveness factor is equal to 1).

o Axial dispersion (concentration and heat) is neglected due to uniform
fluid velocity in the axial direction.

o Axial heat conduction is taken into account.

o Radiation is negligible

o Constant bed porosity for axial and radial directions

o Verified plug flow pattern along the bed
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Bed porosity calculation

| Catalyst secticn length
| Bed radius
| Thermo-well radius

| MNumber of tubes

Catalyst volumetric fraction

Catalyst mass per tube

Mass of catalyst

Reactor geometry

Bed properties

g9

Figure 4.26. General settings in Catalyst pellets_section 1D.

Bed porosity in the model (Figure 4.26) is calculated from mass of catalyst and

catalyst volumetric fraction based on the below-stated formula (4.23). Volume of

catalyst is an extensive property that is dependent on the catalyst mass. Catalyst section

volume is calculated by considering catalyst section length, bed radius coupled with

thermo-well radius which is physically reaching out up to the tip of the upper edge of

the quartz wool. Thereofore, the loss of volume due to thermo-well radius should be

considered in calculation of catalyst section volume.

Ve

Pcat = TL’*d?*L

7 )1 -e)

Volumetric fraction of the catalyst

Volume of catalyst in the bed
Bed porosity
Inner tube diameter

Length of the catalyst bed

(4.23)
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Mass and energy conservation equations for gas and solid phase that are valid
for our case under these assumptions are shown in 4.24-4.27. Similar balance equations

were studied in the literature [71, 183, 185].

Mass and energy balance equations for the gas phase

oG _ (4.24)

ker, * @y * (G = Ciy) + =

2

0z2 -

0 (4.25)

oT 4
—vf*pf*Cpf*E+hf*av*(Ts—T)+d—t*U*(Too—T)+/1f*

Mass and energy balance equations for the solid phase

M

ke, * a, * (Ci - Cis) +7n*ps* (1 —€p)* z aj* (1) =0 (4.26)
=1
u 92T
hyxay s (T=T) 47 % psx ) 1350y % (=BHpan ) + A5 55> =0 (47,
=1
i=123..N

N = Total # of reaction components
j=123..M
M = Total # of reactions

Boundary conditions

@Z=O Cl=Cl,0; T=T0

Initial conditions

Ci = Ci,O; T = TO
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Number of discretization points used in the axial distribution domain of the
model is 20. This means that partial differential equations in the mass and energy
balance equations for gas and solid phases are solved with discretisation of the
distributed equations with respect to all spatial domains, which reduces the problem to
the solution of a set of DAEs. Various finite difference methods are used for
discretization. First order backward finite difference method is used for convective
terms while central finite difference method is used for conduction terms.

As a mathematical solver, DAEBDF (Differential-Algebraic Equations
Backward Differentiation Formulae), which is based on variable time step and variable
order backward differentiation formulae, is used in gPROMS. This solver is designed to
cope with large, sparse systems of equations where variable values are restricted to
specified lower and upper bounds. DAEBDF can handle situations in which some of the
partial derivatives of the equations with respect to the variables are available
analytically while the rest must be approximated. In gPROMS models, almost all partial
derivatives are computed analytically from expressions derived using symbolic
manipulations. Efficient finite difference approximations are used for this purpose. This
solver automatically adjusts each time step taken so that the following criterion (4.28) is

satisfied [97]:

(4.28)

Ng
1 €in 2
0 S
Ng ~ Aror T Tror * | Ay

where:

N; = Number of dif ferential variables in the problem

€1n = Solver's estimate for the local error in the n'* dif ferential variable
A, = Current value of the n'" dif ferential variable

a;,1 = Absolute error tolerance

o1 = Relative error tolerance
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Heat transfer
Radial heat transfer medium

Axial heat conduction

Wall geometry

_Gn - Heat from connection ]

-

Tube wall thickness 2 mm -
Wall properties
Tube wall thermal conductivity 16 WmtK?
Tube wall specific heat capacity 2000 Jkg™K*
Tube wall density 7000 kg/m® -
Tube wall ernissivity 09
Bed-wall heat transfer
Dynamic contribution :DeWasch-Froment v:
Dynamic contribution adjustable factor 10.0
Static contribution :Constant v:
Constant static contribution 300 :W m K
Effective bed conductivity
Dynamic contribution :DeWasch-Froment v:
Dynamic contribution adjustable factor 10
Static contribution :Constant v:
Constant static contribution 20 :W m K

Figure 4.27. Heat transfer parameter specifications in lab-rig reactor model.
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A7 = Aso + Aﬁs,d (4.29)

a\fvs = a\fvso + afvs,d . (4.30)

Asst Effective bed heat conductivity

°c0: Static term of the ef fective bed heat conductivity

ﬁs‘d: Dynamic term of the ef fective bed heat conductivity

ase: Overall ef fective bed — wall heat transfer coef ficient (used in 1D

bed models)

a0 Static termof the ef fective bed — wall heat transfer coef ficient

e .

Qs q' Dynamic term of the ef fective bed — wall heat transfer coef ficient

AML: FBCR uses two sorts of effective transport formulation in calculating heat
flux in radial direction. One is lambda effective transport and the other one is alpha
effective transport. These concepts are formulated with two different equations (4.29-
4.30) all of which have static and dynamic contributions. Static contribution involves
with the heat transfer in the hypothetical situation of zero flow whereas dynamic
contribution only takes hydrodynamic effects into consideration.

Parameters and methods relating to heat transfer section are illustrated in Figure
4.27. Because of the fact that crushed catalyst is used in our reactor, correlations that are
used in heat transfer section do not play crucial roles in the model. It is assumed that
heat transfer in the bed is fast and therefore it is very close to isothermal conditions. For
this reason, dynamic contribution adjustable factors for bed-wall heat transfer
(CatalystBed.Alp w_s1) and effective bed conductivity (CatalystBed.Lam r sl1), which
have both a factor of 1 as default, were set to 10 in order to make the heat transfer fast.
No any correlation was used for static contribution terms in bed-wall heat transfer and
effective bed conductivity which were fixed at constant values of 300 and 2 Wm™ K",
respectively. DeWasch-Froment method was used for the prediction of dynamic

contribution of bed-wall heat transfer and effective bed conductivity.
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Correlations (DeWasch-Froment) dealing with dynamic term contributions that
are used for the calculation of effective bed-wall heat transfer coefficient and effective

bed conductivity, are shown as below (4.31-4.32):

1
0.01340 Pr \3
Nul, = Aq %R (5—) (4.31)
tw @ e ¥ Af/dt ’ Prair
Nu‘{v: Nusselt number for bed — wall heat transfer - dynamic term
Re,: Reynolds number for packed bed
Pr: Prandtl number for the fluid
Ayt User
— specified adjustable factors for dynamic term of the ef fective bed
d 2
l
Per = 5002908 * A * Prair ¥ |1+ 046 % <d—’;> ] (4.32)

Pe,: Peclet number for radial mass transfer

dp;: Equivalent pellet diameter of a sphere with the same surface area
d;: Hydraulic or inner diameter of the tube

Asi Thermal conductivity of the fluid

One-dimensional models of packed beds with heat transfer in AML:FBCR use
an overall heat transfer coefficient which is calculated from the effective bed
conductivity and bed-wall heat transfer coefficient correlations. The bed properties
model for one-dimensional beds also includes a prediction of bed centre temperature
based on an overall heat transfer coefficient (J s’ m?K"') between tube wall
temperature and centre bed temperature, rather than on bed average temperature as a?,.
In our lab-rig model, centre bed temperature which refers to the distance of “10 mm”

from top of the catalyst bed (i.e, “O mm” refers to the top of the catalyst section).
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Catalyst bed of 20 mm height was discretized into 20 units. By using Dixon correlation

as shown in equation (4.33), other points along the bed were calculated accordingly.

Bi + 24 = Bi3 + 240 * Bi3 + 1152 = Biy + 2304

(4.33)
16 * (Bi2 + 6 * Big + 12)?

0o _ e
aw_aws*

where:

ad: Overall ef fective bed — wall heat transfer coef ficient, with respect to

center bed temperature
abs: Overall ef fective bed — wall heat transfer coef ficient
(used in 1D bed models)

Big: Biot number for Dixon correlation

Biot number in here is formulated as follows:

e
. Qs *dg (4.34)
Bld == e :
2% A
Bulk reactions GFF v:
Partial enthalpy calculation :Ideal mixture = |
Additional user specified parameters GFF v:

Flow resistance

Pressure drop equation
Pressure drop coefficient A 1.0
Pressure drop coefficient B 1.0

Heat and rnass transfer between pellet and bulk fluid
Solid-fluid transfer correlation :Huugen v:
Mass transfer coefficient adjustable factor 1
Heat transfer coefficient adjustable factor 1

— Specify below only if 'Constant’ option is selected for the solid-fluid transfer
Mass transfer coefficient 01 :m.."s v:

Heat transfer coefficient 2000 :W m K -

Figure 4.28. Flow resistance and fluid-to-solid heat and mass transfer specifications.
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Regarding to pressure drop in a packed bed, Ergun equation (4.35), which is
specified with two adjustable factors relating to laminar and turbulent flow terms is
chosen in gPROMS. These two terms are used in the adjustments relating to flow
regime by the help of the equation-oriented approach in gPROMS. All specifications
pertaining to flow resistance and fluid-to-solid heat and mass transfer are demonstrated

in Figure 4.28.

1-¢ 1—¢
f= 63”* Af*lso*%+3f*1.75 (4.35)

b €p

f: Friction factor

&,: Bed void fraction

Agp: User — specified adjustable factors for laminar flow term of the
pressure drop equation

By: User — specified adjustable factors for turbulent flow term of the
pressure drop equation

Re,: Reynolds number for packed bed

Catalyst bed models in the AML: FBCR module consider fluid-to-particle
interfacial heat and mass transfer resistance. The heat transfer resistance in the bed is
described using the fluid-solid heat transfer coefficient (hf) and the mass transfer
resistance using the fluid-solid mass transfer coefficient (k). In this model, Hougen
correlation, which is based on Colburn j-factor analogy, is used. This correlation (4.36),
related dimensionless numbers (4.37-4.40) and Colburn criteria based on Reynold

number (4.41) are shown as below:
jp:Colburn j — factor for mass transfer
ju:Colburn j — factor for heat transfer

Shp Nu,
" Rey, *xScl/3 " Re, = Pri/3

Jp Ju (4.36)
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dp * kr
Sh,(Sherwood number for packed bed) = D (4.37)
e
dp * Py * vy
Re, (Reynold number for packed bed) = ll— (4.38)
f
, : hy * dy
Nu,(Nusselt number for fluid — solid heat transfer) = 0 (4.39)
f
* C.
Pr(Prandtl number for the fluid) = Mfl—p'f (4.40)
f
_ 1.66 * Re, ">, Re,, < 190
Jo = -0.41 (4.41)
0.983 * Re, **!, Re, > 190

In Appendix G, the patterns regarding to reaction rates (mol/kg catalyst-s) of
main and side reactions are shown in Figures G.1-3. The chosen experiment has a
unique identifier of 4 4 which is center point experiment (2b0) belonging to the catalyst
loading #4. According to results, it is observed that the reaction rates of main and side
reaction_1 are higher at the very early stages of the catalyst bed. This reduction in the
reaction rates along the bed could be attributed to the product concentrations in the bed.
Reaction rate of side reaction 2 is gradually increasing along side the bed. When it
comes to comparing the order of magnitudes of reaction rates, average reaction rate of
main reaction (2.76*107) is 2.4 times higher than side reaction_1 (1.12*10) which is
136.7 times greater than side reaction 2 (8.19%10). Figures G.4-8 show temperature
and concentration profiles along side the catalyst bed in axial direction. As one might
expect that molar fractions of ethylene oxide and carbon dioxide are both increasing
whereas ethylene and oxygen concentrations are decreasing along the bed. Temperature
is slightly increasing due to exothermic nature of the reactions and reaches its maximum

at the center of the bed.
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CHAPTERSS

CONCLUSION

Within the context of all tasks done throughout the thesis, a custom kinetic
model for commercial ethylene oxide catalyst in EO/EG plant, which is the main
objective, was obtained. To attain this, custom catalyst testing system for ethylene oxide
reaction was established and commissioned. The way that we took for achieving our
goal was to implement a model-based experimentation approach by using gPROMS
Process Builder which enabled us a custom modeling environment for discriminating
kinetic model canditates.

To find out the necessary information to be populated in AML: FBCR, catalyst
characterization was carried out. Moreover, machine learning methods were used to
truly understand the catalyst behavior in the long run which is analogous with its
journey from Start-of-Run (SOR) to End-of-Run (EOR) in the industrial plant.
Prerequisites of kinetic experimentation such as heat transfer limitations,
intraphase&interphase mass transfer limitations, establishment of plug-flow criterion,
determination of catalyst activation method and stability tests were successfully
accomplished.

Experiments to be used in parameter estimations were designed by using one-
factor at a time approach and D-optimal criterion in such a way to capture all crucial
relationships between process parameters and reactor inlet concentrations. Effects of
product concentrations and VCM as a chlorine source were also investigated.
Experiments particularly on ethylene oxide oxidation were performed. High pressure
experiments were done but not included into parameter estimantions due to the
unidentified faulty results. Data reconciliation method was developed for the executed
experiments in the lab-rig reactor.

According to the experimental results, it is explicitly observed from initial
catalyst activity parameters that catalyst activity of each loading is not identical. On the
top of that EO/CO; selectivity is increasing whereas ethylene conversion is decreasing,
thereby changing catalyst behaviour in the same way during the course of each loading.

This was mathematically modeled with conventional catalyst deactivation function; this
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was not an actual deactivation phenomenon in theoretical sense nevertheless. That’s
why it is concluded that this behavior is sort of catalyst maturing that could be seen in
the transition period from high activity region to high selectivity one.

Two-staged discrimination approach was used by following a sequence
consisting of uniquely-organized experiments in subsets. Kinetic models taken from
literature were extended and modified. Among eight kinetic models that were tested, the
ones (1, 1(a) and 2) derived from Westerterp et al. show the best statistical fits. Model
(1) was chosen as the best kinetic model in terms of root mean square errors with
respect to main reaction components. Besides, the denominator of the main reaction in
the rate equation was used as that of ethylene oxide oxidation in the sense that the
denominator of partial oxidation reaction was found more statistically siginificant than
that of total oxidation.

“Catalyst pellets section 1D” heterogeneous model in AML: FBCR was used in
compliance with model-targeted experimentation approach. Parameter estimations were
conducted under the guidance of this model. As such, optimization upon kinetic model
parameters was provided in accordance with first-principle model equations with
heedful assumptions. As is to be expected, main reaction rate has the most dominant rate in
order of magnitude among the other two.

In the further studies, this kinetic model will be used as a slave model in order
for modeling multitubular industrial ethylene oxide reactors in gPROMS Process
Builder. There are three caveats that are required to consider in modeling the plant
reactor as a master model. One is the deactivation issue which could not be predicted in
lab-rig reactor model and therefore need to be estimated on the basis of the real plant
data encompassing the SOR period. Second is the operation pressure which is not
atmospheric in the industrial reactor. The third is the total amount of chlorine
components introducing the reactor which is almost three times higher than lab-rig
reactor system. All things considered, kinetic rate equations based on lab-rig reactor
should be rectified by using adjustment factors in contemplation of these notices of
certain points without changing kinetic and adsorption constants that were estimated in

this study.
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APPENDIX A

GC CALIBRATION RESULTS

40.0
35.0
< 30.0

ion (%

25.0

o

20.0
15.0

molar fract

10.0
5.0
0.0

Ethylene

y = 0.01144x
R? = 0.99975

0 500 1000 1500 2000 2500 3000 3500
Response (peak area)

Figure A.1. Calibration curve for ethylene.
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APPENDIX B

CALCULATION OF PLUG FLOW CRITERIA AND MASS

TRANSFER LIMITATIONS
Q2" = 17.06 scem, Q72 = 4.33 scem, Q17 = 43.01 scem, Q.72 = 3.11 scem
¢ = 7.50 scem
Qr = 75.0 sccm = 75.0 cm3 /min
Qin . . o
X = Q—,l = reactor inlet gases, x; = mole fraction of ith gas component
T

MWC2H4 = 28 g/mol, MW,, = 32 g/mol, MWy, = 16 g/mol, MW¢,, = 44 g/mol
MWy, = 4 g/mol
MW i = Z? x; * MW; ,i = reactor inlet gases,n = total # of components

MW,
MWmix '

Vi = X; * y; = mass fraction of ith gas component

Table B.1. Some of the important properties of the feed gases.

X y MW Density Viscosity

Feed gas (mol (mass (molecular | (g/cm’,@250°C (Pa.s,@250°C

fraction) | fraction) weight) and 1 atm) and 1 atm)

Ethylene 0.2274 0.3246 28 6.48E-04 1.68E-05
Oxygen 0.0577 0.0942 32 7.34E-04 3.16E-05
Methane 0.5735 0.468 16 3.69E-04 1.76E-05
Carbon dioxide 0.0414 0.0928 44 1.02E-03 2.48E-05
Helium 0.1 0.0204 4 8.83E-04 2.93E-05

Mixture density is calculated as follows:
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prp = 2i (pi * x;) i = reactor inlet gases
For T, = 288.7K and T, = 523.15K
P2,@523.15k = P1,@60°F

T
* T_l (Temperature compensation for density based on IGM)
2

P2,@52315k = Prp = 5.31 * 107*g/cm3 = 0.531 kg /m3

Mixture viscosity is found from the formula as follows [186]:

= i i * X %\ MW,
TP S« MW,

hrp =194%10"°Pa.s

Volumetric flow rate is adjusted as follows:

For Ty = 298.15K and T, = 523.15K
QT= Ql,@298.15K

Qz,@523.151< = Q1,@298.15K

T
* T_l (Temperature compensation for density based on IGM)
2

750cm3 298.15K
= . *
Q2,@523.15K min 523.15K

Qr = Q@s23.15xk = 131.6 sccm

Porosity calculation [187]:

pp (SiC) 1570 kg /m?3
“p =1L G0 - T 3210 kg/md
€pp = 0.511
Superficial velocity calculation:
Qr Qr= _ 1316 cm3/min

T A T red?/4 0.636cm?
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Ve = 206.92 cm/min = 3.45cm/s = 0.0345m/s

Interstitial velocity calculation:

_ Vrp 345cm/s
&, 0511

Vis

vis = 6.75cm/s = 0.0675 m/s

Reynold number calculation in packed bed:

Rep, =

G' = s, *prp = 0.0345m/s % 0.531 kg /m?

kg
G' = 0.0183 —
me xS
/ (2.12 * 10~4m) = (0.0183 —9)
dp * G _ ) m? x s

(1-€pp) *pyp (1—0.511) % (1.94 % 10~°Pa.s)

Re,, = 0.41 < 1 (Darcy Flow)

Hydrodynamic entrance region calculation:

Ly 1aminar = 0.05 % Rey,,, x d = 0.05 * (0.41) = (0.9cm)

Ly 1aminar = 0.019 cm < 2 cm (L, catalyst mixture bed length)

Therefore, the governing flow type is plug flow.

Pressure drop calculation in porous media across the fixed bed by using Carman-

Kozeny equation [164]:

-Re,, ;, is lower than 1 (Darcy flow) and porosity is very close to 0.5

-Specific surface area (a,) is calculated from 6/d, (based on spherical particle)

-Kozeny constant (K) is taken as 5 for fixed bed.

AP =

2
K*prpxvpp* Lx (1= €pp) *af

AP = 2P :

€p

P

180 * (1.94 * 107°Pa.s) = 0.0345m/s * 0.02m * (1 — 0.511)?

(2.12 * 10~*m)?2 = (0.511)3
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AP = 96.07 Pa = 9.48 x 10™* atm

Péclet number calculation [112]:
L
Pe, = 0.087 * Repp® * —
) dp

Pe, = 6.69

Gas-hourly space velocity (GHSV) calculation:

Qr _ Qr
GHSY =5~ = w5
ps,p

psp = 1.57 g/cm?
Qr:Total volumetric flow rate (sccm)
V. p: Catalyst mixture volume in the bed (cm?)
mep: Total catalyst mixture mass (g)
ps,p: Catalyst mixture density calculated by tapped density measurement (gem™3)
L: Height of the catalyst bed (cm)
ST: Space time (s)
dy: Particle size of the catalyst (um)

Table B.2. Interphase (external) mass transfer limitation experiments.

Catalyst SiC mg, Veb L Qr GHSV ST Ethylene
(2) (2) (g) (cm®) | (cm) | (cm*/min) | (1/s) (s) Conversion
0.05 0.45 0.50 | 0.318 | 0.50 18.835 0.9857 | 1.0145 4.03
0.1 0.90 1.00 | 0.637 | 1.00 37.685 0.9861 | 1.0141 9.73
0.2 1.80 | 2.00 | 1.274 | 1.99 75.000 0.9813 | 1.0191 13.95
0.3 270 | 3.00 | 1.911 | 2.99 113.070 | 0.9862 | 1.0140 13.93
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Table B.3. Intraphase (internal) mass transfer limitation experiments.

Catalyst | SiC m Veb L Qr GHSV ST d, Ethylene
(2 (g (2 (em®) | (cm) | (cm*/min) | (1/s) (s) (um) | Conversion
0.2 1.80 2.00 | 1.274 | 2.0 75.0 0.9813 | 1.0191 850 4.66
0.2 1.80 2.00 | 1.274 | 2.0 75.0 0.9813 | 1.0191 425 9.80
0.2 1.80 2.00 | 1.274 | 2.0 75.0 0.9813 | 1.0191 212 13.95
0.2 1.80 2.00 | 1.274 | 2.0 75.0 0.9813 | 1.0191 106 13.81

Gex
SE = *lagn—1
Nse

SE:Standard error of mean

Olst = 005

Nge: number of experiment used for standard error calculation

Oqx: Standard deviation of each experiment
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APPENDIX C

EXPERIMENTAL DOMAIN AND EXPERIMENTAL
DESIGN CONSIDERATIONS
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Table C.3. Optimal design summary and performance criteria.

Objective Optimization (RSM)
Process model Quadratic
Mixture model Quadratic
Design D-Optimal
Runs in design 27
Center points 5
Replicates 0
N = actual runs 32
Maximum runs 12000
Constraints No
Candidate set
Extreme vertices 50
Edge points 204
Centroids of high dim. surfaces 21
Total runs 275
D-Optimal
Potential terms Cubic
Number of inclusions 0
Constraints No
Selected design number 14
G-efficiency 67.4
Design statistics tog(Det. of XX) 21
Norm. log(Det. of X'X) -0.394
Condition number 16.5




APPENDIX D

SAMPLE CALCULATIONS FOR MOLAR-BASED DATA
RECONCILIATION

GC measurements for reactor outlet water-free nonreconciled composition

XCtls = 21.14%, X2, = 4.14%, X214 = 1.09%, X502 = 4.73%, X51% = 55.59%

X, = 10%

Initial non-reconciled GC sum

Y4 Xbur, (Mol%) = 96.69 (water-free)
i= C2H4, 02, C2H40, COZ and CH4

Reactor inlet concentrations

Q2" = 17.06 scem, Q22 = 4.33 scem, QE2M+97H¢ = 0,Q5% = 3.11 scem
Ql.CnH4 = 43.01 sccm
VCM/He __ _
Qin =7.5sccm, Qi =0
total — 75 scem
100 % Q<24
XlC‘er‘l- (mOZ%) = C2H4_ 02 CH4, COZ ”221'140/1‘16 VCM/H@ He
(Qin + Qin + Qin + Qin + Qin + Qin + Qin
= 22.74
100 * Q22
X2 (mol%) = O =5.77

C2H. o CH Cco C;H4O/H VCM/H
Q"™ + Qi + Q" + Qi + Q™M + Q™™ + al

n
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100 * Q=92

X 5102 (mol%) = in
(Qic;H4 n QiOnZ +Q51H4 n Qicno2 n Qic;H40/He n QiI;lCM/He + Q{_r]le)
=414
CH
XM (mol%) = 100 Qin
in = T CH 0 CH co C,H,0/He VCM/He H
Qp *+0Q;, +0," +0,”°+0,, ™ + Qin + Qi
=57.35
100 * (QHe + 0.9877 » QC21+0/He | (.99995 x QVCM/He
XHe (mol%) = (@i Qin Qin )

C-oH, (0] CH CcO CoH,O/H VCM/H
Q™ + Q2 + Qi + Qp2 + QM0/Me 4 QUMM 4 e

n

=9.9995
X2 = 22.74%, X2 = 5.77%, X270 = 0,X50% = 4.14%, X, = 57.35%
X{¢ = 10%

n -

1% Iteration

C2HaO  yCaH,40 co co
szz 4Y X 2114 X 2 __ X 2
Correction Factor(CF;) =1 — 0.5 x < o L ) - < outo _tn > = 0.989

100 100
Xeut (mol%) = = 56.01

1

NC Xlur, (Mol%) = 99.10

CH," CH,
(Xoutl - Xouto)
CH,

outy

Error in outlet CH,(%) = 100 = 4.35

Carbon balance error (CBE)

[(2x520 + 2X 52040 + X202 Y o (CFy) — (2% X2 + 2 X 21140 + X202))]

outg out out,

CBE; (%) =
10%) (2% XC2Me 4 4 xCata0 4 xCO2
* 100 = —-1.99
C2Hy C,H40
C2Hy" out CoH40* out
X012Lt14 (mol%) = m = 21'57’X012Lt14 (mol%) = (1+—COBE1) =111
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co,
O'Ll.to

o _ 4
(1 + CBE,) 83

Xgo? (mol%) =

2™ Jteration

Xouie' * CFL— X2\ (XG0 — Xi”
100 100

Correction Factor(CF,) =1 — 0.5 (

= 0.988

CH4

fft“ (mol%) =

= 58.03

CFZ

G Xbur, (mol%) = 99.68

CH," CH,
(Xoutz - Xouto)
CH,

outy

Error in outlet CH,(%) = 100 = 4.40

Carbon balance error (CBE)

[(2x520s 4 2x520140 + X522 ) « (CFy) — (2 % X2 4+ 2% X 21140 4 X 007)]

out, out, outy

CBE,(%) = (2% X2 4 2« XC2FA0 +XC02)
£100 = —0.05
C2Hy C,H40
X524 (mol%) = (H"—Z;EZ) 21.58, X284 (mol%) = (1:"—6%]52) =111
co,
Xoo2 (mol%) = ﬁ = 4.83

3" Jteration

XC2H4_0 % CFZ XC2H40) (XCOZ* _ XC02>

out, out, in
100

C tion Factor(CF;) =1—-0.5
orrection Factor(CF;) *< 100

= 0.988
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R CH,y
Xout, (mol%) = ~— = 58.03

outs
3

NC Xiue, (Mol%) = 99.69

CH4*—XCH4
outsy outg

X
Error in outlet CH,(%) = 100 * <XC—H4) = 4.40

outg
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Carbon balance error (CBE)

(X528 + 2X 2040 + X2 ) + (CFs) — (2 % X2 4 24 X270 + X207

out, out, out,

CBE3(%) = (2 *XC2H4 +2 *XC2H4 +XC02)

*100=10

GC measurements for reactor outlet water-free reconciled composition

C H,* c H,*
Xout; (mol%) = X7t = 21.58
0, CHy"
out out
out (mol%) = # = 4.22
Duto
c H,0 c H,O0*
Xouts “(mol%) = Xout, =111
co co *
Xout, (Mol%) = Xp, ¢ = 4.83

Xomt (mol%) = 100 — (XS + X0z, + X2 + X502 + Xbe, ) = 58.26%

out

(XCI-It4 _ XCHE,)
Final Error in outlet CH,(%) = 100 o o, M)~ 4.80

outy

(XC2H4* _ XC2H4)

outs outy

Final Error in outlet C,H,(%) = 100 * oo = 2.08

outy
(X(());Q Xouto)
Final Error in outlet 0,(%) = 100 * o =1.93
Outo
Xcoz* _ Xcoz

Final Error in outlet C0,(%) = 100 ( outs 0 Outo) =211
2
Outo

(XC2H40* _ XC2H40)

outs outy

Final Error in outlet C,H,0(%) = 100 0

outy

=1.83
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Final Reconciled GC sum (water-free)

NC XL (mol%) = 100.00

Ethvylene conversion

outs

L) B
* = 6.

Conversion (%) =
%) e
in

Oxygen conversion

(x02 = X3z, +CF;)

* 100 = 27.74

o
Conversion (%) = 02

mn
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FIGURES UPON RECONCILED EXPERIMENTAL DATA

APPENDIX E
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Figure E.1. Changes in ethylene and oxygen conversions (a) and EO/CO; selectivity (b)

at two different catalyst amounts (0.1 and 0.2g) and three different C,H4/O; ratios (2.94,

3.94 and 4.95)
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Figure E.2. Changes in ethylene and oxygen conversions at two different temperatures

(219 and 250°C) and C,H4/O; ratios (2.71, 4.95 and 8.40).
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Figure E.3. Changes in ethylene and oxygen conversions at three different inlet CO,

feed molar concentrations (1.58, 3.11 and 4.64%) with different temperatures of 219 °C

(a), 237 °C (b), and 250 °C (c).
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Figure E.4. Changes in EO/CO; selectivity at three different molar inlet concentrations

of CO; feed (1.58, 3.11 and 4.64%) with different temperatures of 219, 237, and 250 °C.
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Figure E.5. Changes in ethylene and oxygen conversions at five different inlet
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APPENDIX F

TESTED KINETIC MODEL CANDIDATES,
EXPERIMENTS USED IN PARAMETER ESTIMATION
STEPS AND STATISTICAL EVALUATION FOR BEST-

FITTED MODEL
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Figure F.1. Parity chart of reactor outlet ethylene composition for Westerterp et

al. model (1).
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Figure F.2. Parity chart of reactor outlet oxygen composition for Westerterp et

al._ model (1).
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Figure F.3. Parity chart of reactor outlet CO, composition for Westerterp et al. model

(1).
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Figure F.4. Parity chart of reactor outlet EO composition for Westerterp et al. model
(D).
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APPENDIX G

CHANGES IN REACTION RATES AND COMPOSITIONS

ALONG THE BED

Flewsheet,Catalyst_section.CatalystBed PELLET.PELLET_0D(1) REACTIOMS KIN_Westerterp_et_al_1(1).RRate
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Time = 6.0, Reactions = "main_reaction” RRate{"main_reaction”, )

Figure G.1. Change in main reaction rate along with the catalyst bed in the axial direction.
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Figure G.2. Change in side reaction_1 rate along with the catalyst bed in the axial

direction.
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Figure G.3. Change in side reaction 2 rate along with the catalyst bed in the axial

direction.
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Figure G.4. Change in bed temperature along with the catalyst bed in the axial direction.
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Flowsheet.Catalyst_section.CatalystBed,FLUID_PROP.x
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Figure G.5. Change in ethylene concentration along with the catalyst bed in the axial

direction.
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Figure G.6. Change in oxygen concentration along with the catalyst bed in the axial

direction.
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Figure G.7. Change in carbon dioxide concentration along with the catalyst bed in the

axial direction.
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Figure G.8. Change in ethylene oxide concentration along with the catalyst bed in the

axial direction.
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