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A stabilizing subgrid which consists of a single additional node in each triangular element

is analyzed by solving the convection–diffusion problem, especially in the case of small
diffusion. The choice of the location of the subgrid node is based on minimizing the
residual of a local problem inside each element. We study convergence properties of the
method under consideration and its connection with previously suggested stabilizing
subgrids. We prove that the standard Galerkin finite element solution on augmented
grid produces a discrete solution that satisfy the same a priori error estimates that are
typically obtained with SUPG and RFB methods. Some numerical experiments that
confirm the theoretical findings are also presented.
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1. Introduction

It is well known that the exact solution of the convection–diffusion problem may
exhibit boundary and internal layers, i.e. very narrow regions where the solu-
tion and its derivatives change sharply. If the standard Galerkin Finite Element
Method (FEM) with a discretization scale, which is too large to resolve the layers,
is employed, the numerical method will produce oscillations that pollute the whole
domain. To properly resolve the layers, the mesh size must be of the same size as
the ratio between diffusion and convection. However, this choice would make the
classical FEM impractical for real-world problems.

Several approaches have been proposed to rectify this problem mostly for
convection-dominated cases. Probably the most popular approach where the
variational formulation is augmented with the mesh-dependent terms in order to
gain control on the derivatives of the solution is known as the Streamline-Upwind
Petrov–Galerkin (SUPG) method.9 Successful applications of the SUPG method
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together with its many variants to a wide variety of physical problems can be found
in the literature.10,14,16 The advantage of this approach is not only its generality,
but also its error analysis can be performed in many cases of interest. It is well
known that the mesh-dependent terms added to the variational formulation corre-
sponds to providing additional diffusion in the streamline direction. The amount of
such additional diffusion is tuned by a stabilization parameter τ that must be cho-
sen properly. Nevertheless, the need for a convincing argument to guide the choice
of τ is still considered as a major drawback of the method.

Another approach to construct a numerical method that produces numerical
solutions consistent with the physical configuration of the problem consist in enrich-
ing the finite element space by bubble functions. The relationship between the use of
bubble functions and the stabilized methods were first studied in Ref. 6. It turns out
that, to find a suitable value for the stabilization parameter, it is crucial to use a spe-
cial type of bubbles, called Residual-Free Bubbles (RFB), dictated by a local PDE
problem related with the original one inside each element.8 The formulations using
the RFB functions for convection-dominated problems have been analyzed from
the theoretical point of view, and a priori error bounds were proved, similar to the
ones for the SUPG, for several cases of interest.4,12,13,15,17 Since finding the exact
solution of the local problem is usually difficult as much as the original one, a suit-
able strategy to obtain a cheap approximate solution has to be designed. The fact
that the local problem is defined over a triangular or quadrilateral domain makes
this strategy practical for many problems of interest. Therefore several researchers
dealt with the local problem to provide an approximate solution having some level
of precision with the use of a suitable subgrid.3,12,7,11 However, the resulting numer-
ical methods were lacking a satisfactory error analysis where they reproduce the
same behavior as the SUPG or the RFB method. More recently, Brezzi and his
coworkers, in Ref. 1, set the abstract conditions on the choice of the subgrid that
guarantees the numerical method satisfies the same a prior error estimates as the
SUPG and the RFB methods. In Ref. 2, they further constructed a very simple
subgrid which consists of a single node that meets the sufficient conditions in Ref. 1
so that the discrete solution on the augmented grid satisfies a priori error bounds.

The method analyzed in this paper emanates from merging concepts of some
recent papers of Brezzi and his coworkers. It is based on augmenting a given mesh by
adding suitable internal nodes inside each triangle, forming a subgrid by joining the
additional points to coarse grid points conveniently and then solving the problem on
the augmented grid, that is the original grid plus the subgrid, in the framework of
the Standard Galerkin FEM. Here we will choose subgrid consists of just one inter-
nal (additional) node plus three vertices within each element. Joining the additional
node to the three vertices makes the triangle split into three subgrid triangles. The
strategy for choosing the internal node, introduced in Ref. 3 in the context of the
pseudo-residual-free bubble method, depends on minimizing the residual of a local
problem. The location of the subgrid node dictated by this strategy coincides with
the one suggested by Ref. 2 if the element under consideration has one inflow edge.
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We further prove that the method satisfies the abstract conditions in Ref. 1 and so
does the same a priori error estimates as the one for the exact RFB method. On
the other hand, the internal node added with the subgrid, in practice, can still be
eliminated by static condensation, so that the method could still be regarded as a
variant of the RFB approach, so-called the pseudo Residual-free Bubble Method.3

We will make occasional use of this fact throughout the paper.
The layout of the paper is as follows. In Sec. 2 we briefly recall basic ideas of

the SUPG, the RFB and the Standard Galerkin on Augmented Grids. In Sec. 3 we
describe our choice of subgrid in one-dimensional problems. In Sec. 4 the choice of
subgrid is displayed for two-dimensional problems and some of its properties are
studied. The corresponding a prior error estimates for the formulation is also proved
in this section. In Sec. 5, we present several numerical experiments to validate the
method.

2. Stabilizing Methods

Consider the following linear elliptic convection–diffusion problem in a polygonal
domain Ω: {

Lu = f in Ω,

u = 0 on ∂Ω,
(2.1)

where

Lu = −ε�u + β∇u. (2.2)

Let τh be a regular decomposition of Ω into triangles K, let hK be the diameter
of the element K and h = maxK∈τh

hK . We assume that the diffusion coefficient ε

is a positive constant, and that the convection field β and the right-hand side f are
piecewise constants with respect to the decomposition τh. Let us recall the classical
variational formulation of the problem (2.1): Find u ∈ H1

0 (Ω) such that

a(u, v) = (f, v) for all v ∈ H1
0 (Ω), (2.3)

where

a(u, v) = ε

∫
Ω

∇u · ∇vdΩ +
∫

Ω

(β · ∇u)vdΩ (2.4)

is a continuous and coercive bilinear form on the Hilbert space H1
0 (Ω), and (f, v)

denotes the scalar product of f and v in L2(Ω). Galerkin approximation of the
problem (2.1) consists of taking a finite-dimensional subspace Vh of H1

0 (Ω), and
then solving the variational problem (2.3) in Vh. Let us consider the finite element
space of continuous, piecewise linear elements:

VL =
{
v ∈ H1

0 (Ω) : v|K linear for allK ∈ τh

}
. (2.5)

The finite element discretization of the problem (2.3) in VL reads: Find uL ∈ VL

such that

a(uL, vL) = (f, vL) for all vL ∈ VL. (2.6)
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It is well known that the exact solution of the problem (2.1) will have a boundary
layer at the outflow when ε � βh. In this case, the standard Galerkin finite element
approximation (2.6) will typically fail showing strong oscillations near the boundary
layer and some stabilization is necessary.

The most classical and extensively used technique to stabilize (2.6) is to use the
Streamline-Diffusion Petrov–Galerkin method (SUPG). The SUPG method consist
in adding to the bilinear form in (2.6) a mesh-dependent term which introduces
a suitable amount of artificial diffusion in the direction of streamlines without
upsetting consistency. The amount of such additional diffusion is tuned by a param-
eter τK that must be chosen in a suitable way. In the case of problem (2.1), with
linear elements, the SUPG method reads: Find uL ∈ VL such that

a(uL, vL) +
∑

K∈τh

τK

∫
K

(β · ∇uL − f)(β · ∇vL) = (f, vL) for all vL ∈ VL, (2.7)

where τK is a stabilization parameter defined element by element depending on the
local character of the discretization:

τK =




hK

2βK
if PeK ≥ 1,

h2
K

12ε
if PeK < 1,

(2.8)

where PeK = βKhK/6ε. The scheme (2.7) leads to a numerical solution consistent
with the physical configuration of the problem (2.1). Furthermore a priori error
estimates for the approximate solution uS

L obtained by the SUPG method can be
proved to be of type

ε
∣∣u − uS

L

∣∣2
H1(Ω)

+
∑

K∈τh

hK‖β · ∇(
u − uS

L

)‖2
L2(Ω)

≤ C
∑

K∈τh

(
εh2s−2

K + h2s−1
K

)|u|2Hs(Ω), (2.9)

whenever the solution belongs to Hs(Ω) for some s with 1 < s ≤ 2. However, the
need for a suitable convincing argument to guide the choice of τ is still considered
as a major drawback of the method.

A way to recover the value of τK is to use the RFB approach. The idea consists
of enlarging the finite element space VL. For that, we define, in each K, the space
of bubbles as BK = H1

0 (K), the enlarging space VB as VB =
⊕

K∈τh
BK , and set

Vh = VL

⊕
VB. (2.10)

Thus any vh ∈ Vh can be split into a linear part vL ∈ VL and a bubble part vB ∈ VB

in a unique way:

vh = vL + vB ∈ VL

⊕
VB, (2.11)
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and the bubble part itself can be uniquely split element by element:

vB =
∑
K

vB,K , vB,K ∈ BK . (2.12)

The variational problem (2.3) in Vh can be written as follows: Find uh = uL +uB ∈
VL

⊕
VB , for all vL ∈ VL, K ∈ τh, and vB,K ∈ BK , such that,

a(uL + uB, vL) = (f, vL), (2.13)

a(uL + uB,K , vB,K)K = (f, vB,K)K , (2.14)

where (., .)K indicates that the integrals involved are restricted to the element K.
Solving (2.14) inside each K for uB,K and substituting into the first equation, it can
be shown that the effect of the bubbles, which are chosen to be residual-free inside
each K, can be identified with an additional term that has an identical structure
with the mesh-dependent term in the SUPG method. Consequently, the resulting
scheme on VL reads: Find uL ∈ VL such that

a(uL, vL)+
∑

K∈τh

τ̂K

∫
K

(β ·∇uL − f)(β ·∇vL) = (f, vL) for all vL ∈ VL, (2.15)

where

τ̂K =
1
|K|

∫
K

bK dK (2.16)

and bK solves the following boundary value problem in K:{
LbK = −ε�bK + βK · ∇bK = 1 inK,

bK = 0 on ∂K.
(2.17)

A priori error estimates for the RFB method were proved for linear elements in
Ref. 4: If the solution belongs to Hs(Ω) for some s with 1 < s ≤ 2, then

ε
∣∣u − uR

L

∣∣2
H1(Ω)

+
∑

K∈τh

hK

∥∥β · ∇(
u − uR

L

)∥∥2

L2(Ω)

≤ C
∑

K∈τh

(
εh2s−2

K + h2s−1
K

)|u|2Hs(Ω), (2.18)

where uR
L is the linear component of the RFB solution. See Refs. 5 and 12 for

additional results.
However, the method (2.15) depends on the solution of the local problem (2.17)

whose solution may be difficult as much as the original problem. Therefore several
numerical methods were proposed to compute an approximate solution of the
problem (2.17).3,2,12,7 The common point of these attempts was to construct a
low-dimensional subspace BK

h ⊂ BK in such a way that the solution of the discrete
local problem,

Find bK
h ∈ BK

h such that a
(
bK
h , bh

)
= (1, bh) ∀ bh ∈ BK

h , (2.19)
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could produce a solution bK
h such that∫

K

bK
h 


∫
K

bK . (2.20)

From a different point of view, these methods can be regarded as a standard
Galerkin method on an augmented grid for which the finite element space V A

h

is formed by the original space VL augmented with the subgrid space BK
h ; i.e.

V A
h = VL

⊕
K∈τh

BK
h . (2.21)

It can be proved that if BK
h satisfies certain sufficient conditions, then the solution

of the problem {
Find uh ∈ V A

h such that

a(uh, v) = (f, v) ∀ v ∈ V A
h

(2.22)

satisfies the same type a priori error bounds as SUPG and RFB methods.1 In
the following sections we are going to display how to choose a convenient subgrid
consisting of a single additional node per element, use some results from Ref. 1 to
show that the present choice of subgrid satisfies the sufficient conditions and thus
the same error estimates, as in the SUPG and RFB methods, hold true for the
corresponding numerical method. Before we present the method and analyze its
properties, we study the one-dimensional case, although it is not our main interest,
just to have a better understanding of the behavior of the numerical method under
investigation.

3. The Choice of Subgrid in 1D

Let us consider the problem (2.1) in a one-dimensional domain, scaled to the unit
interval I = (0, 1) for the sake of simplicity:{−εu′′ + βu′ = f in (0,1),

u(0) = u(1) = 0.
(3.1)

Let τh be a discretization of I into N subintervals Kj = (xj−1, xj), j = 1, . . . , N

with 0 = x0 < x1 < · · · < xN = 1. We shall also assume that the decomposition
is uniform (h = 1/N = xj − xj−1). However, all the discussions will take place
at the element level, therefore it will be valid for a general decomposition. Let us
further assume that the diffusion parameter ε is a positive constant and that the
convection field β and the source function f are piecewise constants with respect
to the decomposition τh. The residual-free bubble formulation of the problem can
be directly obtained from (2.15) by restating VL concerning the decomposition τh

over I. The resulting numerical method then reads: Find uL ∈ VL such that

ε
(
u′

L, v′L
)

+
(
βu′

L, vL

)
+

N∑
j=1

τ̂Kj

∫ xj

xj−1

(
βu′

L − f
)(

βv′L
)

= (f, vL) for all vL ∈ VL,

(3.2)
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where

τ̂Kj =
1
h

∫ xj

xj−1

bKj dx. (3.3)

We shall mostly drop the index j in the notation as the following discussion takes
place in a typical element Kj . The residual-free bubble function bK in the definition
of τ̂K solves the following boundary value problem defined in K:{−εb′′K + βKb′K = 1 in (xj−1, xj),

bK(xj−1) = bK(xj) = 0.
(3.4)

Let us find an approximation to bK over a subgrid inside K that contains just one
additional node P = PK . We will use xP instead of P whenever it is appropriate.
Suppose β > 0. The case β < 0 can be treated similarly just by exchanging the
roles of xj−1 and xj . We construct a continuous and piecewise linear function bP in
K with the property that bP has value one at xP and value zero at the other points
of the subgrid (see Fig. 1). Let b∗P (x) = α bP (x) be the classical Galerkin solution
of (3.4) over subgrid in K:

ε
(
b∗P , bP

)
K

+
(
βb∗P , bP

)
K

= (1, bP )K ∀ bP . (3.5)

This equation determines α in terms of xP . The main guideline for the choice of xP

will be to minimize L1 norm of the residual of the bubble equation inside a fixed
element K. This amounts to choosing xP such that

J(P ) =
∫ xj

xj−1

|−εb∗′′P + βb∗′P − 1 | dx (3.6)

is minimum. The integral above has to be considered in the sense of distributions.
The enforcement of the condition (3.6) reveals that

xP ≥ xj − 2 ε

β
with xP ∈ (xj−1, xj). (3.7)

x x x

b

j−1 p j

p1

0

Fig. 1. Definition of the function bP .
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0.02 0.04 0.06 0.08 0.1
∈

−0.1

−0.05

0.05

0.1

x

Fig. 2. Comparison of xmax (curved) with xP (line) with respect to ε: N = 10, β = 1.

0.02 0.04 0.06 0.08 0.1
∈

−0.1

−0.05

0.05

0.1

b

Fig. 3. Comparison of bK(xmax) (curved) with b∗P (xP ) (line) with respect to ε: N = 10, β = 1.

We leave the details of this computation to the next section as they are just a
restriction of the process displayed for two-dimensional case. Now, although any
point in the interval S =

(
xj − 2ε

β , xj

)
minimizes the integral in (3.6), we take

xP to be the leftmost point, i.e. xP = xj − 2ε
β because it provides the biggest

stabilizing effect among the points of K compatible with the constraint xP ∈ S.
On the other hand, a comparison of b∗P with the exact solution bK in (3.4) shows
that the description (3.7) for xP is good only if ε is small enough. (see Figs. 2
and 3 : xmax is the point where the exact solution bK in (3.4) has its maximum;
bK(xmax) is the value of bK at xmax; b∗P (xP ) is defined accordingly). Thus, to obtain
a reasonable approximation through the numerical method (2.22), it is appropriate
to define the point xP , with a smooth transition, as follows:

xP =




xj − 2 ε

β
if ε ≤ hβ

6
,

xj − h

3
if ε >

hβ

6
.

(3.8)
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x

0.02

0.04

0.06

0.08
b

x

0.02

0.04

0.06

0.08

b

x

0.02

0.04

0.06

0.08

b

Fig. 4. Comparison of bK (curved) with the approximate solution b∗P (line) in a typical element
K for ε = 0.1, 0.01, 0.002, respectively (N = 10, β = 1, xP is defined as in (3.8)).

We note that the location of the subgrid node xP is the same as the location of
subgrid suggested by the method presented in Ref. 7. Therefore, both methods
produce the same numerical results.

On the other hand, by eliminating the bubbles’ degrees of freedom, it is possible
to write the numerical method as a finite difference scheme on the coarse mesh when
β and f are constants throughout the domain I: Define uj = uL(xj), use the method
(3.2) and expand the integrals to obtain


β

h
(uj − uj−1) = fj if ε ≤ hβ

6
,

−
(

ε +
β2h2

18ε

)
uj+1 − 2uj + uj−1

h2
+ β

uj+1 − uj−1

2h
= fj if ε >

hβ

6
.

(3.9)

From (3.9), it is appropriate to remark two points here: (a) In Ref. 7, the loca-
tion of subgrid node is chosen such that the contribution of the downwind node to
the subgrid node annihilates in each element. This is consistent with the result in
(3.9) as the numerical method is just a backward difference approximation of the
convection term. (b) When ε is large enough, the method corresponds to the well-
known classical artificial diffusion method with an additional diffusion β2h2/18ε.
The amount of diffusion can be tuned by changing the transition value of ε

in (3.8).
Now we return to our main thread and display how this strategy can be applied

in two-dimensional problems. We further study the properties of the method under
consideration and its connection with the subgrid suggested in Ref. 2.

4. The Choice of Subgrid in 2D

Let us consider a subgrid that contains just one additional node P = PK in each
triangular element. The node P is joined to the three vertices splitting the triangle
K into three sub-triangles. We will choose the point P along one of the three
medians of K. The choice of the median and the location of P , which may differ
from element to element, will be made precise in the sequel. Take an element K and
a local numbering for its vertices Vi (i = 1, 2, 3) using the counterclockwise order.
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Let us denote basis functions on K by bp, ϕ1, ϕ2, ϕ3 where

bP (P ) = 1, bP (Vi) = 0 i = 1, 2, 3,

ϕi(Vi) = 1, ϕi(Vj) = 0 j �= i, and ϕi(P ) = 0.
(4.1)

Thus the basis function attached to the point P has support contained in K and
the other three basis functions have value one at one vertex and zero at P and other
vertices. We further denote the edges of K by ei opposite to Vi, the length of ei by
|ei|, the outward unit normal to ei by ni and νi = |ei|ni. We note that the actual
numbering of vertices Vi will be chosen according to the direction of β. In order to
choose the position of P , we have to distinguish among two cases:

4.1. Case 1: Two inflow edges

Let the inflow boundary make up of two edges and let e2 and e3 be two inflow
edges (Fig. 5). The position of P along the median from V1 will be determined by
the following condition: Choose P such that the value of the integral

J(P ) =
∫

K

|−ε�b∗P + β · ∇b∗P − 1 | dK (4.2)

is minimum where b∗P (x) = α(P )bP (x) is the unique solution of

aK

(
b∗P , bP

)
= (1, bP ) ∀ bP . (4.3)

We remark again that the integral in (4.2) has to be intended in the sense of
measures. Using the integration by parts and the fact that β is constant in each
element, observe that

α(P ) =

∫
K

bP dK

ε
∫

K
|∇bP |2dK

. (4.4)

V

V

V

1

2

3

P

e

e3

2
e1

M

K3

K1

K2

V

V

V2

1

3

P

e

e

3

2

e1

M

K

K

2

3

K1

(a) (b)

Fig. 5. Types of inflow boundary: (a) two inflow edges, (b) one inflow edge.
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The criteria (4.2) were also used by Brezzi and his coworkers in Ref. 3 in the
context of the pseudo Residual-free Bubbles. According to Ref. 3, it is possible to
write the integral J(P ) as follows:

J(P ) =
2
3
|K| +

∫
K

|β · ∇b∗P − 1| dK. (4.5)

We note that the first term on the right-hand side of (4.5) is independent of P . Let
gi = (β · ∇b∗P − 1)|Ki . Note that gi is constant over the corresponding sub-triangle
Ki and that g1 is negative over K1. Since∑

i=1,2,3

∫
Ki

gi = −|K| and
∑

i=1,2,3

∫
Ki

|gi| ≥ |K|,

J(P ) attains its minimum if both g2 and g3 are negative; that is(
β · ∇b∗P

)|K2 ≤ 1 and
(
β · ∇b∗P

)|K3 ≤ 1. (4.6)

The set of points on the median V1M can be described as a function depending
on a single parameter t: P = (1− t)V1 + tM where 0 < t < 1. Then, using Eq. (4.4),
∇bP = −|ei|ni/2|Ki|, |K1| = (1 − t)|K|, |K2| = t|K|/2 and |K3| = t|K|/2, the
conditions in (4.6) imply that the parameter t must satisfy two inequalities below
simultaneously;

−2|K|
3ε

(β, ν2) ≤ t

2

( |e1|2
1 − t

+
2|e2|2

t
+

2|e3|2
t

)
, (4.7)

−2|K|
3ε

(β, ν3) ≤ t

2

( |e1|2
1 − t

+
2|e2|2

t
+

2|e3|2
t

)
. (4.8)

Without loss of generality, assume

(β, ν3) ≥ (β, ν2) (4.9)

thus the values of t that solve the inequality (4.7) will also satisfy the inequality
(4.8) automatically. Recall that, for any triangle with sides e1, e2 and e3, we have
the identity

2
(|e2|2 + |e3|2

)
= |e1|2 + |e2 − e3|2. (4.10)

Let us rewrite (4.7) by using the identity (4.10);

−2|K|
3ε

(β, ν2) ≤ t

1 − t

|e1|2
2

+ |e2|2 + |e3|2, (4.11)

−2|K|
3ε

(β, ν2) ≤ t

1 − t

|e1|2
2

+
|e1|2

2
+

|e2 − e3|2
2

. (4.12)

Solving the last inequality for t we get

1 > t ≥ t∗1 = 1 +
ε|e1|2

ε|e2 − e3|2 + 4
3 |K|(β, ν2)

. (4.13)

As any value of t in the interval (t∗1, 1) minimizes the integral J(P ), we choose
t = t∗1, the one that gives the farthest point from M . Because, in addition to
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making sub-triangles Ki, i = 1, 2, 3 more regular, it usually provides the biggest
stabilizing effect among the points in the interval (t∗1, 1) (see Remark 4.4).

On the other hand, for diffusion dominated problems, this type of stabiliza-
tion would be unnecessary, and actually the value of t given by (4.13) becomes
meaningless (see 1D case). Therefore as the actual value for t, we take

t = t∗1 if ε ≤ ε∗1 =
−4|K|(β, ν2)/3

3|e1|2 + |e2 − e3|2 ,

t = 2/3 otherwise.
(4.14)

Note that the choice of ε∗1 gives a continuous dependence of t upon ε.

Remark 1. If one of the inflow edges is parallel to the flow field β, say e3//β, then
β ·∇b∗P |K3 = 0 and g3 becomes negative on sub-triangle K3. In this case, the second
inequality in (4.6) is satisfied automatically and it remains to solve the inequality(
β ·∇b∗P

)|K2 ≤ 1 which, in explicit form, is given by (4.7). Following the same steps,
the interval in which the values of t minimize the integral J(P ) is obtained as

1 > t ≥ t∗1 = 1 +
ε|e1|2

ε|e2 − e3|2 + 4
3 |K|(β, ν2)

.

Remark 2. Another effective way of choosing the position of P was suggested and
analyzed by Brezzi et al. in Ref. 2: Choose P such that

aK(ϕ2, bP ) + aK(ϕ3, bP ) = 0 (4.15)

which determines t

t∗∗1 = 1 +
ε|e1|2

ε|e2 − e3|2 − 2
3 |K|(β, ν1)

. (4.16)

Using the relation ν1 + ν2 + ν3 = 0, we have

−2
3
|K|(β, ν1) =

2
3
|K|(β, ν2) +

2
3
|K|(β, ν3) ≥ 4

3
|K|(β, ν2) (4.17)

due to the assumption (4.9), which leads us to t∗1 ≥ t∗∗1 . Equality holds when
(β, ν2) = (β, ν3) and both criteria (4.2) and (4.15) produces the same result for the
location of P .

4.2. Case 2: One inflow edge

Let the inflow boundary make up of one edge and let e1 be the inflow edge (Fig. 5).
In this case we use again the condition (4.2) to determine the location of P . Since g2

and g3 are already negative in this case, J(P ) becomes minimum if g1 is negative.
That is,

(β · ∇b∗P )|K1 ≤ 1. (4.18)

With the same notation as in Case 1, that leads us to the inequality

−2|K|
3ε

(β, ν1) ≤ (1 − t)
( |e1|2

1 − t
+

2|e2|2
t

+
2|e3|2

t

)

=
1
t

(2 |e2|2 + 2 |e2|2) − |e2 − e3|2, (4.19)
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where we have used the identity (4.10). Solving the inequality (4.19) for t, we get

0 < t ≤ t∗2 =
ε
(|e2|2 + |e3|2

)
ε|e2 − e3|2/2 − |K|(β, ν1)/3

. (4.20)

Again we will use this result only in convection-dominated cases. In particular we
take 


t = t∗2 if ε ≤ ε∗2 =

−2 |K|(β, ν1)/3
|e1|2 + 4 |e2|2 + 4 |e3|2 ,

t = 1/3 otherwise.
(4.21)

Notice that t = 1/3 when ε = ε∗2 thus the value of t depends on ε continuously.
Since we have 0 < t ≤ 1/3 for 0 < ε ≤ ε∗2, it is obvious that

0 < t ≤ 1
3

∀ ε > 0. (4.22)

Remark 3. In Ref. 2, Brezzi and his coworkers use the criteria

aK(ϕ1, bP ) = 0 (4.23)

to determine the location of P in Case 2. This gives

t∗∗2 =
ε
(|e2|2 + |e3|2

)
ε|e2 − e3|2/2 − |K|(β, ν1)/3

(4.24)

which is exactly equal to t∗2.

Remark 4. It is also possible to choose the location of the subgrid node P so
that the value of the stability parameter is maximum. Although this choice is not
necessarily stabilizing the numerical method, it is interesting to study some of its
properties. Recall that b∗P (x) = α(P ) bP (x) and the corresponding stabilization
parameter τ̃K is given by

τ̃K =
1
|K|

∫
K

b∗P . (4.25)

Since the stabilization parameter τ̃K is a function of a single parameter along the
line segment V1M , we can find its maximum easily. Along the median V1M , we
have τ̃K and its derivative as follows:

τ̃K =
4 |K|/9ε

|e1|2
1−t + 2|e2|2

t + 2|e3|2
t

, (4.26)

dτ̃K

dt
=

4 |K|
9 ε

(
2|e2|2 + 2|e3|2

)
(1 − t)2 − |e1|2 t2(

2|e2|2 + 2|e3|2
)
(1 − t)2 + |e1|2 t2

. (4.27)

It can be shown that, by using (4.10), the value of t that makes the denominator
zero in (4.27) is given by

t =
|e2 − e3|2 + |e1|2

|e2 − e3|2 > 1 (4.28)

which is not in the interval (0, 1). Thus, to find the critical values of t, we only need
to find roots of numerator in (4.27). This gives a quadratic equation in t whose
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roots are given by

t−,+ =
2A2 ∓√

2A|e1|
2A2 − |e1|2 , where A =

√
|e2|2 + |e3|2. (4.29)

Observe, from (4.10),
√

2A ≥ |e1| and that

t+ =
2A2 +

√
2A|e1|

2A2 − |e1|2 ≥ 2A2 + |e1|2
2A2 − |e1|2 > 1. (4.30)

Thus t− is the only critical point in (0, 1). Indeed

t− =
2A2 −√

2A|e1|
2A2 − |e1|2 ≤ 2A2 − |e1|2

2A2 − |e1|2 = 1 (4.31)

since
√

2A ≥ |e1|. On the other hand, a calculation shows that t− > 1/2:

t− =
2A2 −√

2A|e1|
2A2 − |e1|2 · 2A2 +

√
2A|e1|

2A2 +
√

2A|e1|

=
2A2

(
2A2 − |e1|2

)
(2A2 − |e1|2)(2A2 +

√
2A|e1|)

=
2A

2A +
√

2|e1|
>

2A

2A + 2A
=

1
2

(4.32)

since 2A >
√

2|e1|.
In brief, the point P corresponding to the parameter t− is independent of ε and

it may not stabilize the method. The number t− can be bigger or smaller than t∗

as it depends only on the lengths of sides of the triangle. Furthermore t− stays in
the interval (1

2 , 1). If the lengths of the sides are equal to each other, then the value
of t− is 2/3.

Now we return to the error analysis of the method (2.22) with the present choice
of the subgrid. In Ref. 1, Brezzi and Marini set abstract assumptions on a subgrid
in order to keep the same performance for the corresponding method as we have
for the exact RFB Method. We restate these results from Ref. 2 as a particular
case of more general results in Ref. 1. Before stating the theorem, we need to
introduce two functions; ϕ and vL(ϕ) which have the following descriptions: To
every ϕ, we associate the function vL(ϕ) defined as the unique function of the form
vL(ϕ) = ϕ + µbP that satisfies aK(vL(ϕ), bP ) = 0.

Theorem 4.1. Assume that, in each element K, the subgrid is made of a single
internal node P = P (K), and let bP be the bubble defined in (4.1). Assume further
that the bubble space satisfies the following two assumptions

∃C1 : ∀K ∈ τh, ‖bP ‖0,K ≤ C1 h
1/2
K ε1/2 |bP |1,K (4.33)

and

∃C2 : ∀K ∈ τh, ∀ϕ ∈ P1, ‖β · ∇ϕ‖0,K ≤ C2 h
−1/2
K ε1/2‖∇vL(ϕ)‖0,K . (4.34)

Let u and uh be the solutions of (2.3) and (2.22) respectively, and assume that
u ∈ Hs(Ω) for some s with 1 < s ≤ 2. Then there exists a constant C, independent
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of h, such that

ε|u − uh|2H1(Ω)+
∑

K∈τh

hK‖β · ∇(u − uh)‖2
L2(Ω) ≤ C

∑
K∈τh

(
εh2s−2

K + h2s−1
K

)|u|2Hs(Ω).

(4.35)

We will prove two lemmas that give us estimates on the values of b∗P at the
point P in Case 1 and Case 2. These results will imply that the conditions (4.33)
and (4.34) in Theorem 4.1 are satisfied for our present choice of P . Thus we will
have, by Theorem 4.1, that the numerical method (2.22) with our choice of the
subgrid produces a discrete solution that satisfies a priori error estimate (4.35)
with a constant independent of h.

Lemma 4.1. Assume that, in Case 1, ε ≤ ε∗1. Then the function b∗P , the solution
of (4.3), satisfies the inequality

C∗,1 hK ≤ b∗P (P ) ≤ C∗
1hK , (4.36)

where C∗
1 and C∗,1 depend only on β and on the minimum angle in K.

Proof. Let us recall that

b∗P (x) = α(P ) bP (x) where α(P ) =

∫
K bP dK

ε
∫

K
|∇bP |2dK

. (4.37)

Since bP (P ) = 1 by definition, it remains to estimate α(P ). Observe that∫
K

|∇bP |2dK =
∑

j

∫
Kj

|∇bP |2dK =
∑

j

∫
Kj

|ej |2
4 |Kj|2 dK =

∑
j

|ej |2
4 |Kj| (4.38)

which enables us to write α(P ) in terms of the parameter t∗1. Using the
representation of |Kj | in terms of t∗1, and the identity (4.10), we get

α(P ) =
4 |K|2

3
1

ε
( |e1|2

1−t∗1
+ 2 |e2|2

t∗1
+ 2 |e3|2

t∗1

)
=

4 |K|2
3

t∗1 (1 − t∗1)
ε
(
t∗1|e1|2 +

(
2 |e2|2 + 2 |e3|2

) (
1 − t∗1

)
=

4 |K|2
3

t∗1 (1 − t∗1)
ε
(
t∗1|e1|2 +

(|e1|2 + |e2 − e3|2
) (

1 − t∗1
) (Use (4.10))

=
4 |K|2

3
t∗1(1 − t∗1)(

ε |e1|2 + ε
(
1 − t∗1

) (|e2 − e3|2
) . (4.39)

On the other hand, from (4.13), we know that the value of t∗1 is given by

t∗1 = 1 +
ε|e1|2

ε|e2 − e3|2 + 4
3 |K| (β, ν2)

, (4.40)
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from which, we deduce that

ε |e1|2 + ε
(
1 − t∗1

) |e2 − e3|2 = −4
3
(
1 − t∗1

) |K|β · ν2. (4.41)

Now we substitute (4.41) into (4.39) and get

α(P ) =
|K| t∗1
−β · ν2

(4.42)

since t∗1 �= 1. Noting that |K| = 1
2 |e1|n1 ·m with m = M−V1, the representation

of α(P ) becomes

α(P ) =
(M − V1)t∗1 · ν1

−2 β · ν2
. (4.43)

The result immediately follows since t∗1 ≥ 2/3.

The next lemma is the counterpart of the previous one for Case 2.

Lemma 4.2. Assume that, in Case 2, ε ≤ ε∗2. Then the function b∗P , the solution
of (4.3), satisfies the inequality

C∗,2 hK ≤ b∗P (P ) ≤ C∗
2hK , (4.44)

where C∗
2 and C∗,2 depend only on β and on the minimum angle in K.

Proof. We follow the lines of the proof in the previous lemma. Remember that we
have one inflow boundary edge e1 and a different representation for t which is given
by (4.21). With this value of t and the representation of α(P ) in (4.37), the value
of the function b∗P at the point P is given by

α(P ) =
4 |K|2

3
1

ε
( |e1|2

1−t∗2
+ 2 |e2|2

t∗2
+ 2 |e3|2

t∗2

)
=

4 |K|2
3

t∗2
(
1 − t∗2

)(
ε|e1|2 + ε

(
1 − t∗2

) |e2 − e3|2
) , (4.45)

where we have used the identity (4.10). On the other hand, from (4.20), we know
that the value of t∗2 is given by

t∗2 =
ε
(|e2|2 + |e3|2

)
ε|e2 − e3|2/2 − |K|(β, ν1)/3

. (4.46)

From (4.46), after some algebraic manipulations, we deduce that

ε |e1|2 + ε
(
1 − t∗2

) |e2 − e3|2 = −2
3

t∗2 |K|β · ν1. (4.47)

Now substituting (4.47) into (4.45) and noting that t∗2 �= 0, we have

α(P ) =
2 |K| (1 − t∗2

)
−β · ν1

. (4.48)
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Recalling that |K| = 1
2 |e1|n1 · m with m = M − V1, the representation of α(P )

becomes

α(P ) =
(M − V1)

(
1 − t∗2

) · ν1

−β · ν1
. (4.49)

The inequality (4.44) immediately follows since t∗2 ≤ 1/3.

Theorem 4.2. Assume that, for every K ∈ τh, the position of the internal node
P is chosen according to (4.14) in Case 1 or (4.21) in Case 2. Then the conditions
(4.33) and (4.34) hold true with constants independent of h.

Proof. For Case 1, this is a direct consequence of Lemma 4.1 together with
Lemma 3, Propositions 1 and 2 from Ref. 2. For Case 2, we use Lemma 4.2 together
with Lemma 3, Propositions 1 and 2 from Ref. 2.

5. Numerical Results

In this section, we will present some numerical experiments showing the stabilizing
features of the method under consideration. We remark that, in our method, the
subgrid node is chosen according to the criteria (4.2). We will solve the problem
(2.1) with f = 0 and a nonzero Dirichlet boundary condition on a computational
domain Ω = [0, 1] × [0, 1] described in Fig. 6. We take a midrange value for ε;
ε = 0.001. β = γ/|γ|.
Experiment 1. Here we present the plain Galerkin solution of the problem on
a set of successively refined meshes. We first take a set of coarse meshes which
are made of 200, 800 and 3200 uniform triangular elements. Then we augment
each coarse mesh by adding a single subgrid node, whose location is determined

u=1 u=0

u=0u=0

=(1,3)γ

u=1 u=0

Fig. 6. Configuration of the test problem.
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Fig. 7. Coarse meshes (above) and their corresponding augmented meshes (below).

according to (4.14) and (4.21) depending on the number of inflow edges, in each
element and joining it to the coarse mesh points, thus forming three sub-triangles
in each element of coarse mesh (see Fig. 7). The elevation plots of the complete
solutions is displayed on the augmented meshes in the first row of Fig. 8. In the
second row, the linear parts of the complete solutions are presented. We notice that
both solutions are very close to each other. We further note that the test problem
has an exact solution that exhibits an internal and a boundary layer. It is clear
that our numerical solution is able to show the dominant characteristics of the
exact solution at all levels of the mesh employed.

Experiment 2. In this experiment we compare the plain Galerkin solution on
two classes of augmented meshes. We first take the set of coarse meshes in the
previous experiment and augment these coarse meshes with two different choice of
subgrid nodes. In the first choice, we take the subgrid node to be the barycentric
coordinates of the element without taking the value of ε into consideration. In the
second choice, we locate the subgrid node according to (4.14) and (4.21) as in the
previous experiment (Fig. 9). The elevation plots of the standard Galerkin solution
on two choices of augmented meshes are shown in Fig. 10. We can conclude that
the stabilizing effect of the method depends fairly on the enrichment of the grid by
means of a suitably chosen subgrid.
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Fig. 8. Elevation plots of the complete solutions (above) and their linear parts (below).

Fig. 9. Augmented meshes: Subgrid node; (i) located at the barycenter (upper row), (ii) located
according to (4.14) or (4.21) (lower row).
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Fig. 10. Standard Galerkin solution on the augmented meshes in Fig. 9.

6. Conclusion

We considered the standard Galerkin Finite Element Method on a triangular mesh
augmented with a suitably chosen subgrid for solving the convection–diffusion
problem. We showed that our choice of subgrid is qualitatively the same as the sub-
grid suggested in a recent work of Brezzi and his coworkers. We further proved that
the discrete solution on augmented grid satisfies the same a priori error estimates
that are typically obtained with SUPG and RFB methods. Numerical experiments
presented clearly confirms the theoretical findings.
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