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ABSTRACT

SEMIPERFECT AND PERFECT GROUP RINGS

In this thesis, we give a survey of necessary and sufficient conditions on a groupG and

a ringR for the group ringRG to be semiperfect and perfect. A ringR is called semiperfect

R/RadR is semisimple and idempotents ofR/RadR can be lifted toR. It is given that if

RG is semiperfect, so isR. Necessary conditions onG for RG to be semiperfect are also

given for some special type of groups. For the sufficient conditions, several types of rings and

groups are considered. IfR is commutative andG is abelian, a complete characterization is

given in terms of the polynomial ringR[X ].

A ring R is called left (respectively, right) perfect ifR/RadR is semisimple and

RadR is left (respectively, right)T -nilpotent. Equivalently, a ring is called left (respectively,

right) perfect ifR satisfies the descending chain condition on principal right(respectively,

left) ideals. By using these equivalent definitions of a perfect ring and results from group

theory, a complete characterization of a perfect group ringRG is given in terms ofR andG.
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ÖZET

YARI M ÜKEMMEL VE M ÜKEMMEL GRUP HALKALARI ÜZEṘINE

Bu tezdeG grubu veR halkası ile kurulanRG grup halkasının yarımükemmel ve

mükemmel olması içinR veG üzerinde gerek ve yeter koşullar üzerine bir inceleme yapılmıştır.

Bir R halkası içinR/RadR yarıbasit halkaysa veR/RadR halkasının eşgüçlüleriR halkasına

yükseltilebiliyorsaR yarımükemmeldir denir. EğerRG grup halkası yarı mükemmel ise,R

halkası da yarımükemmeldir.RG grup halkasının yarımükemmel olması içinG üzerinde

gerekli olan koşullar da bazı özel gruplar için verilmis¸tir. Yeter koşullar için bazı özel halka

ve gruplar göz önüne alınmıştır. EğerR değişmeli bir halka,G de değişmeli bir grupsaR[X ]

polinom halkası kullanılarak tam bir karakterizasyon verilmiştir.

Bir R halkası içinR/RadR yarıbasit halkaysa veRad(R) sol (sırasıyla, sağ)T -

sıfırgüçlüyseR sol (sırasıyla, sağ) mükemmeldir denir. Denk olarak, birR halkası için

asıl sağ (sırasıyla, sol) idealler üzerinde azalan zincir koşulunu sağlıyorsa sol (sırasıyla, sağ)

mükemmeldir denir. Bu denk tanımlar ve gruplar teorisinden bazı sonuçlar kullanılarak

mükemmel grup halkaları,R veG’nin özellikleri cinsinden tam olarak karakterize edilmiştir.
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LIST OF SYMBOLS
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CHAPTER 1

INTRODUCTION

Throughout this thesis,R is an associative ring with unity,G is an arbitrary group

andRG is the group ring ofG overR. Also all modules are unitary leftR-modules unless

otherwise indicated.

A ringR is called semiperfect ifR/RadR is semisimple and idempotents ofR/RadR

can be lifted toR. A ring R is called left (respectively, right) perfect ifR/RadR is semisim-

ple andRadR is left (respectively, right)T -nilpotent. IfR is both left and right perfect, we

call R a perfect ring. In this thesis, semiperfectness and perfectness of an arbitrary groupG

over an associative ringR is studied.

In Chapter 2 we mention about some well-known results about groups and rings that

will be useful for our work. We also give the definition and main properties of a group ring

that will be used in the following chapters. For further information and proofs we refer to

(Bland, 2010), (Burnside, 1902), (Connell, 1963), (Golod &Shafarevich, 1964), (Herstein,

2002), (Lam, 1990), (Robinson, 1991).

In Chapter 3 we give some necessary and sufficient conditionson a ringR and on a

groupG for the group ringRG to be semiperfect. For this purpose, a class of groups is given

such thatRG is not semiperfect for any ringR if G is in that class. IfRG is semiperfect, so

is R, thusR is the direct product of matrix rings over some division rings. It is indicated that

characteristics of these division rings give us a plenty of information about the groupG. Later

we mention about some special types of groups and rings that gives us a semiperfect group

ring. WhenR is commutative andG is abelian, a complete characterization of a semiperfect

group ringRG is given in terms of the polynomial ringR[X ]. Using this characterization, it

is shown by examples that the class of groupsG for whichRG is semiperfect for an arbitrary

ringR is not closed under taking subgroups or direct products in the last section of this chapter.

In Chapter 4 a a complete characterization of perfect group rings is given in terms ofR

andG. A ring R is called left perfect if it satisfies the descending chain condition on principal

right ideals. In this part, by using this definition of a left perfect ring, it is shown that for a

group ringRG to be semiperfect,G must be torsion. Then in the abelian case, it is shown

thatG must be finite. With the further results in this chapter, we see that the group ringRG is

perfect if and only ifR is perfect andG is finite.
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CHAPTER 2

PRELIMINARIES

In this chapter of our study we give fundamental properties of groups, rings and group

rings that will be used later.

2.1. Groups

Firstly, we give some necessary properties of groups.

Definition 2.1 A groupG is anΩ-group if for any non-empty finite subsetsA andB of G,

there exists at least onex ∈ G which has a unique representation in the formx = ab with

a ∈ A andb ∈ B.

Definition 2.2 A groupG is an ordered group if it has a linear ordering< such thatx < y

impliesxz < yz for all z ∈ G.

Example 2.1 All torsion-free abelian groups are ordered groups. In particular, Z is an or-

dered group.

Let G be an ordered group. LetA andB be two finite subsets ofG. If a and b

are largest elements ofA andB, respectively, andx = ab ∈ G, then there is no other

representation forx = a
′

b
′

, wherea
′

∈ A andb
′

∈ B. So, every ordered group is anΩ-

group.

Definition 2.3 A groupG is calledp-group if every element ofG has an order a power ofp,

wherep is a prime.

Definition 2.4 A groupG is calledp
′

-group if no element ofG has an order divisible byp,

wherep is a prime.

Theorem 2.1 (First Sylow Theorem) (Robinson, 1991) LetG be a finite group and let|G| =

pnm, wheren ≥ 1 andp does not dividem. Then

(i) G contains a subgroup of orderpi for eachi, where1 ≤ i ≤ n.

(ii) Every subgroupH of G of orderpi is a normal subgroup of a subgroup of orderpi+1

for 1 ≤ i ≤ n.

2



Definition 2.5 A Sylowp-subgroup of a groupG is a maximalp-subgroup ofG, that is, a

p-subgroup contained in no larger subgroup.

Now, we will mention about some structural properties of finitely generated abelian groups.

Theorem 2.2 (Robinson, 1991) IfG is a finitely generated abelian group, thenG satisfies

the maximal condition on subgroups.

Theorem 2.3 (Robinson, 1991) IfG is an abelian torsion group, thenG is finitely generated.

Theorem 2.4 (Robinson, 1991) An abelian groupG is finitely generated if and only if it is a

direct sum of finitely many cyclic groups of infinite or prime-power orders.

For a groupG, it is not always the case that finitely generated subgroups of G are finite. So,

the class of groups with this property is of special interest.

Definition 2.6 A groupG is called locally finite if every finitely generated subgroupof G is

finite.

Let G be a locally finite group. Then every finitely generated subgroup ofG is finite. In par-

ticular, cyclic subgroups ofG are finite. This means thatG is a torsion group. The following

proposition states when the converse holds.

Proposition 2.1 (Dixon, 1994) LetG be a torsion group. IfG is solvable, thenG is locally

finite.

Since an abelian group is always solvable, a torsion abeliangroup is always locally

finite by Proposition 2.1. But for an arbitrary group, it was aproblem named after Burnside,

who first raised it in 1902.

Burnside’s Problem: Is a torsion group necessarily locally finite?

This question was answered in the negative by Golod and Shafarevicht in 1964.

Theorem 2.5 Golod-Shafarevicht Theorem (Herstein, 2002) LetA = K[x1, ..., xn] be the

free algebra over a fieldK in n = d + 1 non-commuting variablesxi. LetJ be the 2-sided

ideal ofA generated by homogeneous elementsfj of A of degreedj with 2 ≤ d1 ≤ d2 ≤ . . .

wheredj tends to infinity. Letri be the number ofdj equal toi. LetB = A/J , a graded

algebra. Letbj = dimBj. Then

(i) bj ≥ nbj−1 −
∑j

i=2 bj−iri.

(ii) if ri ≤ d2

4
for all i, thenB is infinite-dimensional.

(iii) if B is finite-dimensional, thenri > d2

4
for somei.

3



Using Theorem 2.5, one can obtain a finitely generated infinite group as the following theorem

states.

Theorem 2.6 (Herstein, 2002) Ifp is any prime number, then there exists an infinite group

G generated by three elements in which every element has finiteorder, a power ofp.

Theorem 2.6 gives us a finitely generated and infinite group. With this group, one can con-

struct an infinite dimensional nil algebra, as the followingtheorem states.

Theorem 2.7 (Herstein, 2002) IfK is a field of characteristicp, then there exists an infinite

dimensional nil algebra overK generated by three elements.

2.2. Semisimple Rings and Modules

Since semisimple rings play an important role in our study, we mention about them in

this section.

Definition 2.7 AnR-moduleM is called left semisimple if it can be written as a direct sum

of simple leftR-submodules ofM .

In particular, a ringR is called left semisimple if it can be written as a direct sum of simple

left ideals.

Proposition 2.2 (Bland, 2010) LetM be anR-module with the property that every submod-

ule ofM is a direct summand ofM . Then every submodule ofM also has this property.

Proposition 2.3 (Bland, 2010) AnR-moduleM is semisimple if and only if every submodule

of M is a direct summand ofM .

Now, we will give some characterizations of semisimple rings.

Proposition 2.4 (Bland, 2010) The following hold for each left semisimple ringR.

(i) There exist minimal left idealsA1, . . . , An ofR such that

R = A1 ⊕ · · · ⊕An.

(ii) If A1, . . . An andB1, . . . Bm are minimal left ideals ofR such that

R = A1 ⊕ · · · ⊕An andR = B1 ⊕ · · · ⊕Bm,

4



thenn = m and there is a permutationσ : {1, . . . , n} → {1, . . . , n} such thatAi
∼=

Bσ(i) for i = 1, . . . , n.

(iii) If A1, . . . , An is a set of minimal left ideals ofR such that

R = A1 ⊕ · · · ⊕An,

then there is a complete set of orthogonal idempotents ofR such that

R = Re1 ⊕ · · · ⊕ Ren

andAi = Rei for somei = 1, . . . , n. Furthermore, the idempotentse1, . . . , en are

unique.

Lemma 2.1 (Bland, 2010) LetM andS beR-modules, and suppose thatS is simple.

(i) If f : S → M is a nonzeroR-linear mapping, thenf is a monomorphism.

(ii) If f : M → S is a nonzeroR-linear mapping, thenf is an epimorphism.

(iii) EndR(S) is a division ring.

Lemma 2.2 (Bland, 2010) IfR is a left semisimple ring, then there are only a finite number

of isomorphism classes of simpleR-modules.

Proposition 2.5 (Bland, 2010) IfS is a simpleR-module, then for any positive integern,

EndR(S
(n)) is isomorphic toMn(D), whereD is the division ringEndR(S).

Definition 2.8 LetR = A1 ⊕ · · · ⊕ An be a decomposition ofR, where theAi are minimal

left ideals ofR. Arrange the minimal left idealsAi into isomorphism classes and renumber

with double subscripts such that

R = (A11 ⊕ · · · ⊕A1n1
)⊕ · · · ⊕ (Am1 ⊕ · · · ⊕Amnm

).

If Hi = Ai1 ⊕ · · · ⊕Aini
for i = 1, . . . , m, thenn = n1 + · · ·+ nm and

R = H1 ⊕ · · · ⊕Hm

TheHi are said to be the homogeneous components ofR.

Proposition 2.6 (Bland, 2010) The following hold for any left semisimple ring R with de-

compositionR = A1 ⊕ · · · ⊕ An as a direct sum of minimal left ideals.

(i) The homogeneous components{Hi}
m
i=1 are ideals of R, and there is a complete orthog-

onal set{e1, . . . , em} of central idempotents ofR such thatR = Re1 ⊕ · · · ⊕ Rem and

Hi = Rei for somei = 1, . . . , m.

5



(ii) EndR(Hi) is isomorphic to anni × ni matrix ring with entries from a division ringDi

for i = 1, . . . , m.

Theorem 2.8 (Wedderburn-Artin Theorem) (Bland, 2010) A ringR is left semisimple if and

only if there exist division ringsD1, . . . , Dm such thatR ∼= Mn1
(D1)× · · · ×Mnm

(Dm).

Theorem 2.9 (Bland, 2010) A ringR is a simple left Artinian ring if and only if there is a

division ringD such thatR ∼= Mn(D) for some integern ≥ 1.

Corollary 2.1 A ring R is semisimple if and only ifR is a ring direct product of a finite

number of simple Artinian rings.

Definition 2.9 Let R be a ring. We say thatR is Jacobson semisimple (J-semisimple) if

Rad(R) = 0.

Clearly, a semisimple ring is Jacobson semisimple. But the converse is not true in general.

Definition 2.10 A ringR is called semiprime if its prime radical is zero.

2.3. The Theory of Idempotents

Proposition 2.7 (Lam, 1990) Lete ande
′

be idempotents andM a leftR-module. There is

a natural additive group isomorphismλ : HomR(Re,M) → eM . In particular, there is a

natural group isomorphismHom(Re,Re
′

) ∼= e
′

Re.

Corollary 2.2 (Lam, 1990) For any idempotente ∈ R, there is a natural ring isomorphism

EndR(Re) ∼= eRe.

Proposition 2.8 (Lam, 1990)For any nonzero idempotente ∈ R, the following statements

are equivalent:

(i) Re is indecomposable as a leftR-module,

(ii) eR is indecomposable as a rightR-module,

(iii) The ring eRe has no nontrivial idempotents,

(iv) e has no decomposition intoα + β, whereα, β are nonzero orthogonal idempotents in

R.

Definition 2.11 If a nonzero idempotente satisfies one of the equivalent conditions in Propo-

sition 2.8, thene is said to be a primitive idempotent ofR.

6



Proposition 2.9 (Lam, 1990)

For any idempotente ∈ R, the following statements are equivalent:

(i) Re is strongly indecomposable as a leftR-module,

(ii) eR is strongly indecomposable as a rightR-module,

(iii) eRe is a local ring.

Definition 2.12 If an idempotente satisfies one of the equivalent conditions in Proposition

2.9, thene is said to be a local idempotent ofR.

Clearly, a local idempotent is always a primitive idempotent.

Theorem 2.10 (Lam, 1990) Lete be an idempotent inR. ThenRad(eRe) = RadR ∩

(eRe) = e(RadR)e. Moreover,eRe/Rad(eRe) ∼= eRe, wheree is the image ofe in R.

Theorem 2.11 (Lam, 1990) Lete be an idempotent inR.

(i) Let I be any left ideal ofeRe. ThenRI ∩eRe = I. In particular, the map fromI 7→ RI

defines an injective (inclusion preserving) map from the left ideals ofeRe to those ofR.

(ii) Let I be an ideal ineRe. Thene(RIR)e = I. In particular, the mapI 7→ RIR defines

an injective (inclusion preserving) map from ideals ofeRe to those ofR. This map

respects multiplication of ideals, and is surjective ife is a full idempotent, in the sense

thatReR = R.

Corollary 2.3 (Lam, 1990) Lete be a nonzero idempotent inR. If R is Jacobson semisimple

(respectively, semisimple, simple, prime, semiprime, Noetherian, Artinian), then the same

holds foreRe.

2.4. Regular Rings

We need the definition and properties of regular rings. So, wemention about them in

this part.

Definition 2.13 A ring R is said to be a (von Neumann) regular ring if for eachr ∈ R there

existss ∈ R such thatrsr = r.

Theorem 2.12 (Lam, 1990) The following are equivalent for a ringR:

(i) R is a regular ring,

7



(ii) Every principal left ideal is generated by an idempotent,

(iii) Every principal left ideal is a direct summand ofR,

(iv) Every finitely generated left ideal is a direct summand of R,

(v) Every finitely generated left ideal is generated by an idempotent,

(vi) Every finitely generated left ideal is a direct summand of R.

Since the condition given in Definition 2.13 is left-right symmetric, the last four con-

ditions are still valid if we replace the word ’left’ by ’right’.

Corollary 2.4 (Lam, 1990) IfR is a semisimple ring, thenR is regular.

Corollary 2.5 (Lam, 1990) IfR is a regular ring, thenR is Jacobson semisimple.

Theorem 2.13 (Lam, 1990) Semisimple rings are exactly the left (respectively, right) Noethe-

rian regular rings.

2.5. Semiperfect Rings

Definition 2.14 A ringR is called semiperfect ifR/RadR is semisimple and idempotents of

R/RadR can be lifted toR.

Proposition 2.10 (Lam, 1990) The following are equivalent for a ringR:

(i) R is semiperfect,

(ii) R has a complete set of orthogonal idempotents{e1, . . . , en} such thateiRei is a local

ring for i = 1, . . . , n.

Theorem 2.14 (Mueller, 1971) The following are equivalent for a ringR:

(i) R is semiperfect,

(ii) The unit 1 inR is a sum of orthogonal local idempotents,

(iii) Every primitive idempotent is local and there is no setof orthogonal idempotents inR.

Lemma 2.3 (Mueller, 1971) LetR be a ring, and let{e1, ..., en} a set of orthogonal idempo-

tents inR whose sum is 1. ThenR is semiperfect if and only ifeiRei is semiperfect for each

i.

8



Theorem 2.15 (Kaye, 1967) A ringR is semiperfect if and only ifMn(R) is semiperfect.

Theorem 2.16 (Lam, 1990) A commutative ringR is semiperfect if and only if it is a finite

direct product of commutative local rings.

2.6. Perfect Rings

Definition 2.15 A subsetS of a ringR is called left (respectively, right)T -nilpotent if, for any

sequence of elements{a1, a2 . . .} ⊆ S, there exists an integern ≥ 1 such thata1a2 . . . an = 0

(respectively,an . . . a2a1 = 0).

Definition 2.16 A ringR is called left (respectively, right) perfect ifR/RadR is semisimple

andRadR is left (respectively, right)T -nilpotent. IfR is both left and right perfect, we call

R a perfect ring.

Proposition 2.11 (Lam, 1990) The following are equivalent for a ringR:

(i) R is a left perfect ring,

(ii) R/RadR is semisimple and every non-zeroR-module contains a maximal submodule.

Proposition 2.12 (Lam, 1990) The following are equivalent for a ringR.

(i) R is a left perfect ring,

(ii) R satisfies the descending chain condition on principal rightideals,

(iii) R contains no infinite set of orthogonal idempotents and everynon-zero rightR- module

contains a simple submodule.

Theorem 2.17 (Lam, 1990) A commutative ringR is perfect if and only if it is a finite direct

product of (commutative) local rings each of which has aT -nilpotent maximal ideal.

Proposition 2.13 (Lam, 1990) If a ringR is perfect, thenMn(R) is also perfect.

2.7. Group Rings

In this section we give the definition of a group ring and mention about basic properties

of a group ring that we will use in the following chapters. We denote group identities by 1,

we also use 1 for the unit element of the ringR.

9



2.7.1. Basic Facts

Let G be a group (not necessarily finite) andR a ring. We wish to construct anR-

module, having the elements ofG as a basis, and then use the operations in bothG andR to

define a ring structure on it.

To do so, we denote byRG, the set of all formal linear combinations of the form

α =
∑

g∈G
rgg,

whererg ∈ R andrg = 0 almost everywhere, that is, only a finite number of coefficients are

different from zero in each of these sums.

It follows from the above consideration that, given two elements

α =
∑

g∈G
rgg , β =

∑

g∈G
sgg,

in RG, we have thatα = β if and only if rg = sg, for all g in G.

We define the sum of two elements inRG componentwise:

∑

g∈G
rgg +

∑

g∈G
sgg =

∑

g∈G
(rg + sg)g

Also, given two elementsα =
∑

g∈G rgg andβ =
∑

h∈G shh we define their product by

αβ =
∑

g,h∈G
(rgsh)gh

With the operations defined above,RG becomes a ring, which has an identity; namely the

element

1 =
∑

g∈G
ugg,

where the coefficient corresponding to the identity elementof the group is equal to1R and

ug = 0 for every other elementg of G.

Definition 2.17 The setRG, with the operations defined above, is called the group ring of G

overR. If R is commutative, thenRG is called the group algebra ofG overR.

We can also give another definition of a group ringRG. The set of all functionsf :

G → R such thatf(g) 6= 0 for finitely manyg ∈ G with pointwise addition and convolution

as multiplication gives us the group ringRG. We will use both of these equivalent definitions.

We have said that given an elementα =
∑

g∈G rgg in RG, only finitely many of

the rg’s are different from zero. Thus, elements ofG that have nonzero coefficientrg in

the expression ofα =
∑

g∈G rgg gives us a finite subset ofG. This leads to the following

definition.

10



Definition 2.18 Let G be a group andR a ring. Given an elementα =
∑

g∈G rgg in RG,

support ofα, denoted bysupp(α), is the subset of elements inG that have nonzero coefficient

in the expression ofα, that is,

supp(α) = {g ∈ G : rg 6= 0}.

If we look at the equivalent definition of a group ring, we see that a functionf ∈ RG

satisfiesf(g) 6= 0 for only a finitely many elements ofRG. The subset of elements inG such

thatf(g) 6= 0 is called support of the functionf .

To say thatRG is anR-module, we can also define a product of elements inRG by

elementsλ ∈ R as

λ(
∑

g∈G
rgg) =

∑

g∈G
(λrg)g.

With this scalar product,RG becomes anR-module.

We can define an embeddingi : G → RG by assigning to each elementx ∈ G the

element

i(x) =
∑

g∈G
rgg

whererx = 1 andrg = 0 if g is different fromx. We may, thus, regardG as a subset ofRG.

We may also consider the mappingν : R → RG given by

ν(r) =
∑

g∈G
rgg,

wherer1G = r andrg = 0 if g is different from the identity of the group. It is clear that ν(r)

is a ring monomorphism, and thus we can regardR is a subring ofRG.

Now, we give a universal property of group rings.

Proposition 2.14 (Milies & Sehgal, 2002) LetG be a group andR a ring. Given any ring

A such thatR ⊆ A and any mappingf : G → A such thatf(gh) = f(g)f(h) for g, h ∈ G,

there exists a unique ring homomorphismf ∗ : RG → A which isR-linear such thatf ∗oi = f ,

wherei : G → RG is the inclusion given above. That is, the diagram

G
i

//

f
��

RG

f∗
}}④
④

④

④

A

is commutative.

Proof Let f : G → A be a such map, considerf ∗ : RG → A defined by:

11



∑

g∈G
rgg 7→

∑

g∈G
rgf(g).

The proof of the statement is a straightforward computation. �

Corollary 2.6 (Milies & Sehgal, 2002) Letf : G → H be a group homomorphism. Then

there exists a unique ring homomorphismf ∗ : RG → RH such thatf ∗(g) = f(g) for all g

in G. If R is commutative, thenf ∗ is a homomorphism ofR-algebras. Moreover, iff is an

epimorphism (monomorphism), thenf ∗ is also an epimorphism (monomorphism).

We remark that ifH is the trivial subgroup, then Corollary 2.6 shows that the trivial ho-

momorphismG → H induces a ring homomorphismε : RG → R such thatε(
∑

g∈G rgg) =
∑

g∈G rg. This homomorphism gives rise to an important ideal of a group ring.

Definition 2.19 The homomorphismε : RG → R given by

ε(
∑

g∈G
rgg) =

∑

g∈G
rg

is called the augmentation mapping ofRG and its kernel, denoted byωG, is called the aug-

mentation ideal ofRG.

It can be shown that

ωG = {
∑

g∈G
rg(g − 1) : g ∈ G, g 6= 1, rg ∈ R}.

Let H be a subgroup ofG. Then the subset ofRG which is generated by the set

{h− 1 : h ∈ H} is a left ideal ofRG and is denoted byωH.

Proposition 2.15 (Milies & Sehgal, 2002) IfH is a normal subgroup ofG, thenωH is a two

sided ideal ofRG and

RG/ωH ∼= R(G/H).

Proof SupposeH is a normal subgroup ofG. ThenG/H is a group, and the canonical map

Π : G → G/H is a group homomorphism. Thus, Corollary 2.6 implies thatΠ : G → G/H

produces a ring homomorphismΠ∗ fromRG toR(G/H). Now we will show thatKer(Π∗) =

ωH.

Let τ = {qi}i∈I be a complete set of representatives of left cosets ofH in G. We can assume

that the identity element ofG is the representative of cosetH in τ . Thus, every elementg of

G can be written in the formg = qihj with qi ∈ τ, hj ∈ H.

Let α =
∑

g∈G rgg be an element ofRG. Then by the above argument,α can be written

in the form
∑

i,j rijqihj , whererij ∈ R, qi ∈ τ , hj ∈ H. Now we considerΠ∗(α) =
∑

i

∑
j rijqihjH =

∑
i(
∑

j rij)qiH. Thenα ∈ Ker(Π∗) if and only if
∑

j rij = 0 for each

value ofi. So, ifα ∈ Ker(Π∗), we can write
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α =
∑

i,j

rijqihj =
∑

i,j

rijqihj −
∑

i

(
∑

j

rij)qi =
∑

i,j

rijqi(hj − 1) ∈ ωH.

ThusKer(Π∗) ⊆ ωH. The other containment is clear. Thus,Ker(Π∗) = ωH. So,ωH is a

two sided ideal ofRG. SinceΠ is an epimorphism, so isΠ∗ by Corollary 2.6. Thus by First

Isomorphism Theorem, we haveRG/ωH ∼= R(G/H). �

Since a groupG is always normal inG, by using Corollary 2.6, we get:

RG/ωG ∼= R.

Proposition 2.16 (Milies & Sehgal, 2002) IfI is an ideal ofR, IG, which consists of the

elements ofRG with coefficients inI, is an ideal ofRG and

RG/IG ∼= (R/I)G.

Proof Consider the mapf : RG → (R/I)G such thatf(
∑

g∈G rgg) =
∑

g∈G(rg + I)g. It

can be shown thatf is an epimorphism with kernelIG, thus by First Isomorphism Theorem,

the result follows. �

Proposition 2.17 (Milies & Sehgal, 2002) Letf : R → S be a homomorphism of rings and

let G be a group. Then the mapf ∗ : RG → SG such thatf(
∑

g∈G rgg) =
∑

g∈G f(rg)g is a

ring homomorphism. Furthermore,f is a monomorphism (epimorphism) if and only iff ∗ is a

monomorphism (epimorphism).

Proposition 2.18 (Milies & Sehgal, 2002) LetR be a commutative ring and letG,H be

groups. ThenR(G×H) ∼= (RG)H.

Proof Let f : (RG)H → R(G×H) such that

f(
∑

h∈H
(
∑

g∈G
rghg)h) =

∑

(g,h)∈G×H

rgh(g, h).

Thenf is an isomorphism. �

Proposition 2.19 (Milies & Sehgal, 2002) For a ringR and a groupG,Mn(R)G ∼= Mn(RG).

Proof Let f : Mn(R)G → Mn(RG) such that,

f(A1g1 + · · ·+ Asgs) = (bij),

wherebij = a1ijg1 + · · · + asijgs andamij is the entry in theith row andjth column ofAm,

m = 1, . . . , s. Thenf is an isomorphism. �
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Proposition 2.20 (Milies & Sehgal, 2002) Let{Ri}i∈I be a family of rings and letR =
⊕

i∈I Ri. Then for any groupG, RG ∼=
⊕

i∈I RiG.

Proposition 2.21 (Milies & Sehgal, 2002) LetG be a group andH a subgroup ofG. Let

{hi}i∈I be a complete set of representatives of left cosets ofH in G. Then for any ringR, the

group ringRG is a free leftRH-module with the basis{hi}i∈I .

Definition 2.20 LetX be a subset of a group ringRG. The left annihilator ofX is the set

Annl(X) = {α ∈ RG : αx = 0 for everyx ∈ X}.

Similarly, we define the right annihilator ofX by:

Annr(X) = {α ∈ RG : xα = 0 for everyx ∈ X}.

Definition 2.21 Given a group ringRG and a finite subsetX of the groupG, we shall denote

by X̃ the following element ofRG :

X̃ =
∑

x∈X
x.

Lemma 2.4 (Milies & Sehgal, 2002) LetH be a subgroup of a groupG and letR be a ring.

ThenAnnr(wH) 6= 0 if and only ifH is finite. In this case, we have

Annr(wH) = H̃.RG.

Furthermore, ifH is a normal subgroup ofG, then the element̃H is central inRG and we

have

Annr(wH) = Annl(wH) = RG.H̃.

Proof Assume thatAnnr(wH) 6= 0, and choose a nonzeroα =
∑

g∈G rgg in Annr(wH).

For each elementh ∈ H, we have that(h− 1)α = 0, and hencehα = α, that is,

α =
∑

g∈G
rgg =

∑

g∈G
rg(hg).

Takeg0 ∈ supp(α). Thenrg0 is nonzero, so, the equation above shows thathg0 ∈ supp(α)

for all h ∈ H. Sincesupp(α) is finite, this clearly implies thatH must be finite.

Notice that the above argument shows that, wheneverg0 ∈ supp(α), then the coeffi-

cient of every element of the formhg0 is equal to the coefficient ofg0, so we can writeα in

the form:

α = rg0H̃g0 + rg1H̃g1 + · · ·+ rgtH̃gt = H̃β, whereβ ∈ RG

14



This shows that ifH is finite, thenAnnr(wH) ⊆ H̃.RG.

The reverse inclusion follows trivially, sincehH̃ = H̃ implies that(h − 1)H̃ = 0 for

all h ∈ H.

Finally, if H is a normal subgroup ofG, for anyg ∈ G we have thatg−1Hg = H;

therefore

g−1H̃g =
∑

h∈H
g−1hg =

∑

h∈H
h = H̃.

Thus,H̃g = gH̃ for all g ∈ G, which showsH̃ is central inRG. Consequently,RG.H̃ =

H̃.RG, and the result follows. �

Corollary 2.7 (Milies & Sehgal, 2002) LetG be a finite group. Then

(i) Annl(wG) = Annr(wG) = RG̃, and

(ii) Annr(wG) ∩ wG = {rG̃ : r ∈ R, r|G| = 0}.

Proof Statement (i) follows from Lemma 2.4 takingH = G.

For statement (ii) note thatα = rG̃ ∈ wG if and only if ε(α) = rε(G̃) = r|G| = 0. �

Our next result is an elementary remark from ring theory which will be necessary for

the main theorem of this section.

Lemma 2.5 (Milies & Sehgal, 2002) LetI be a two sided ideal of of a ringR. Suppose that

there exists a left idealJ such thatR = I ⊕ J as leftR- modules. ThenJ ⊆ Annr(I).

Lemma 2.6 (Milies & Sehgal, 2002) If the augmentation idealwG is a direct summand of

RG as anRG- module, thenG is finite and|G| is invertible inR.

Proof Assume thatwG is a direct summand ofRG. Then, Lemma 2.4 shows thatAnnr(wG)

is nonzero, and thusG is finite andAnnr(wG) = G̃(RG) = G̃R.

If RG = wG⊕ J and1 = e1 + e2 with e1 ∈ wG ande2 ∈ J , then1 = ε(1) = ε(e1) + ε(e2)

sincee2 = rG̃ for somer ∈ R, we have thatrε(G̃) = 1; thusr|G| = 1. This shows that|G|

is invertible inR and that|G|−1 = r. �

The next result is the main theorem of this chapter since it characterizes semisimple group

rings in terms of the properties ofR andG.

Theorem 2.18 (Maschke’s Theorem) (Milies & Sehgal, 2002) LetG be a group. Then the

group ringRG is semisimple if and only if the following conditions hold.

(i) R is a semisimple ring.

(ii) G is finite.
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(iii) The order ofG is a unit inR.

Proof AssumeRG is semisimple. We know thatRG/wG ∼= R. Since homomorphic

images of semisimple rings are semisimple,R is semisimple.

Semisimplicity ofRG implies thatwG is a direct summand. By Lemma 2.6, we can say that

G is finite and the order ofG is a unit inR.

Conversely, assume these three conditions hold. LetM be anRG-submodule ofRG.

SinceR is semisimple, it follows thatRG is semisimple as anR-module. Hence there exists

anR-submoduleN of RG such thatRG = M ⊕ N . Let Π : RG → M be the canonical

projection associated to the direct sum. We defineΠ∗ : RG → M by an averaging process,

that is,

Π∗(x) =
1

|G|

∑

g∈G
g−1Π(gx)

for all x ∈ RG. If we prove thatΠ∗ is actually anRG homomorphism such that

(Π∗)2 = Π∗ andIm(Π∗) = M , thenKer(Π∗) will be anRG-submodule such that

RG = M ⊕Ker(Π∗), and the theorem will be proved.

SinceΠ∗ is anR homomorphism, in order to show that it is also anRG homomor-

phism, it will suffice to showΠ∗(ax) = aΠ∗(x), for all a, x ∈ G.

We have

Π∗(ax) =
1

|G|

∑

g∈G
g−1Π(gax) =

a

|G|

∑

g∈G
(ga)−1Π((ga)x).

Wheng runs over all elements inG, the productga also runs over all elements inG, thus

Π∗(ax) = a
1

|G|

∑

h∈G
h−1Π(hx) = aΠ∗(x).

SinceΠ is a projection onM , we know thatΠ(m) = m for all m ∈ M . Also sinceM is an

RG module, we have thatgm ∈ M for all g ∈ G. Thus,

Π∗(m) =
1

|G|

∑

g∈G
g−1Π(gm) =

1

|G|

∑

g∈G
g−1gm = m.

Given an arbitrary elementx ∈ RG, we have thatΠ(gx) ∈ M , henceΠ∗(x) ∈ M . It

follows thatIm(Π∗) ⊂ M. Consequently,Π∗(Π∗(x)) = Π∗(x) for all x ∈ RG, and therefore

(Π∗)2 = Π∗. Finally, the fact thatΠ∗(m) = m also shows thatM ⊂ Im(Π∗), and the theorem

follows. �

The case whereR = K is a field is of particular importance.

Corollary 2.8 (Milies & Sehgal, 2002) LetG be a finite group andK a field. ThenKG is

semisimple if and only ifchar(K) ∤ |G|.
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A translation of the Wedderburn-Artin Theorem will give us aplenty information

about the structure of a group algebra.

Theorem 2.19 (Milies & Sehgal, 2002) LetG be a finite group andK a field such that

char(K) ∤ |G|. Then

(i) KG is a direct sum of finite number of two sided ideals{Bi}1≤i≤r, the simple compo-

nents ofKG. EachBi is a simple ring.

(ii) Any two sided ideal ofKG is a direct sum of some of the members of the familyBi, 1 ≤

i ≤ r.

(iii) Each simple componentBi is isomorphic to a full matrix ring of the formMni
(Di),

whereDi is a division ring containing an isomorphic copy ofK in its center, and the

isomorphism

KG ∼=

r⊕

i=1

Mni
(Di)

is an isomorphism ofK algebras.

(iv) In each matrix ringMni
(Di), the set

Ii = {




x1 0 ... 0

x2 0 ... 0
...

...
. . .

...

xni
0 ... 0




: x1, x2, . . . xni
} ∼= Dni

i

is a minimal left ideal.

(v) Ii ≇ Ij , if i 6= j.

(vi) Any simpleKG- module is isomorphic to someIi, 1 ≤ i ≤ r.

Corollary 2.9 (Milies & Sehgal, 2002) LetG be a finite group and letK be an algebraically

closed field such thatchar(K) ∤ |G|. Then

KG ∼=
⊕r

i=1Mni
(K)

and(n1)
2 + (n2)

2 + · · ·+ (nr)
2 = |G|.

Proof Sincechar(K) ∤ |G|, we have that

KG ∼=
⊕r

i=1Mni
(Di),
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whereDi is a division ring containing an isomorphic copy ofK in its center. If we compute

dimensions overK on both sides of the equation we have that

|G| =
r∑

i=1

n2
i [Di : K],

and it follows that each division ring is finite dimensional over K. As K is algebraically

closed, we have thatDi = K, 1 ≤ i ≤ r, and the result follows. �

Now we give a complete description of the group ring of a finiteabelian groupG over

a fieldK such thatchar(K) ∤ |G|. But first we will state some results from field theory which

will be useful for us.

Definition 2.22 A nonzero polynomialf(x) ∈ K[X ] is called separable when it has distinct

roots in a splitting field overK, that is, each root off(x) has multiplicity 1. Iff(x) has a

multiple root, thenf(x) is called inseparable.

Definition 2.23 If α is algebraic overK, it is called separable overK when its minimal

polynomial inK[X ] is separable, that is, the minimal polynomial ofα in K[X ] has distinct

roots in a splitting field overK. If the minimal polynomial ofα in K[X ] is inseparable, then

α is called inseparable overK.

Theorem 2.20 (Lang, 2000) A nonzero polynomial inK[X ] is separable if and only if it is

relatively prime to its derivative inK[X ].

Theorem 2.21 (Primitive Element Theorem) (Lang, 2000) LetE be a finite separable exten-

sion of a fieldK. Then there existsα ∈ E such thatK = K(α).

Theorem 2.22 (Chinese Remainder Theorem) (Lang, 2000) LetR be a principal ideal do-

main. Ifu1, . . . , un are elements ofR which are pairwise coprime andu = u1u2 . . . un then

R/Ru ∼= R/Ru1 × · · · × R/Run.

Definition 2.24 For any fieldK, a fieldK(ζn) whereζn is a root of unity of ordern is called

a cyclotomic extension ofK.

We shall begin with the case whereG is cyclic, so we assumeG =< a : an = 1 > and that

K is a field such thatchar(K) ∤ |G|. Consider the mapφ : K[X ] → KG given byf 7→ f(a)

for all f ∈ K[X ]. It is easily seen thatφ is a ring epimorphism. Hence,

KG ∼=
K[X ]

Ker(φ)
.
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SinceK[X ] is a principal ideal domain,Ker(φ) is the ideal generated by the monic polynomial

f0 of least degree such thatf0(a) = 0. Sincean = 1, it follows that

xn − 1 ∈ Ker(φ). Note that iff =
∑r

i=1 kix
i is a polynomial of degreer < n, we have that

f(a) =
∑r

i=1 kia
i 6= 0 because the elements{1, a, a2, . . . , ar} are linearly independent over

K. ThusKer(φ) =< xn − 1 > so that

KG ∼=
K[X ]

< xn − 1 >
.

Let xn−1 = f1f2...ft be the decomposition ofxn−1 as a product of irreducible polynomials

in K[X ]. Since we assume thatchar(K) ∤ n, this polynomial is separable by Theorem 2.20

and thus,fi 6= fj if i 6= j. Using Chinese Remainder Theorem, we can write

KG ∼=
K[X ]

< f1 >
⊕

K[X ]

< f2 >
⊕ · · · ⊕

K[X ]

< ft >
.

Under this isomorphism, the generatora is mapped to the element(x+ < f1 >, . . . , x+ <

ft >). Then we have that
K[X ]

< fi >
∼= K(ζi). Consequently,

KG ∼= K(ζ1)⊕K(ζ2)⊕ · · · ⊕K(ζt).

Since all the elementsζi (1 ≤ i ≤ t), are roots ofxn−1, we have shown thatKG is isomorphic

to a direct sum of cyclotomic extensions ofK. Under this isomorphism, the elementa maps

to the element(ζ1, ζ2, . . . , ζt.)

Example 2.2 LetG =< a : a7 = 1 > andK = Q. In this case the decomposition ofx7 − 1

in Q[X ] is

x7 − 1 = (x− 1)(x6 + x5 + x4 + x3 + x2 + x+ 1).

Hence ifζ denotes a primitive root of unity of order 7, we have

QG ∼= Q⊕Q(ζ).

Example 2.3 LetG =< a : a6 = 1 > andK = Q. The decomposition ofx6−1 as a product

of irreducible polynomials inQ is

x6 − 1 = (x− 1)(x+ 1)(x2 + x+ 1)(x2 − x+ 1)

Thus

QG ∼= Q⊕Q⊕Q(−1+i
√
3

2
)⊕Q(1+i

√
3

2
).

Here −1+i
√
3

2
is root ofx2 + x + 1 and 1+i

√
3

2
is a root ofx2 − x + 1. Note that the last two

summands are equal.
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We wish to give a more precise description ofKG in the general case. In order to

do this we shall try to calculate all the direct summands in the decomposition ofKG. We

recall that, for a positive integerd, the cyclotomic polynomial of orderd, denoted byΦd, is

the productΦd =
∏

j(x − ζi), whereζi runs over all the primitivedth root of unity. Also, we

know thatxn − 1 =
∏

d|n Φd, the product of all cyclotomic polynomialsΦd in K[X ], where

d is a divisor ofn. For eachd, letΦd =
∏ad

i=1 fdi be the decomposition ofΦd as a product of

irreducible polynomials inK[X ]. Then the decomposition ofKG can actually be written in

the form:

KG ∼=
⊕

d|n
⊕ad

i=1

K[X ]

< fdi >
∼=

ad⊕

i=1

K(ζdi)

whereζdi denotes a root offdi , 1 ≤ i ≤ ad. For a fixedd, all the elementsζdi are primitive

dth roots of unity. Therefore, all the fields of the formK(ζdi), 1 ≤ i ≤ ad are equal to one

another, and we may write

KG ∼=
⊕

d|n adK(ζd),

whereζd is a primitive root of unity of orderd andadK(ζd) denotes the direct sum ofad

different fields, all of which are isomorphic toK(ζd). Also, sincedeg(fdi) = [K(ζd) : K],

we see that all the polynomialsfdi , where1 ≤ i ≤ ad, have the same degree. Thus taking

degrees in the decomposition ofΦd, we get

Φ(d) = ad[K(ζd) : K],

whereΦ denotes Euler’s totient function, namely

Φ(d) = {n ∈ Z : 1 ≥ n ≥ d, gcd(n, d) = 1}.

SinceG is a cyclic group of ordern, for each divisord of n, the number of elements of order

d in G, which we denote bynd, is preciselyΦ(d). Hence, we can write

ad =
nd

[K(ζd):K]
.

Example 2.4 Let G =< a : an = 1 > be a cyclic group of ordern and takeK = Q. It

is well-known that the polynomialxn − 1 decomposes inQ[X ] as a product of cyclotomic

polynomials

xn − 1 =
∏

d|n
Φd(x),

and these are irreducible. Hence, in this case, the decomposition ofQ < g > is

Q < g >∼=
⊕

d|n
Q(ζd).
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Notice that as before in this isomorphism the generatora corresponds to the tuple whose

entries are the primitivedth roots of unity, whered runs over all divisors ofn.

The description obtained above can be extended to group rings of arbitrary finite abelian

groups.

Theorem 2.23 (Milies & Sehgal, 2002) LetG be a finite abelian group of ordern, letK be

a field such thatchar(K) ∤ n. Then

KG ∼=
⊕

d|n
adK(ζd),

whereζd denotes a primitive root of unity of orderd andad = nd

[K(ζd):K]
. In this formula,nd

denotes the number of elements of orderd in G.

Proof We proceed by induction onn. Suppose the result holds for all abelian groups of

order less thann. Let G be a finite group of ordern. If G is cyclic, we have already shown

that the theorem is valid. Otherwise, we can use the structure theorem of finite abelian groups

to writeG ∼= G1 × H, whereH is cyclic and|G1| = n1 < n. By the induction hypothesis,

we can writeKG1
∼=

⊕
d1|n1

ad1K(ζd1), wheread1 =
nd1

[K(ζd1):K]
andnd1 denotes the number

of elements of orderd1 in G1. Therefore, we have

KG = K(G1 ×H) ∼= (KG1)H ∼= (
⊕

d1|n1

ad1K(ζd1))H
∼=

⊕

d1|n1

ad1K(ζd1)H.

Now, decomposing each direct summand, we get

KG ∼=
⊕

d1|n1

⊕

d2||H|
ad1ad2K(ζd1, ζd2),

wheread2 =
nd2

[K(ζd1 ,ζd2):K(ζd1 )]
andnd2 denotes the number of elements of orderd2 in H. If we

setd = lcm(d1, d2), we have thatK(ζd1 , ζd2) = K(ζd). Thus,

KG ∼=
⊕

d|n
adK(ζd)

with ad =
∑

ad1ad2 , where the sum is taken over all pairsd1, d2 such thatlcm(d1, d2) = d.

Since[K(ζd) : K] = [K(ζd1, ζd2) : K(ζd1)][K(ζd1) : K], we have that

ad[K(ζd1) : K] =
∑

d1,d2

ad1ad2 [K(ζd1 , ζd2) : K(ζd1)][K(ζd1) : K] =
∑

d1,d2

nd1nd2 .

Finally, we notice that sinceG ∼= G1 × H, each element can be written in the form

g = g1h, with g1 ∈ G1 andh ∈ H. Also, it is easy to see thato(g) = lcm(o(g1), o(h)).

Hence,
∑

d1,d2

nd1 , nd2 = nd, the number of elements of orderd in G, so that we have

ad =
nd

[K(ζd) : K]
,

and the result follows. �
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Corollary 2.10 (Milies & Sehgal, 2002) LetG be an abelian group of ordern andK be a

field such thatchar(K) ∤ n. If K contains a primitive root of unity of ordern, thenKG is

isomorphic to direct sum ofn copies ofK. That is,

KG ∼= K ⊕ · · · ⊕K,

where the sum occursn− 1 times.

Proof If K contains a primitive root of unity of ordern, thenK(ζd) = K, for all d|n,

and the corollary follows directly from Theorem 2.23 (to seethat there must occur exactlyn

summands it suffices to compute the dimensions overK on both sides of the equation). �

If G andH are isomorphic groups, universal property gives that the group ringsRG

andRH are isomorphic. However, the converse is not true. We can give a counter example

using this Corollary 2.10.

SupposeG andH are non-isomorphic abelian groups of the same ordern andK is a field

such thatchar(K) ∤ n and contains a primitive root of unity of ordern. Then Corollary 2.10

shows that

KG ∼= K ⊕ · · · ⊕K ∼= KH,

where the sum occursn− 1 times.

For example ifC2 andC4 denote the cyclic groups of order 2 and 4, respectively, thenfor the

complex group algebras we have:

C(C2 × C2) ∼= C⊕ C⊕ C⊕ C ∼= CC4.

Information about the idempotents in a group ring will be helpful for our aim, so we

mention about them in the next part of this section.

Lemma 2.7 (Milies & Sehgal, 2002) LetR be a ring andH be a subgroup of a groupG.

If |H| is invertible inR, theneH =
1

H̃
is an idempotent ofRG. Moreover, ifH is a normal

subgroup ofG, theneH is central.

Proof First we proveeH is an idempotent.

eHeH =
1

|H|2
H̃H̃ =

1

|H|2
(
∑

h∈H
h)H̃

=
1

|H|2

∑

h∈H
(hH̃)

=
1

|H|2

∑

h∈H
H̃

=
1

|H|2
|H|H̃ = eH .
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We already know from Lemma 2.4 that ifH is a normal subgroup ofG, thenH̃ is central.

So, centrality ofeH follows immediately. Our next result will tell us what the decomposition

obtained from one of these idempotents looks like.

Proposition 2.22 (Milies & Sehgal, 2002) LetR be a ring, andH a normal subgroup of a

groupG. If |H| is invertible inR, settingeH = 1
|H|H̃, we have a direct sum of rings

RG = RGeH ⊕RG(1− eH),

whereRGeH ∼= R(G
/
H) andRG(1− eH) = ωH.

Proof We have shown thateH is a central idempotent. Thus,

RG = RGeH ⊕RG(1− eH).

is a valid decomposition. To see thatR(G
/
H) ∼= RGeH , we shall first show thatG

/
H ∼=

GeH as groups. The mapφ : G → GeH such thatg 7→ geH is a group epimorphism. Clearly,

Ker(φ) = H. As GeH is a basis ofRGeH overR, we already haveRGeH ∼= R(G
/
H).

Finally, it follows from Lemma 2.4 thatRG(1− eH) is an annihilator ofRGeH and it

can be easily shown thatAnn(RGeH) = ωH. �

Definition 2.25 Let R be a ring andG a finite group such that|G| is invertible inR. The

idempotenteG = 1
|G|G̃ is called the principal idempotent ofRG.

For a group ringRG, we can use the principal idempotent ofRG and obtain a decom-

position given in the next theorem by Proposition 2.22.

Corollary 2.11 (Milies & Sehgal, 2002) LetR be a ring andG a finite group such that|G|

is invertible inR. Then we can writeRG as a direct sum of rings

RG ∼= R ⊕ ωG.

2.7.2. Chain Conditions

In this part of our study, we give necessary and sufficient conditions onR andG for

the group ringRG to have some chain conditions.

Theorem 2.24 (Connell, 1963)RG is Artinian if and only ifR is Artinian andG is finite.

Theorem 2.25 (Connell, 1963) IfR is Noetherian andG is finite, thenRG is Noetherian.
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Theorem 2.26 (Connell, 1963) IfRG is Noetherian, thenR is Noetherian andG has the

maximum condition on subgroups.

2.7.3. Regularity

The following theorem completely characterizes regular group rings.

Theorem 2.27 (Connell, 1963)RG is regular if and only if

(i) R is a regular ring.

(ii) G is locally finite.

(iii) The order of every subgroup ofG is a unit inR.

2.7.4. On the Radicals

This part of this section contains some special cases about the Jacobson radical and

the prime ideal of a group ringRG.

Proposition 2.23 (Connell, 1963) LetH be a subgroup ofG. ThenRH ∩ Rad(RG) ⊆

Rad(RH).

If we let H to be the trivial subgroup ofG, we have the following corollary.

Corollary 2.12 (Connell, 1963) LetH be the trivial subgroup ofG. ThenR ∩ Rad(RG) ⊆

Rad(R) with equality ifR is Artinian orG is locally finite.

Proposition 2.24 (Connell, 1963) LetR be a commutative ring and andG an abelian group.

If Rad(R) = 0 and the order of every elementg ∈ G is regular inR, thenRad(RG) = 0.

Proposition 2.25 (Connell, 1963)RG is semiprime if and only ifR is semiprime andG has

no finite normal subgroups whose orders are zero divisors inR.
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2.7.5. Properties of the Fundamental Ideal

This part of this section contains some special cases about the fundamental ideal of a

group ringRG that will be useful.

Proposition 2.26 (Connell, 1963) IfωG ⊆ Rad(RG), thenG is ap-group andp ∈ RadR.

Proposition 2.27 (Connell, 1963) IfωG is nil, thenG is ap-group andp ∈ radR.

Theorem 2.28 (Connell, 1963)ωG is nilpotent if and only ifG is a finitep-group andp is

nilpotent inR.

Corollary 2.13 (Connell, 1963)ωG is locally nilpotent if and only ifG is a locally finite

p-group andp is nilpotent inR.

Proposition 2.28 (Connell, 1963) IfωG is a nil ideal, thenG is ap-group andp is nilpotent

in R.

Proposition 2.29 (Connell, 1963) IfG is a locally finitep-group andp is nilpotent inR, then

ωG is a nil ideal.

Proposition 2.30 (Connell, 1963) IfRad(RG) = ωG, thenG is ap-group,Rad(R) = 0 and

p = 0 in R.

Proposition 2.31 (Connell, 1963) IfG is a locally finitep-group,RadR = 0 andp = 0 in

R, thenRad(RG) = ωG.

25



CHAPTER 3

SEMIPERFECT GROUP RINGS

In this chapter we give some necessary and sufficient conditions on a ringR and a

groupG for the group ringRG to be semiperfect.

3.1. Some Necessary Conditions

Proposition 3.1 (Burgess, 1969) IfRG is semiperfect, so isR, and so isDG for each division

ring D appearing in the factors ofR
/
RadR.

Proof SupposeRG is semiperfect. Then sinceRG/ωG ∼= R, we haveR is semiper-

fect.R is semiperfect means thatR
/
Rad(R) is semisimple. By Wedderburn-Artin Theorem,

R
/
Rad(R) is a direct product of matrix rings over division rings. Thatis,

R
/
Rad(R) ∼= Mn(D1)×Mn(D2)× · · · ×Mn(Dk),

whereD1, . . . , Dk are division rings. We know that homomorphic images of semiperfect rings

are semiperfect. Thus, hereMn(Di)G is semiperfect since

RG

(Mn(D1)× · · · ×Mn(Di−1)×Mn(Di+1)× · · · ×Mn(Dk))G
∼= (Mn(Di))G

By Proposition 2.19,Mn(R)G ∼= Mn(RG). ThusMn(RG) is semiperfect for1 ≤ i ≤ k. By

Theorem 2.15,DG is semiperfect for1 ≤ i ≤ k. �

The following definition helps us to give an example of a groupring which is not

semiperfect.

Definition 3.1 A groupG is called an ID group (integral domain group) if for each ringR

with no zero divisors except zero,RG has no zero divisors except zero.

Proposition 3.2 (Rudin & Schneider, 1963) EveryΩ- group is an ID group.

Proof Let G be anΩ-group andR a ring with no non-zero zero divisors. Letα, β be non-

zero elements ofRG. Thensupp(α) and supp(β) are non-empty, and finite subsets ofG.

SinceG is anΩ-group, for an arbitrarya ∈ supp(α) andb ∈ supp(β), there existsx ∈ G

such thatx = ab is the unique representation ofx = a
′

b
′

, wherea
′

andb
′

in supp(β). Let

αβ =
∑

x∈G rxx. If ra andrb are the coefficients ofa andb in the expression ofα andβ

respectively,rx = rarb if x = ab. SinceR has no non-zero zero divisors andra 6= 0 and

rb 6= 0, rx 6= 0. Thus, the productαβ is non-zero as desired. �
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Proposition 3.3 (Rudin & Schneider, 1963) Every ID group is torsion free.

Proof Let G be an ID group. Suppose for the contrary thatG has a finite non-trivial sub-

groupH. Letα =
∑

h∈H rh. Herer is a non-zero fixed element ofR. Let0 6= β =
∑

h∈H rhh

such that
∑

rh = 0. SinceH is a finite group,αβ = 0. SoRH has non-zero zero divisors.

That is,RG has non-zero zero divisors. SoG is not an ID group, which is a contradiction.

This contradiction shows thatG does not have a finite non-trivial subgroupH, that is,G is

torsion-free. �

Proposition 3.4 (Burgess, 1969) IfG is a non-trivialID group, thenRG is not semiperfect

for any ringR.

Proof If RG is semiperfect, then by Proposition 3.1,DG is semiperfect for some division

ring D. SinceG is anID group,(D
/
RadD)G ∼= DG

/
Rad(DG) has no non-trivial idem-

potents. Hence, ife+Rad(DG) is an idempotent ofDG
/
Rad(DG), eithere ∈ Rad(DG) or

1 − e ∈ Rad(DG). SinceDG is semiperfect,DG
/
Rad(DG) is semisimple. It follows that

DG
/
Rad(DG) is a division ring. Thus,Rad(DG) is a maximal ideal. Also,DG

/
ωG ∼= D,

soωG is a maximal ideal, too, that is,Rad(DG) = ωG. By Proposition 2.30,G is ap-group

for some primep. This contradicts with the fact that anID group is torsion free. �

Corollary 3.1 (Burgess, 1969) IfG is an extension of a group by a nontrivialID group, then

RG is not semiperfect for any ringR.

Proof Let G be an extension of a group by a nontrivial ID group. That is, there exists an

exact sequence

0 → H → G → N → 0

such thatN is an ID group. Since the sequence is exactN ∼= G
/
H. It is seen thatRG

/
RH ∼=

R(G
/
H) ∼= RN . SinceN is an ID group,RN is not semiperfect by Proposition 3.4. Thus,

RG can not be semiperfect. �

Now let G be a non-torsion abelian group. Then it is possible to write the exact

sequence

0 → Tor(G) → G → G
/
Tor(G) → 0.

G
/
Tor(G) is nontrivial sinceG is not a torsion group. It is also torsion-free and abelian.

Thus,G
/
Tor(G) is a nontrivial ID group. By Corollary 3.1,RG cannot be semiperfect. So,

as a special case, ifG is abelian andRG is semiperfect, then we can say thatG is torsion.

Furthermore, a more general statement can be made.

Proposition 3.5 (Burgess, 1969) IfRG is semiperfect andG is abelian, then eitherG is finite

or G ∼= Gp×H, whereGp is an infinitep-group,H finite,p does not divide the order ofH and
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each of the division rings associated with the semisimple ringR
/
RadR is of characteristic

p.

Proof As we have seen, ifRG is semiperfect, so isDG, whereD is a division ring associ-

ated with the semisimple ringR
/
Rad(R). If D has characteristic zero, thenDG is regular by

Theorem 2.27, henceRad(DG) = 0. This means thatDG is semisimple, and by Maschke’s

Theorem,G is finite.

SupposeD has characteristicp. SinceG is an abelian and must be torsion by the above

observation, we can writeG ∼= Gp ×H, whereGp is the Sylowp-subgroup ofG, andH has

no elements of orderp. ThenDH ∼= D(G
/
Gp) ∼= DG

/
ωGp is semiperfect.DH is regular

sinceH is locally finite andH has no elements of orderp. Thus, as aboveH is finite. �

Corollary 3.1 and Proposition 3.5 lead to a conjecture thatRG is semiperfect implies

G is torsion. But it is not known whetherRG is semiperfect implies thatG is locally finite.

If K is a field of characteristicp > 0 andG is ap-group which is not locally finite, thenKG

will be local, hence semiperfect ifRad(KG) = ωG.

Lemma 3.1 (Woods, 1974) LetR be a ring such thatR
/
Rad(R) is Artinian, and letx ∈ R.

Let{xn} be the sequencex0 = x, xi+1 = xi − (xi)
2 for i ≥ 0. Then for somen, 1− xn has a

right inverse inR.

Proof Consider the chainRx1 ⊇ Rx2 ⊇ · · · of left ideals inR. Using this chain, we can

obtain a chain

Rx1 + RadR

RadR
⊇

Rx2 + RadR

RadR
⊇ · · ·

of right ideals inR
/
RadR. SinceR

/
RadR is Artinian, there exists a positive integern such

that Rxn+RadR
RadR

= Rxn+1+RadR

RadR
andxn ∈ Rxn+1 + RadR. For somer ∈ R andy ∈ RadR,

xn = r(xn − x2
n) + y. Now 1− y = (1− xn)(1 + rxn) has a left inverse inR, and so1− xn

has a left inverse inR. �

Theorem 3.1 (Woods, 1974) LetD be a division ring of characteristicp ≥ 0 andG a group.

If DG is semiperfect, thenG is a torsion group and there is a positive integern such that no

chain of finitep′-subgroups ofG has length greater thann.

Proof Supposex ∈ G has infinite order. Let{xn} be the sequence inDG such thatx0 = x,

xi+1 = xi − x2
i for i ≥ 0. By Lemma 3.1,1 − xm has a left inverse inDG for somem.

Clearly,1− xm ∈ KH, whereK is the prime subfield ofD andH is the subgroup generated

by x. SinceKH is a direct summand ofDG as leftKH- modules,1 − xm has a left inverse

in KH, that ish(x)(1 − xm) = 1 for someh(x) =
∑r

′

i=−r aix
i ∈ KH. Multiplying by xr,

we obtain the factorization
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xr = xrh(x)(1 − xm) =

r+r
′

∑

i=0

di−rx
r(1− xm)

in the polynomial ringK[X ]. This is impossible sincexr is a monomial. Thus,G must be a

torsion group.

If H = {h1, . . . , hr} is a finitep
′

-subgroup ofG, thenr = r.1 is a unit inD and by

Lemma 2.7,eH = 1
r
(h1 + · · · + hr) is an idempotent inDG. Moreover, ifN ≤ H, then

eHeN = eNeH = eH . SinceDG is semiperfect,DG-moduleDG has finite length. Letn be

the length of a composition series for the leftDG-moduleDG, and suppose

{1} ⊂ H1 ⊂ · · · ⊂ Hn+1

is a strictly increasing chain ofn+1 finite p
′

-subgroups ofG. Let ei = eHi
, i = 1, . . . , n+1.

Then

DG ⊇ DGe1 ⊇ · · · ⊇ DGen+1.

Reducing moduloRad(DG) we obtain

DG
/
Rad(DG) ⊇ (e1 + Rad(DG))DG

/
Rad(DG)

...

⊇ (en+1 + Rad(DG))DG
/
Rad(DG).

Thus, for somei, (ei + Rad(DG))DG
/
Rad(DG) = (ei+1 + Rad(DG))DG

/
Rad(DG).

Thenei − ei+1 is an idempotent inRad(DG) and soei = ei+1. This impliesHi = Hi+1, a

contradiction. �

The following result is a direct consequence of Theorem 3.1.

Corollary 3.2 (Woods, 1974) LetD be a division ring of characteristicp ≥ 0 andG a locally

finite group. IfDG is semiperfect then everyp
′

-subgroup ofG is finite.

3.2. Some Sufficient Conditions

Theorem 3.2 (Burgess, 1969) IfG is an abelianp-group andR is a finite direct product of

commutative local rings whose factor fields are of characteristic p, thenRG is semiperfect.

Proof LetR = L1 × · · ·×Ln whereLi is local andLi

/
Rad(Li) ∼= Ki, whereKi is a field

of characteristicp, i = 1, . . . , n.
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ThenRG ∼= L1G× · · · × LnG and for eachi,

LiG
/
Rad(LiG) ∼=

LiG
/
Rad(Li)G

Rad(LiG)
/
Rad(Li)G

∼=
(Li

/
Rad(Li))G

Rad(LiG
/
Rad(Li)G)

∼= KiG
/
Rad(KiG).

HereG is an abelianp-group, thusG is locally finite. And eachKi is a field of characteristic

p, thusRad(KiG) = ωG by Proposition 2.31, that is,

LiG
/
Rad(LiG) ∼= KiG

/
Rad(KiG) ∼= KiG

/
ωG ∼= Ki.

Hence, eachLiG is local. Thus,RG is a finite direct product of commutative local rings. By

Theorem 2.16,RG is semiperfect. �

Corollary 3.3 (Burgess, 1969) IfR is commutative andG ∼= Gp×H, whereGp is ap-group,

H is finite andp does not divide the order ofH, RG is semiperfect ifRH is a finite direct

product of local rings whose factor fields are of characteristic p.

Proof SinceG ∼= Gp × H, RG ∼= R(Gp × H) ∼= RH(G) by Proposition 2.18, the result

follows directly from Theorem 3.2. �

Proposition 3.6 (Woods, 1974) LetR be semiperfect, and let{e1, . . . , en} a set of orthogonal

local idempotents inR whose sum is 1. LetG be any group. ThenRG is semiperfect if and

only if (eiRei)G is semiperfect for eachi.

Proof We have(eiRei)G ∼= eiRGei, and the result follows from Lemma 2.3. �

Lemma 3.2 (Woods, 1974) LetR be a ring,G a group, andN a normal subgroup ofG such

thatG
/
N is locally finite. ThenRad(RN) ⊆ Rad(RG).

Proof Let x ∈ Rad(RN), r ∈ RG. To show thatx ∈ Rad(RG), we will show that

1 − rx has a left inverse inRG. Let G
′

be the subgroup generated byN andsupp(r). We

know thatsupp(r) is always finite for an arbitrary element ofRG. So, the groupG
′
/
N

is finitely generated. SinceG
/
N is locally finite andG

′
/
N is finitely generated, we have

G
′
/
N is finite. Let G

′
/
N = {g1N, g2N, . . . , gnN}, whereg1 is the identity element of

the group. Then{g1, g2, . . . , gn} is a basis for the free leftRN-moduleRG
′

. Thus, the

endomorphism ring ofRG
′

as a module is the matrix ringMn(RN). For eachy ∈ RG
′

, let

λy be the matrix corresponding to left multiplication byy. Thenλ : RG
′

→ Mn(RN) is a

ring homomorphism. In particular,
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λx =




x 0 · · · 0

0 g−1
2 xg2 · · · 0

...
...

. . .
...

0 0 · · · g−1
n xgn




.

The entries are inRad(RN) becauseRad(RN) is invariant under automorphisms ofRN .

Thusλx ∈ Mn(Rad(RN)) = Rad(Mn(RN)). This implies that for everyλx ∈ Mn(Rad(RN)) =

Rad(Mn(RN)), there existsf ∈ Mn(RN) such thatf(1 − λrλx) = 1. We can regard them

as endomorphisms, and if we evaluate them at1 ∈ RG
′

, we getf(1)(1 − rx) = 1. Then

f(1) ∈ RG
′

⊆ RG is the left inverse of1− rx. �

Proposition 3.7 (Woods, 1974) LetR be a local ring withchar(R) = p > 0 andG a locally

finite group. LetN be a normalp-subgroup ofG such thatNH = G. If RH is semiperfect,

then so isRG.

Proof Let π : RG → RG be the canonical epimorphism. Letg ∈ G. By assumption,

g = nh, wheren ∈ N andh ∈ H. Thus we can writeg = nh = (n− 1)h+ h ∈ ωN +RH.

The other containment is clear, so we haveRG = ωN +RH. SinceRad(R)G ⊆ Rad(RG),

π may be factored into

RG
π1

// RG
π2

// RG,

whereKer(π2) = Rad(RG). SinceN is ap-group andchar(R) = p, ωN in the group ring

RN is a nil ideal by Theorem 2.28, henceωRN ⊆ Rad(RN). SinceG
/
N ∼= H is a locally

finite group, it follows by Lemma 3.2 thatRad(RN) ⊆ Rad(RG). Thus

ωRNN ⊆ π−1
1 (ωRNN) ⊆ π−1

1 (Rad(RG)) = Rad(RG)

andωRGN ⊆ Rad(RG). It follows thatRG = Rad(RG) + RH andπ(RH) = RG. By

Proposition 2.23RH ∩ Rad(RG) ⊆ Rad(RH). Thus,

RH

Rad(RH)
∼=

RH
/
(Rad(RG) ∩RH)

Rad(RH)
/
(Rad(RG) ∩ RH)

by Third Isomorphism Theorem. SinceRH is semiperfect,RH is semisimple. This gives us
RH

RH∩Rad(RG)
is semisimple. Thus,Rad(RH) = RH ∩ Rad(RG). In addition,

RG

Rad(RG)
=

RH + Rad(RG)

Rad(RG)
∼=

RH

RH ∩ Rad(RG)
,

by Second Isomorphism Theorem. Thus,RH ∼= RG andRG is semisimple.

If RH is semiperfect, thenRG is artinian. Letx2 = x ∈ RG. Thenx = π(e) for

some idempotente in RH ⊆ RG. ThusRG is semiperfect. �
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The next result is a consequence of Proposition 3.7.

Corollary 3.4 (Woods, 1974) LetR be a local perfect ring withchar(R) = p ≥ 0 andG be

a locally finite group. IfG has ap-subgroup of finite index, thenRG is semiperfect.

Proof By assumption,G has a normalp-subgroupN of finite index and a finite subgroup

F such thatNF = G. ThenRF is perfect (See Theorem 4.1), hence semiperfect and soRG

is semiperfect. �

Proposition 3.8 Let R be a local ring withchar(R) = p > 0. LetG be an abelian group

andGp be the Sylowp-subgroup ofG. ThenRG is semiperfect if and only ifR(G
/
Gp) is

semiperfect, and in this caseG
/
Gp is finite.

Proof Follows directly from Proposition 3.7 and Corollary 3.4. �

We now show that ifG is a finite group of exponentn and ifCn is the cyclic group

of ordern, thenRG is semiperfect if and only ifRCn is semiperfect. Then necessary and

sufficient conditions forRCn to be semiperfect are given whenR is commutative, in terms of

the polynomial ringR[X ].

Without loss of generality, we may assume thatR is semiperfect andn is a unit inR.

SinceG is a finite group,Rad(RG) = (RadR)G by Corollary 2.12 andRG
/
Rad(RG) =

RG
/
(RadR)G ∼= (R

/
Rad(R))G is an Artinian ring by Theorem 2.24. To prove thatRG

is semiperfect it is sufficient to prove that either idempotents lift from (R
/
RadR)G to RG

or that every primitive idempotent inRG is local. If e is any idempotent inRG, thenne is a

unit in eRGe since we have assumedn is a unit inR. Also eRGe = eRGe holds by Theorem

2.10.

Let g be an element of ordern in an abelian groupG, K an algebraically closed field

such thatchar(K) ∤ n, andz a primitiventh root of unity inK. For i = 0, . . . , n− 1, let

kj =
1

n

n−1∑

j=0

zijgj.

We show thatki are orthogonal idempotents whose sum is 1 and that ifzi is a primitivemth

root of unity, thengki is a primitivemth root of ki. Sincezigki = ki, k2
i = ki. If i 6= j, let

kikj =
1
n2

∑n−1
t=0 atg

t. Then

zijat =
n−1∑

k=0

zikzj(t−k) = zjtzi−j

n−1∑

k=0

z(i−j)k = at.

Sincezi−j 6= 1, at = 0, and hencekikj = 0.

Let
∑n−1

i=0 ki =
1
n

∑n−1
t=0 btg

t. Thenztbt = zt
∑n−1

i=0 zit = bt. If 0 < t < n, zt 6= 1 and

hencebt = 0. Thus,
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n−1∑

i=0

ki =
1

n
.n.1 = 1.

If zi is a primitivemth root of 1, thengmki = gmzimki = ki, but if 0 < r < m, then

ki = grzirki 6= grki sincezir 6= 1 andki 6= 0.

For eachm with m|n, let em =
∑

ki where the sum is taken over alli such thatzi

is a primitivemth root of 1, and lete
′

m =
∑

ki where the sum is taken over alli such that

zim = 1. Then{em : m|n} is an orthogonal set of idempotents whose sum is 1. Since

emki = ki wheneverzi is a primitivemth root of unity,gem is a primitivemth root of em.

Clearlye
′

m =
∑

d|m ed. Sincezim = 1 if and only if s|i, wheres = n
m

, e
′

m =
∑m−1

j=0 ksj. Let

e
′

m =
1

n

n−1∑

t=0

ctg
t.

Thenct =
∑m−1

j=0 zsjt. If m|t, zsjt = 1 andct = m. If m ∤ t, then, sincezstct = ct and

zst 6= 1, ct = 0. Thus,

e
′

m =
m

n
(1 + gm + · · ·+ gn−m).

If K = C, the complex numbers, then for eachm|n, ne
′

m ∈ ZG, whereZ denotes

the integers. Sinceem = e
′

m −
∑

ed where the sum is taken over alld|m, d < m, we see by

induction thatnem ∈ ZG.

Let R be any ring whichn is a unit, and letR
′

be the subring{t.1 : t ∈ Z}. Then

R
′ ∼= Z or R

′ ∼= Z
/
< r > for somer relatively prime ton. In either case, for somep ∤ n

there are homomorphisms

Z → R
′

→ Z
/
< p >→ K,

whereK is the algebraic closure ofZ
/
< p >, which extend to homomorphisms

ZG → R
′

G → KG.

In RG, we may define inductively for eachm|n, e
′

m = m
n
(1+gm+· · ·+gn−m) andem = e

′

m−
∑

ed, where the sum is taken over alld|m, d < m. Thennem ∈ R
′

G for eachm|n. Using the

homomorphisms defined above,(nem)
2 = n(nem), (nem)(ned) = 0 if m 6= d,

∑
m|n em = 1

andgmem = em. If grem = em in RG for somer, 0 < r < m thengr(nem) = nem in R
′

G,

hence inKG. Thusgrem = em in KG, a contradiction. It follows thatgem is a primitivemth

root of unity inRGem.

Lemma 3.3 (Woods, 1974) Lete be a nonzero primitive idempotent inRG, and letm|n.

Thenge is a primitivemth root of unity ineRGe if and only ife = eme. In this case,ge is a

primitivemth root of unity ineRGe.
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Proof Since(ge)n = gne = e, ge is a primitivedth root of unity ineRGe for a uniqued|n.

Sincee is primitive ande =
∑

m|n eme, e = eme for a uniquem|n. We will show thatd = m.

Since(gem)m = em, (ge)m = (geme)
m = eme = e. Thusd|m. Sincegde = e,

e
′

de = e. If d < m, thene = e
′

deme = 0, a contradiction. Thus,d = m.

In this case,eRGe = eRGe andge = ge in RG. Thene = eme, and the above

argument applied inRG shows thatge is a primitivemth root of unity ineRGe. �

Lemma 3.4 (Woods, 1974) LetR be a local ring,G a group ande an idempotent inRG

such thateRGe ⊆ eR ∩ Re ande(1) is central and not a zero divisor inR. LetR
′

= {r ∈

R : er = re}. TheneRGe ∼= R
′

as rings andR
′

is local.

Proof If x ∈ eRGe, thenx = re for a uniquer ∈ R. Define f : eRGe → R by

f(re) = r. Clearly,f preserves sums, andKer f = 0. If re ∈ eRGe, thenere = re. Thus

f(rese) = f(rse) = rs = f(re)f(rs). This proves thateRGe ∼= Im f by First Isomorphism

Theorem.

Clearly,R
′

⊆ Im f . Let r ∈ Im f . Thenre ∈ eRGe ⊆ eR ∩ Re, and sore = er
′

for

somer
′

∈ R. Thus,re(1) = e(1)r
′

= e(1)r
′

, so by assumptionr = r
′

∈ R
′

. This completes

the proof thateRGe ∼= R
′

.

Finally if r
′

∈ R
′

is a unit inR, thenr
′

is a unit inR
′

. Thus, the set of non-units inR
′

is preciselyR
′

∩ RadR, an ideal ofR
′

. It follows thatR
′

is local. �

Lemma 3.5 (Woods, 1974) LetR be a local ring withchar(R) = p ≥ 0, and letG =< g >

be a cyclic group of ordern, p ∤ n. Letm|n, and supposeR has a primitivemth root of unity

r such thatr is a primitivemth root of unity inR. ThenRGem is semiperfect.

Proof SinceRGem′ = RGem ⊕ RG(e
′

m − em), it is sufficient to show thatRGe
′

m is

semiperfect.

For i = 1, . . . , m, let

fi =
1

m

m−1∑

j=0

rijgje′m.

Sincerigfi = fi, f 2
i = fi. If i 6= k, then0 < |i − k| < m. Thusri−k 6= 1 in R andri−k − 1

is a unit inR. Now

fjfk =
1

m2

m−1∑

j=0

m−1∑

t=0

rijrk(t−j)gjgt−je
′

m

=
1

m2

m−1∑

t=0

rktxgte
′

m

wherex =
∑m−1

j=0 r(i−k)j. But ri−kx = x, and sox = 0. Thus,fifk = 0. Moreover,
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m∑

i=1

fi =
1

m

m−1∑

j=0

(
m∑

i=1

rij)gje
′

m = 1e
′

m,

the unity ofRGe
′

m.

Finally, fiRGe
′

mfi = fiRGfi. Sincerigfi = fi, gfi = r−ifi ∈ Rfi. Thus,RGfi =

Rfi. Similarly,fiRG = fiR, and sofiRGfi ⊆ fiR ∩ Rfi. Moreover,fi(1) = 1
m

m
n
r0 = 1

n
, a

central unit inR. By Lemma 3.4,fiRGfi is local. Thus,RGe
′

m is semiperfect. �

Lemma 3.6 (Woods, 1974) Letg andh be commuting elements in a groupG of orderss and

t respectively, andu = lcm(s, t). Then for some integerr, ghr has orderu.

Proof The group< g, h > is a finite abelian group of exponentu. Hence,< g, h >= Y ×Z,

whereY =< y > is a cyclic group of orderu, andzu = 1 for all z ∈ Z. Let g = (ya, z1) and

h = (yb, z2). Sinceg andh generateY × Z, ya andyb generateY . Thus,gcd(a, b, u) = 1. If

u|a, let r = 1. Otherwise, letr be the product of all primes which divideu but nota. A check

of possible prime factors gives thatgcd(a + br, u) = 1. Thus,ghr = (ya+br, z1z
r
2) has order

u. �

Lemma 3.7 (Woods, 1974) LetR be a ring, and letG = Cn. If RG is semiperfect, then so is

R(G×G).

Proof Without loss of generality we may assumeR is local andn is a unit inR. Let g

generateG, andH =< h > denote the second copy ofG. For eachm with m|n, define

em ∈ RG as in the beginning of this section, and definefm ∈ RH in a corresponding way

usingh in place ofg.

Let e be a primitive idempotent inR(G×H). We show thate is local. Nowe = eesft

for a uniques with t|n. Thus, by Lemma 3.6, in the multiplicative group< ge, he >, ge has

orders andhe has ordert. Let u = lcm(s, t), and letr be an integer such thatghre has order

u. The automorphism ofG×H which sendsghr to g andh to h extends to an automorphism

θ of R(G×H). Sinceθ(e)R(G×H)θ(e) ∼= eR(G×H)e, it is sufficient to show thatθ(e) is

local idempotent.

Sincee is a primitive idempotent, so isθ(e). In < gθ(e), hθ(e) >, gθ(e) = θ(ghre)

has orderu, andhθ(e) = θ(he) has ordert. By Lemma 3.6,θ(e) = θ(e)euft. Now R(G ×

H)euft ∼= (RGeu)Hft in a natural way. SinceRGeu is semiperfect, the unit elementeu is sum

of orthogonal local idempotents. Iff is a local idempotent inRGeu, thenf(RGeu)Hftf ∼=

(fRGeuf)Hft is semiperfect by Lemmas 3.3 and 3.5. Thus,RGeuHft is semiperfect by

Lemma 2.3. It follows that

θ(e)R(G×H)θ(e) = θ(e)R(G×H)euftθ(e)

is a local ring andR(G×H) is semiperfect. �
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Proposition 3.9 (Woods, 1974) LetR be a ring andG be a finite group of exponentn. Then

RG is semiperfect if and only ifRCn is semiperfect.

Proof SinceRCn is a homomorphic image ofRG, if RG is semiperfect, then so isRCn.

Conversely, supposeRCn is semiperfect. Ifr ≥ 2, thenRCr
n
∼= (RCr−2

n )(Cn × Cn) and

RCr−1
n

∼= (RCr−2
n )Cn. By Lemma 3.7 and induction,RCr

n is semiperfect for allr > 0. But

RG is a homomorphic image ofRCr
n for somer. Thus,RG is semiperfect. �

Before giving the main theorem of this chapter, we need the following definition and theorem.

Definition 3.2 LetR be a commutative local ring andf(x) ∈ R[X ] a monic polynomial. We

say that Hensel Lemma holds forf(x) in R[X ] if for every factorizationf(x) = g(x)h(x)

of f(x) in R[X ] such thatg(x) is monic andg(x) andh(x) are relatively prime, there ex-

ists monic polynomialsg∗(x) and h∗(x) in R[X ] such thatf(x) = g∗(x)h∗(x), g∗(x) =

g(x), h∗(x) = h(x).

Theorem 3.3 (Azumaya, 1950) LetK be a commutative local ring andf(x) be a monic

polynomial inK[X ]. Then Hensel Lemma holds forf(x) if and only if idempotents of

K[X ]
/
< f(x) > can be lifted to an idempotent ofK[X ]

/
< f(x) >.

Theorem 3.4 (Woods, 1974) LetR be a commutative local ring withchar(R) = p ≥ 0 and

G an abelian group with Sylowp-subgroupGp. ThenRG is semiperfect if and only ifG
/
Gp

is a finite group of exponentn and every monic factor ofxn − 1 in R[X ] can be lifted to a

monic factor ofxn − 1 in R[X ].

Proof By Proposition 3.8 and Proposition 3.9, we may assumeG = Cn andn is a unit

in R. ThenRG ∼= R[X ]
/

< xn − 1 > and sinceG is a finite group, by Corollary 2.12,

RG = RG ∼= R[X ]
/
< xn − 1 >. Sincen is a unit inR, xn − 1 has no multiple roots in any

extension ofR by Theorem 2.20. Thus, ifxn − 1 = f(x)g(x) in R[X ], thenf(x) andg(x)

are relatively prime. By Theorem 3.3, idempotents inR[X ]
/
< xn − 1 > lift to idempotents

in R[X ]
/
< xn − 1 > if and only if every monic factor ofxn − 1 in R[X ] lifts to a monic

factor ofxn − 1 in R[X ]. �

3.3. Examples

In this section it is shown that for a given ringR, the class of groupsG for whichRG

is semiperfect is not closed under taking direct products orsubgroups.

Let g generateC2, the 2-element group. IfR is a local ring andchar(R) 6= 2, then
1+g

2
and 1−g

2
are local idempotents inRC2 whose sum is 1. Thus,RC2 is semiperfect. If

char(R) = 2, thenRC2 is semiperfect by Proposition 3.7.
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Lemma 3.8 If R is semiperfect andS3 is the symmetric group of degree 3, thenRS3 is

semiperfect.

Proof We may assumeR is local. If char(R) = 3, letN be the subgroup of order 3, and let

H be a subgroup of order 2 inS3. ThenS3 = NH andRS3 is semiperfect by Proposition 3.6.

If char(R) 6= 3, let g generateN andh generateH, and lete = 1+g+g2

3
, a central

idempotent. Then

RS3 = RS3e⊕RS3(1− e).

SinceRS3(1− e) = ωN by Proposition 2.22,RS3e ∼= RS3

/
ωN ∼= R(S3

/
N) = RC2. Thus,

RS3e is semiperfect.

Let f1 = (1−g)(1+h)
3

, and letf2 = (1 − e) − f1. Thenf1 and f2 are orthogonal

idempotents whose sum is1− e. Also, for i = 1, 2, fiRS3(1− e)fi = fiRS3fi ⊆ fiR ∩Rfi

andfi = 1
3
. By Lemma 3.4,fiRS3fi is local. Thus,RS3(1− e) is semiperfect. �

Now we exhibit a local ringR such thatRC3 is not semiperfect. LetR = {a
b
: a, b ∈

Z and gcd(7, b) = 1}, a subring of the rationals. ThenR is a field with 7 elements. InR[X ],

x3 − 1 = (x− 1)(x− 2)(x− 4).

But inR[X ],

x3 − 1 = (x− 1)(x2 + x+ 1).

Sincex2 + x+ 1 is irreducible overR, RC3 is not semiperfect.

For our second example, we let

R = {x
y
: x, y ∈ Z[i] and(2 + i) ∤ y in Z[i]},

a subring of the complex numbers. ThenR is a field with 5 elements. InR[X ],

x3 − 1 = (x− 1)(x2 + 1x+ 1)

and

x8 − 1 = (x− 1)(x+ 1)(x− i)(x+ i)(x2 − i)(x2 + i),

and the quadratic factors are irreducible. Since these factorizations can be lifted toR[X ], RC3

andRC8 are semiperfect.

Now C3 × C8 = C24. In R[X ], x24 − 1 has the irreducible factorx4 − ix2 − 1, but in

R[X ],

x4 − ix2 − 1 = x4 + 2x2 + 9 = (x2 + 2x+ 3)(x2 − 2x+ 3).

ThusRC24 is not semiperfect.
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CHAPTER 4

PERFECT GROUP RINGS

4.1. Sufficiency

In this section we assume thatR is perfect andG is finite and show thatRad(RG) is

left T - nilpotent andRG/Rad(RG) is Artinian.

Lemma 4.1 (Woods, 1971) IfG is a finite group of ordern, then there is a ring embedding

of RG intoMn(R) which sendsRad(R)G intoRad(Mn(R)).

Proof SinceRG ∼= R(n) as leftR-modules, the endomorphism ringEndR(RG) ∼= Mn(R).

Right multiplication by an element ofRG is a leftR-homomorphism ofRG into itself, and

this correspondence is clearly an embedding of the ringRG into the ringEndR(RG).

Since elements ofR commute with elements ofG, an elementr of R is mapped

onto the matrix withr’s on the diagonal and 0’s elsewhere. Thus,Rad(R) is mapped into

Mn(Rad(R)) = Rad(Mn(R)), an ideal. The result follows. �

Proposition 4.1 (Woods, 1971) IfR is perfect andG is finite, thenRG is perfect.

Proof SinceR is perfect,R
/
RadR is Artinian. ThusRG is Artinian by Theorem 2.24.

We know thatRad(R)G ⊆ Rad(RG) by Corollary 2.12. ThenRG ∼= RG/Rad(R)G maps

ontoRG/Rad(RG) andRG/Rad(RG) is Artinian.

The canonical epimorphism ofRG ontoRG takesRad(RG) into Rad(RG), that is,

Rad(RG)/Rad(R)G ⊆ Rad(R)G. SinceRG is Artinian,Rad(RG) is nilpotent. But, by

Lemma 4.1,Rad(R)G ⊆ Rad(Mn(R)), which is leftT -nilpotent sinceMn(R) is perfect.

Thus,Rad(RG) is left T -nilpotent. �

4.2. Necessity whenG is Abelian

Lemma 4.2 (Woods, 1971) IfRG is perfect, thenG is a torsion group.

Proof If g ∈ G does not have finite order, then the cyclic subgroups generated byg2
n

for

n ≥ 0 form an infinite descending chain. Applyingω yields an infinite descending chain of

right ideals ofRG, which are principal. �
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Proposition 4.2 (Woods, 1971) IfRG is perfect, then so isR. If in addition,G is abelian,

thenG is finite.

Proof If RG is perfect then so isRG
/
ωG ∼= R. To show thatG is finite, we may assume

without loss of generality thatR = Mn(D), whereD is a division ring, sinceR
/
Rad(R) is

a direct sum of rings of this type. SinceG is an abelian torsion group,G may be written as

Gp ×H, wherep is the characteristic ofD, Gp is ap-group, and the order of every element of

H is prime top, andH must be finite.

Suppose thatGp is infinite. ThenRGp
∼= RG

/
ωH is perfect. If g ∈ Gp, then

(1 − g)p
n

= 0, wherepn is the order ofg. Since1 − g is in the center,1 − g ∈ Rad(RGp).

Construct a sequence{gi} in Gp so thatg1 6= 1 andgn is not in the (finite) subgroup generated

by {g1, . . . , gn−1}. The product is never 0 since the term
∏n

i=1(1 − gi) does not cancel. This

contradicts to theT -nilpotence ofRad(RGp). �

4.3. Reduction to the Abelian Case

In this section it is shown that ifRG is perfect andG is infinite thenG has an infi-

nite abelian subgroupH andRH is perfect, a contradiction. Without loss of generality, we

continue our assumption thatR = Mn(D), whereD is a division ring.

Lemma 4.3 (Woods, 1971) IfRG is perfect andH is a subgroup ofG, thenRH is perfect.

Proof By Proposition 2.21,RG =
⊕

i RHgi, where thegi run over a set of coset represen-

tatives forG
/
H. If I is a principal right ideal ofRH, thenIG =

⊕
i Igi is a principal right

ideal ofRG. Thus, a descending chain of principal right ideals inRH gives rise to a similar

chain inRG. �

Lemma 4.4 (Woods, 1971) IfI is a leftT -nilpotent ideal of a ringR, thenI ⊆ rad(R).

Hence, ifR is perfect, thenRad(R) = rad(R).

Lemma 4.5 (Woods, 1971) A groupG, which has infinitely many normal subgroups, has an

infinite abelian subgroup.

Proof Without loss of generality, we may assume thatG is the union of a countable chain

of finite normal subgroupsHi. It is clear that an infinite set of commuting elements generates

an infinite abelian subgroup. Thus ifG does not contain an infinite abelian subgroup, then

there exists a finite set{g1, . . . , gm} of commuting elements which cannot be enlarged. Since

G =
⋃∞

i=1Hi, S ⊆
⋃n

i=1Hi = Hn for somen. SinceHn is finite, the index of its centralizer

C in G is finite. SinceG is infinite,C is infinite, and so there existsg ∈ C such thatg is not
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in S. Sinceg commutes with every element ofS, g may be added toS and we have reached

a contradiction. �

Proposition 4.3 (Woods, 1971) IfRG is perfect, then eitherG is finite orG has an infinite

abelian subgroup.

Proof Let R = Mn(D). If D has characteristic 0, thenRG is semiprime by Proposition

2.25 hence Jacobson semisimple by Lemma 4.4. Thus,RG ∼= RG
/
Rad(RG) is Artinian and

G is finite.

SupposeD has characteristicp > 0. Let

S = {n : G has a normal subgroup of orderpnm for somem}.

If S is finite, letn be maximal, and letHn be a normal subgroup whose order is divisible by

pn. By the maximality ofn, G
/
Hn has no finite normal subgroup whose order is divisible by

p. Therefore,R(G
/
Hn) is semiprime. SinceR(G

/
Hn) is perfect,G

/
Hn is finite. SinceHn

is finite, so isG.

If S is infinite, thenG has infinitely many finite normal subgroups. By Lemma 4.5,G

contains an infinite abelian subgroup. This completes the proof of the following theorem.�

Theorem 4.1 (Woods, 1971) The group ringRG is perfect if and only ifR is perfect andG

is finite.
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CHAPTER 5

CONCLUSION

In this thesis, we gave a survey of some properties of group rings, and some character-

ization of semiperfect and perfect group rings. For this purpose, firstly we mentioned about

some properties of groups, rings and group rings. We concentrated on which conditions onR

andG are necessary and sufficient onR andG for the group ringRG to be semiperfect and

perfect.

We studied the papers (Burgess, 1969) and (Woods, 1974). We saw that semiper-

fectness ofRG implies semiperfectness ofR. Thus,R is the direct product product of matrix

rings over some division rings. When we look at the necessaryconditions onG for RG to be

semiperfect, we saw that, ifG is an ID group, thenRG cannot be semiperfect for any ring

R. Since a non-torsion abelian group is an extension of a groupby a non-trivial ID group,

this gave us thatG must be torsion ifRG is semiperfect andG is abelian. For an arbitrary

groupG, it is not known whetherRG is semiperfect impliesG is locally finite. Again for

an arbitrary group, it is seen that that the characteristic of division rings which are related to

the semisimple ringR/RadR gives some characteristic properties about the groupG. For

the sufficient conditions, firstly commutative semiperfectrings are considered. Commutative

semiperfect rings are exactly finite direct products of commutative local rings. By these char-

acterization, it is seen that when we have a finite direct product of commutative local rings

whose factor fields are of characteristicp, we get a semiperfect group ring ifG is an abelian

p-group. Later, the results that are obtained by consideringlocally finite groups are reviewed.

For semiperfectness ofRG, there is not a full characterization for an arbitrary ringR and an

arbitrary groupG. If we have a commutative ringR and an abelian groupG, a characterization

is given in terms of the polynomial ringR[X ].

For perfectness, we studied the paper (Woods, 1971). Firstly the sufficient conditions

onR andG are obtained. Then it is observed that ifG is abelian, thenG is finite. Later it is

seen that we can reduce all cases to the abelian case. Finally, we see thatRG is semiperfect if

and only ifR is perfect andG is finite.
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