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ABSTRACT

TUNNELING IN POLYMER QUANTIZATION AND QUANTUM ZENO EFFECT

Polymer quantization is a non-standard and exotic representation of the canonical

commutation relations which is introduced in the context of loop quantum gravity to in-

vestigate the low energy limit of this non-perturbative quantization of gravity. It is one

of the representations of the Weyl-Heisenberg algebra which is inequivalent to the standard

Schrödinger representation. Since this representation is inequivalent to Schrödinger mechan-

ics, by Stone-von Neuman uniqueness theorem there should not be a one to one correspon-

dence between the operators of the two representations. It turns out that, one can not define

the position and momentum operators simultaneously in this construction. In this work, we

use the standard position operator and a second operator which is the analog of p̂. To define

an operator similar to the momentum operator p̂, one needs to use a regularization length

scale which can not be removed and stays as a free parameter in the theory. This free param-

eter is interpreted to descend from the fundamental discreteness of space in loop quantum

gravity.

As another application of the polymer quantization scheme, in this work we investi-

gate the one dimensional quantum mechanical tunneling phenomenon from the perspective

of polymer representation of a non-relativistic point particle, derive the transmission and

reflection coefficients and show that they add up to one which is the requirement of proba-

bility conservation. Since any tunneling phenomenon inevitably evokes a tunneling time we

attempt an analytical calculation of tunneling times by defining an operator well suited in

discrete spatial geometry. We expand our time expression in a Maclaurin series around zero

polymer length scale and arrive at results which hint at appearance of the Quantum Zeno

Effect in polymer framework. Quantum Zeno effect is the inhibition of a quantum system

from making a transition from an initial state to a final state. And in summary, as a result of

our work we can say that discretization of space leads to the Quantum Zeno effect.
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ÖZET

POLİMER KUANTİZASYONUNDA TÜNELLEME ve KUANTUM ZENO ETKİSİ

Polimer kuantizasyonu gravitenin tedirgemesiz kuantizasyonunun düşük enerji lim-

itlerini araştırmak için loop kuantum gravite bağlamında ortaya konmuş, kanonik komütas-

yon bağıntılarının standart dışı ve egzotik bir temsilidir. Bu, Weyl-Heisenberg cebirinin

Schrödinger temsiline eşdeğer olmayan temsillerinden biridir. Bu temsil Schrödinger meka-

niğine eşdeğer olmadığından, Stone-von Neuman özgünlük teoremine göre her iki temsilin

operatörleri arasında birebir karşılıklılık olmamalıdır. Görülmüştür ki, bu yapıda konum

ve momentum operatörleri aynı anda tanımlanamaz. Bu çalışmada biz standart konum op-

eratörünün yanı sıra momentum operatörünün benzeri olan ikinci bir operatör kullanıyoruz.

Momentum operatörüne benzer bir operatör tanımlamak için, teorinin serbest parametresi

olarak kalıp kaldırılamayan düzenleyici bir uzunluk skalasına ihtiyaç vardır. Bu serbest

parametrenin, loop kuantum gravitedeki uzayın temel parçalı yapısından kaynaklandığı dü-

şünülür.

Polimer kuantizasyon planının bir başka uygulaması olarak, bu çalışmada biz bir

boyutlu kuantum mekaniksel tünelleme olayını göreli olmayan bir parçacığın polimer temsili

bakış açısıyla inceleyerek iletim ve yansıma katsayılarını çıkarıp bu katsayıların toplamının

olasılık korunumunun gerektirdiği gibi bire eşit olduğunu gösteriyoruz. Herhangi bir tünelle-

me olayı kaçınılmaz olarak akıllara tünelleme zamanını getirdiğinden parçalı uzay geometri-

sine çok uygun bir zaman operatoru tanımlayarak analitik olarak tünelleme zamanı hesapla-

maya girişiyoruz. Zaman ifademizi sıfır polimer uzunluk skalası etrafında Maclaurin seri-

sine açarak Kuantum Zeno etkisinin polimer sisteminde varoluşuna işaret eden sonuçlara

ulaşıyoruz. Kuantum Zeno etkisi bir kuantum sisteminin bir ilk durumdan son duruma

geçiş yapmasını kısıtlamadır. Özet olarak, çalışmamızın sonucunda uzayın parçalı yapıya

kavuşturulması Kuantum Zeno etkisine yol açar diyebiliriz.
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CHAPTER 2. TUNNELING IN SCHRÖDINGER AND POLYMER SCHEMES . . . . 10

2.1. A Brief History of Tunneling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2. Tunneling and the Uncertainty Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3. Tunneling in Schrödinger Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3.1. Region 1: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3.2. Region 2: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3.3. Region 3: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3.4. Transmission and Reflection Coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4. Tunneling in Polymer Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4.1. Region 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4.2. Region 2: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.4.3. Region 3: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.4.4. Transmission and Reflection Coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

CHAPTER 3. TUNNELING-TIME AND QUANTUM ZENO EFFECT . . . . . . . . . . . . . . 27

3.1. Tunneling-time in Polymer Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2. Introduction to the Quantum Zeno and Anti-Zeno Effects . . . . . . . . . . . . . 35

3.3. Quantum Zeno and Anti-Zeno Effects in Polymer Representation . . . . 43

CHAPTER 4. CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

vi



APPENDICES

APPENDIX A. SUPPLEMENTARY INFORMATION ON WEYL ALGEBRA . . . . . . . 52

APPENDIX B. SUPPLEMENT TO TUNNELING IN POLYMER FRAMEWORK . . 55

vii



LIST OF FIGURES

Figure Page

Figure 2.1. Potential profile and propagation directions of the incident, reflected and

transmitted waves. This figure is from [45] with a couple of additions. . . . . . 16

Figure 2.2. Shape of the potential barrier used to examine tunneling in polymer frame-

work. Note that the barrier width is divided into discrete pieces of length

µ0, which is called the fundamental length scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Figure 3.1. Quantum Zeno effect illustrated for a system which is subjected to five

consecutive von Neuman projections in one second. This figure is from the

review [22] by Saverio Pascazio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Figure 3.2. Survival probability of an unstable state. The three distinct regimes of

quantal evolution are marked. This figure is from the review [22] by Save-

rio Pascazio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Figure 3.3. Observation of the Quantum Zeno effect in the experiment [39]. . . . . . . . . . . . 43

Figure 3.4. Observation of the Quantum Anti-Zeno effect in the experiment [39]. . . . . . 44

Figure 3.5. Tunneling time against polymeric length scale. Discretization of position

leads to Zeno effect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Figure 3.6. Reflection coefficient against polymeric length scale. . . . . . . . . . . . . . . . . . . . . . . . 45

Figure 3.7. Transmission coefficient against polymeric length scale. . . . . . . . . . . . . . . . . . . . . 45

viii



CHAPTER 1

INTRODUCTION

Quantizing gravity is probably the most challenging problem confronting today’s

theoretical physicists. Loop Quantum Gravity (LQG) is one of the formalisms pursued by

physicists to reach this goal, and it has been quite successful in incorporating the background

independent character demanded by general relativity. However, deep conceptual and practi-

cal differences between the background independent description and low energy description

make it difficult to show that the former turns into the low energy description smoothly.1

That’s exactly where the Polymer quantization comes into play. Polymer representation is a

quantization scheme which is a low energy limit of LQG. It is a program initiated to inspect

and resolve some conceptual problems in LQG in toy model settings.

Polymer quantization approach has been used to study the features arising in loop

quantum gravity [2, 3] and especially loop quantum cosmology (LQC) [4, 5] since polymer

framework and LQC have the same configuration space [6]. This quantization scheme has

been applied to toy models such as a free particle in one dimension [2] and simple harmonic

oscillator [2, 7, 8]. 2 Galilean symmetries have been investigated [9], continuum limit of

polymer quantum systems has been explored [10, 11], singular potentials such as 1/r [12]

and 1/r2 [13] have been studied and it has been shown that polymer quantization leads to a

modified uncertainty principle [14]. Furthermore, statistical thermodynamics of a solid and

ideal gas have been studied in [15] and Bose-Einstein condensation has been investigated

in [16]. Entropies in the polymer and standard Schrödinger hilbert spaces are analysed and

they are shown to converge in the limit of vanishing polymer scale [17].

Tunneling is a purely quantum phenomenon that is caused by the uncertainty princi-

ple. Inspired by the fact that uncertainty principle gets modified in the framework of polymer

quantum mechanics [14]; in this work we study the tunneling of a non-relativistic quantum

particle through a rectangular barrier in polymer quantization. The reason why we choose a

rectangular barrier is that, one can decompose any type of potential into infinitesimal rectan-

gular potential barriers.

1See [1] for an analysis in this direction.
2[8] stands out of the previous works on harmonic oscillator in that it conveys that the spectrum of the

oscillator consists of bands similar to periodic potentials.
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Tunneling time is the phenomenon that inevitably comes to one’s mind along with

tunneling. It has been bothering physicists for decades since the works of Condon in 1930

[18] and MacColl in 1932 [19] for reasons that time is not represented by an operator in

quantum mechanics [20] and classically tunneling time is imaginary [21]. Hence, we embark

on calculating tunneling times by defining a time operator which is odd when we consider

the fact that time is just a parameter in quantum mechanics without an operator counterpart.

The next concept that we consider in this work is the relation of this tunneling time

to the Quantum Zeno Effect (QZE). QZE is a phenomenon which gathers a lot of interest

among physicists and general public alike simply because it gives the impression that time

can be stopped. In this thesis, we will not dwell too deeply on the details of QZE since

there is a good deal of literature out there that may be consulted such as [22–29]. QZE may

be defined simply as the inhibition of a quantum system’s time evolution by frequent mea-

surements of the system’s state. This means that by frequent measurements you restrain the

system from making a transition from an initial state to a final state and in a sense , in the limit

of infinitely many measurements in a finite time interval, the system’s evolution is confined

in a small subspace of the Hilbert space. The principle idea that led Misra and Sudarshan

in [30] to predict the viability of the Quantum Zeno Effect is that unstable quantum systems

were expected to exhibit a short-time non-exponential decay law. It was realized that, con-

trary to the classical heuristic exponential decay law, quantum systems follow three distinct

decay phases. The short-time phase is a quadratic one, the intermediate phase is the expo-

nential decay and the long-time phase follows a power law. Misra and Sudarshan proposed

that if frequent measurements are made in the short-time phase of the decay and if these

measurements are ideal in the sense that they are von Neumann measurements which are

represented by one-dimensional projectors; after each measurement the state of the system

is projected back to the initial state, as a result time evolution of the system is slowed down

and eventually comes to a halt. In recent years, it has been predicted that one may observe

an increase in the decay rates of unstable systems as a result of frequent measurements if the

frequency of observations is properly adjusted and in literature this phenomenon is referred

to as the Quantum Anti-Zeno Effect (AZE) [31, 32]. The validity of Quantum Zeno and anti-

Zeno effects are now both established. Experimental evidence for the non-exponential decay

in quantum tunneling was reported in [33], AZE and QZE are experimentally confirmed in

works like [34–38]. In [39] Quantum Zeno and anti-Zeno effects are simultaneously reported

to be observed.

In works on QZE and AZE, it is stated that decay rates depend on the frequency of

2



the measurements made on the system [40]. If the frequency of the observations is such that

you measure the system’s state each and every time in the short-time phase of the decay then

the decay rate drops; on the contrary, if the measurement frequency is such that you observe

the system right at the point where the decay rate changes character , i.e. the point where the

short-time phase gives way to the exponential phase, the decay accelerates.

Following this lead, we analyse our tunneling time expression to discover the fin-

gerprints of QZE and AZE. In our work, the parameter that effectively plays the role of

frequency of measurements is the polymer length scale. Altering this free parameter of the

theory we examine the change in tunneling times.

This work consists of three main parts. In the first, a review of the polymer particle

representation is given. In the second, tunneling problem is analyzed in both the Schrödinger

and the polymer particle schemes. Finally, in the last part, we consider tunneling times and

arrive at rather interesting results regarding the validity of the Quantum Zeno effect in the

framework of polymer quantization.

1.1. Review of the Polymer Particle Description

In this section, we give a brief outline of the formulation and the notations of the

polymer particle description; the details can be found in [2]. The system under consideration

is a non-relativistic particle moving on the real line R.

1.1.1. Weyl-Heisenberg Algebra

According to Dirac’s procedure, the first step in constructing a quantum theory from

a classical one is to define a quantization rule or algebra that replaces the Poisson bracket of

observables by the commutator of the operators which are the counterparts of observables in

the quantum theory. The classical particle is the simplest physical system whose states are

defined through the algebra obtained as the sup-norm closure of the polynomial algebra gen-

erated by position and momentum. Following the Dirac procedure, the quantum particle is

defined by an algebra of observables generated by position and momentum operators which

satisfy the Heisenberg canonical commutation relations

[x̂, p̂] = i~, [x̂, x̂] = 0, [p̂, p̂] = 0;

3



where we have considered one spatial dimension for simplicity. The canonical commutation

relations given above imply that position and momentum can not be self-adjoint elements of

a C*-algebra, since they can not be given a finite norm. In order to overcome this technical

difficulty, a solution is put forward by Weyl, which involves the use of a polynomial algebra

generated by the exponentiated position and momentum operators. This algebra is called

the Weyl-Heisenberg algebra since the group associated to this algebra is the Heisenberg Lie

group.

In Weyl-Heisenberg algebra [41], one associates a Weyl operator Ŵ (ζ) (which will

turn out to be the product of exponentiated position and momentum operators) to each com-

plex number ζ and in return Ŵ (ζ) generates a vector space W. A product, called the Weyl

relation, is introduced on W via:

Ŵ (ζ1)Ŵ (ζ2) = e
i
2
Im(ζ1ζ̄2)Ŵ (ζ1 + ζ2) (1.1)

and an involution to ensure the unitarity of operators via:

Ŵ ∗(ζ) = Ŵ (−ζ). (1.2)

Generally, physicists introduce a length scale d and split Ŵ (ζ) as follows 3 :

Ŵ (ζ) = e
i
2
λµÛ(λ)V̂ (µ) (1.3)

where

ζ = λd + i µ
d

; Û (λ)≡ Ŵ (λd) and

V̂ (µ)≡ Ŵ (i µ
d
).

The one parameter unitary operators Û (λ) and V̂ (µ) satisfy the following relations,

• Û (λ1)Û (λ2)= Û (λ1 +λ2)

• V̂ (λ1)V̂ (λ2)= V̂ (λ1 +λ2)

• Û (λ)V̂ (µ) = e−iλµ V̂ (µ)Û (λ)

which are called the Weyl commutation relations3 and represent the form taken by the

Heisenberg commutation relations in terms of Weyl operators Û(λ) and V̂ (µ).

3Please refer to Appendix A.1 for the derivation.
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1.1.2. The Schrödinger Representation

According to the von Neuman uniqueness theorem [42], all the regular irreducible

representations of W are unitarily equivalent to the standard Schrödinger representation.

The regularity condition is an extremely mild request and is standard in the theory of repre-

sentations of Lie algebras. The regularity condition reads as follows. A representation of the

Weyl-Heisenberg algebra is regular if the representations of the unitary operators Û(λ) and

V̂ (µ) are strongly continuous in λ and µ respectively.

For unitary operators in a Hilbert space, strong continuity is equivalent to the weaker

condition of weak continuity. In the case of separable spaces, weak continuity is in turn

equivalent to the property that the matrix elements of the one parameter unitary operators

Û(λ) and V̂ (µ) are Lebesgue measurable functions. This is a manifestation of how reason-

able the regularity condition is.

In light of all these, Ŵ (ζ) is represented via:

Ŵ (ζ)ψ(x) = e
i
2
αβeiαxψ(x+ β) (1.4)

where ζ = α+iβ. This implies that

Û(λ)ψ(x) = eiλxψ(x); (1.5)

V̂ (µ)ψ(x) = ψ(x+ µ) (1.6)

for all ψ ∈ HSch.

By Stone’s theorem on one parameter groups of strongly continuous unitary opera-

tors, regularity is equivalent to the existence of the generators of the Weyl operators, namely

x̂ and p̂, as self-adjoint unbounded operators in H. Furthermore, one can show that they have

a common invariant dense domain. Thus, regularity allows to reconstruct the Heisenberg

algebra from the Weyl algebra.

The one parameter unitary groups Û (λ) and V̂ (µ) are weakly continuous in the pa-

rameters λ and µ. This ensures that there exist self-adjoint operators x̂ and p̂ on HSch such

that

Û(λ) : = eiλx̂, (1.7)

V̂ (µ) : = e
iµ
~ p̂. (1.8)

5



The Hilbert space of Schrödinger representation is HSch = L2(Rs, dsx), where s =

space dimension.

In terms of momentum wave functions ψ(k), we have

Û(λ)ψ(k) = ψ(k − λ); (1.9)

V̂ (µ)ψ(k) = eiµkψ(k). (1.10)

It is obvious that Û(λ) and V̂ (µ) are unitary operators in HSch and that they define a strongly

continuous representation of the Weyl C*-algebra :

Û(λ)V̂ (µ)ψ(x) = eiλxψ(x+ µ), (1.11)

V̂ (µ)Û(λ)ψ(x) = eiλ(x+µ)ψ(x+ µ),

Û(λ)Û(µ)ψ(x) = Û(λ+ µ)ψ(x),

V̂ (λ)V̂ (µ)ψ(x) = V̂ (λ+ µ)ψ(x).

1.1.3. The Polymer Particle Representation

The Schrödinger representation is the only irreducible representation of the Weyl

algebra in which the Weyl operators Û(λ) and V̂ (µ) are continuous functions of λ and µ

with respect to weak operator topology.

There are many irreducible representations where this condition on weak continu-

ity is not met. One example of these representations is the Polymer representation. In this

construction the operator V̂ (µ) is not weakly continuous in the parameter µ due to the dis-

crete structure assigned to the space; hence there does not exist a one to one correspondence

between V̂ (µ) and a self-adjoint operator p̂ such that V̂ (µ) = exp[ iµ~ p̂]. 4

The next step in the quantization is to find a concrete Hilbert space. The central

difference between Schrödinger and polymer quantization is the choice of a non-seperable

Hilbert space Hpoly. The polymeric Hilbert space is constructed as follows: First, a graph

γ is chosen so that it consists of a countable set {xi} of points on the real line without ac-

cumulation points. Next, we denote by Cylγ the vector space of complex valued cylindrical

4See [43], which analyzes the non-existence of the momentum operator in a context where Bohr’s comple-
mentarity principle is equivalent to the existence of representations of CCRs.
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functions f(k) of the type

f(k) =
∑
j

fj exp[−ixjk] (1.12)

on R, where xj are real and fj are complex numbers with a suitable fall off. The functions

f(k) are said to be cylindrical with respect to a graph γ. If we consider all possible graphs

γ, where the number and locations of the points can vary from one graph to another, then

Cyl=
⋃
γ Cylγ is the infinite dimensional vector space of functions cylindrical with respect

to some graph γ. Then, we introduce a Hermitian inner product on Cyl by demanding that

the basis elements exp[−ixjk] are orthonormal:

〈e−i ~xi.~k|e−i ~xj .~k〉 = δ~xi, ~xj .

The polymer particle Hilbert space Hpoly of the polymer representation is the Cauchy

completion of Cyl with respect to the inner product defined above and it can compactly be

written as Hpoly = L2(Rd, dµd) with dµd the corresponding Haar measure and Rd the real

line endowed with discrete topology. Hpoly consists of functions Ψ on the real line which

vanish up to a countable subset and satisfy the condition∑
x∈R

|Ψ(x)|2 <∞, (1.13)

and the scalar product defined by

(Ψ,Φ) =
∑
x∈R

Ψ(x)Φ(x) . (1.14)

The Weyl-Heisenberg algebra on Hpoly is represented in the same way as in the Schrödinger

representation.

Ŵ (ζ)f(k) = e
i
2
λµÛ(λ)V̂ (µ)f(k) (1.15)

where ζ = α+iβ and the action of Û (λ) and V̂ (µ) is given by:

Û(λ)f(k) = f(k − λ), (1.16)

V̂ (µ)f(k) = eiµkf(k). (1.17)

If we associate a ket |xj〉with the basis elements exp[−ixjk] we can express exp[−ixjk] as a

generalized scalar product (k, xj) = e−ixjk. Then |xj〉 is an orthonormal basis and the action

of Û (λ) and V̂ (µ) is given by

Û(λ)|xj〉 = eiλxj |xj〉, (1.18)

V̂ (µ)|xj〉 = |xj − µ〉. (1.19)

7



Û (λ) is weakly continuous in λ whence there exists a self-adjoint operator x̂ onHpoly

with Û (λ)= exp[iλx̂]. Its action can be expressed as x̂|xj〉 = xj|xj〉. However, V̂ (µ) fails

to be weakly continuous in µ because no matter how small µ is, V̂ (µ)|xj〉 and |xj〉 are

orthogonal to one another, i.e.

lim
µ→0
〈xj|V̂ (µ)|xj〉 = 0 while V̂ (µ = 0) = 1 and 〈xj|xj〉 = 1.

Thus there is no self-adjoint operator p̂ on Hpoly satisfying V̂ (µ) = exp[iµ~ p̂]. Since there

does not exist a momentum operator, position x̂ and the translation operator V̂ (µ) are the

main operators that are used in the construction of the polymer representation. These two

operators satisfy the commutation 5:

[x̂, V̂ (µ)] = −µV̂ (µ). (1.20)

We now discuss the dynamics of Polymer representation:

The analog of the Schrödinger momentum operator is defined in this construction as

p̂ = ~K̂µ0 , where K̂µ0 = V̂ (−µ0)−V̂ (µ0)
−2iµ0

.6 The generic classical Hamiltonian is of the form

H = p2

2m
+W (x) .

Since x̂ is well-defined, the main problem is that of defining the operator analog of p̂2

and thereby regularizing the Hamiltonian. For this purpose, we use the definition p̂ = ~K̂µ0

and obtain the Hamiltonian in terms of K̂µ0 as

Ĥµ0 =
~2

2m
K̂2
µ0

+ Ŵ (x̂) (1.21)

then we calculate the square of K̂µ0

K̂2
µ = − 1

4µ2

[
V̂ (µ)− V̂ (−µ)

] [
V̂ (µ)− V̂ (−µ)

]
(1.22)

using the additivity property of the translation operator we get

K̂2
µ = − 1

4µ2

[
V̂ (2µ)− V̂ (0)− V̂ (0) + V̂ (−2µ)

]
(1.23)

and then we obtain

K̂2
µ =

1

4µ2

[
2− V̂ (2µ)− V̂ (−2µ)

]
(1.24)

then we make the change 2µ→ µ0 and get the result

K̂2
µ0

=
1

µ2
0

[
2− V̂ (µ0)− V̂ (−µ0)

]
. (1.25)

5Please refer to Appendix A.1 for the derivation.
6Please refer to Appendix A.1 for the derivation.
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The square of the momentum operator can alternatively be calculated directly from the ap-

proximation

e
iµ0p̂
~ + e

−iµ0p̂
~ ≈ 2− µ2

0p̂
2

~2
, for p̂� ~

µ0

. (1.26)

Replacing the exponentials directly by the translation operators V̂ (µ0) and V̂ (−µ0) respec-

tively we obtain

p̂2 =
~2

µ2
0

[
2− V̂ (µ0)− V̂ (−µ0)

]
. (1.27)

After all these (1.21) takes the form:

Ĥµ0 =
~2

2mµ2
0

[
2− V̂ (µ0)− V̂ (−µ0)

]
+ Ŵ (x̂). (1.28)

The energy eigenvalue problem Ĥµ0ψ = Eψ takes the form of a second order differ-

ence equation in the position representation:

ψ(x+ µ0) + ψ(x− µ0) =
[
2 − 2mµ2

0

~2
(E −W (x))

]
ψ(x) (1.29)

as follows from (1.19). 7

7See [44] for details.
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CHAPTER 2

TUNNELING IN SCHRÖDINGER AND POLYMER

SCHEMES

2.1. A Brief History of Tunneling

Tunneling is one of the most mysterious phenomena of quantum mechanics but at the

same time it is such a basic and important process that it occurs in all quantum systems in

nature from the nucleo-synthesis in stars down to the evolution of the early universe. In one

sentence we can define tunnel effect as the penetration of matter waves and the transmission

of particles through a classically forbidden region of space, viz a high potential barrier. From

the very beginning quantum tunneling has remained a hot topic with a host of applications

and been a fertile research ground considering the number of Nobel prizes in physics awarded

for tunneling related works.

Louis de Broglie’s introduction , in 1923, of the fundamental hypothesis that matter

may be endowed with a dualistic nature, namely particles may also have the characteristics

of waves led to two different inspirations. The first was the realization that, in analogy with

light waves, matter waves presumably would also penetrate and be transmitted through clas-

sically forbidden regions. The second was the invention of the Schrödinger’s wave equation,

whereby a particle is assumed to be represented by a solution to this equation, to wit the

wave function. The continuous nonzero nature of the wave functions, even in regions where

the kinetic energy becomes negative, implies an ability to penetrate through such regions and

a probability of tunneling from one classically allowed region to another. Let us elaborate

on that first inspiration a little more.

According to de Broglie’s hypothesis a particle has a wavelength inversely propor-

tional to its velocity. This implies that a particle of energy E incident on a region of potential

energy V enters a medium of index of refraction

n =

√
E − V
E

. (2.1)

Under normal circumstances, when the energy of the particle is greater than the po-

tential, so that the index of refraction is real, the medium is dispersive and classically al-
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lowed, but in classically forbidden regions where the particle’s total energy is less than the

potential, i.e. E < V , the kinetic energy of the particle becomes negative and at the same

time the index of refraction defined above turns in to an imaginary number. We have an

analogous situation in optics, viz the penetration of light through a thin reflecting metallic

layer signals an imaginary index of refraction.

A similar phenomenon is observed in total internal reflection in optics. During total

internal reflection, at the interface of two transparent media there appears an evanescent light

wave which can not be accounted for using geometric optics. In the less dense medium, the

normal component of the propagation vector is imaginary and the amplitude of the wave

decreases exponentially rather than displaying an oscillatory behaviour. If a second medium

of index of refraction higher than the first one is within reach of this evanescent wave, an

attenuated part of the incident wave can be transmitted and this whole process is termed

frustrated total internal reflection in literature.

Making an analogy with frustrated total internal reflection, physicists expected to

observe a similar barrier penetration process for matter waves but a quantitative analysis of

this tunneling effect had to await Schrödinger’s wave equation and Max Born’s probabilistic

interpretation of the solutions to this equation.

Shortly after the advent of Schrödinger’s wave equation, Friedrich Hund was the first

to use quantum mechanical tunneling in explaining the theory of molecular spectra in a series

of papers in 1927. The first paper of this series deals with the splitting of the ground state

of a molecule. An outer electron moving in an atomic potential with two or more minima

separated by classically impenetrable barriers was the case that tunneling was applied to by

Hund. He was primarily concerned with characterizing the electronic energy eigenfunctions

in terms of the quantum numbers of the system for the limiting cases of bounded and widely

separated atoms. By means of tunneling he explained the sharing of an electron between

the atoms of the molecule represented by potential wells and made the distinction between

classical and quantum orbits, i.e. he discussed the basics of covalent binding. In the third

paper of the series, Hund discussed the superposition of ground states of a molecule and

showed that tunneling is the reason for the non-stationary character of this superposed state.

Building on his first paper, he realized the omnipresence of reflection symmetric potentials

with classically impenetrable barriers. The stationary states of these potentials are either odd

or even functions of the relative coordinates of the constituent atoms. The superposed state

composed of an even ground state and odd first excited state is non-stationary by character

and oscillates back and forth between the classical equilibrium positions. In this paper,
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Hund calculated also the reciprocal tunneling rate and showed that transitions between chiral

isomers are improbable for biological molecules.

Hund’s work was related to tunneling between bound states. Tunneling between un-

bound states with continuum energy eigenvalues was first considered by Lothar Nordheim in

1927. In his work Nordheim discussed the thermionic emission of electrons from a heated

metal and reflection of electrons from metal surfaces. Utilizing Arnold Sommerfeld’s elec-

tron theory of metals and modeling the surface of the metal which confines the electrons as

a steep potential rise, he calculated the wave function and discovered that for particle en-

ergies near the top of the barrier there is a finite probability of either transmission through

the barrier or reflection, although classically there would be only one or the other. For rect-

angular potential barriers, he noted that an electron whose energy is insufficient to go over

the barrier classically can still tunnel through it quantum mechanically, whereas classically

it will always be reflected back. Although he realized the possibility of tunneling, at the end

of his calculations Nordheim thought that tunneling would be of little physical significance

because the transmission coefficients he got was very small unless the barrier is a few atoms

thick. With this work Nordheim extended the case of tunneling between bound states first

noticed by Hund to the case of tunneling between continuum states.

In 1928, physicists believed that tunneling could occur if the barrier is distorted by

application of an external electric field. Oppenheimer was the first to examine this situation

in the case of the electron in a hydrogen atom exposed to a high uniform electric field.

He used Dirac’s bra-ket notation and time dependent perturbation theory to calculate the

matrix elements between discrete energy eigenstates of the unperturbed hydrogen atom and

the continuum energy states of the electron in a uniform field. He observed that even if the

total energy is less than the potential, the matrix elements are non-zero; for the there is an

overlap of wave functions in classically forbidden regions. As a continuation of this work

he submitted an analysis of Millikan’s experiments on field emission from cold metals to

the National Academy of Sciences on March 28 of the same year. But both of his works

were criticized since he used linearly dependent unperturbed energy eigenfunctions in the

expansion of the wave function of the system; so interpretation of expansion coefficients as

probability amplitudes is questionable.

Although Oppenheimer’s discussion of cold emission was three dimensional and

physically sophisticated, because of the questionable interpretation of probability ampli-

tudes, Fowler and Nordheim decided to attack the same problem de novo. They based their

treatment on a one-dimensional triangular barrier model of the surface of the metal and con-
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sidered a uniform electric field applied perpendicular to the surface plane of the metal. In

this work they made a rigorous analysis of the dependence of the cold-emission current on

the external field strength and the work function of the metal.

Another application of tunneling in those years came with the theories on alpha de-

cay. The theory of alpha radioactivity based on quantum tunneling was first proposed by

Gamow. After reading the paper of Ernest Rutherford about the puzzle surrounding Geiger’s

1921 experiments on scattering alpha particles from uranium, Gamow immediately saw the

opportunity to apply the newly born quantum theory of tunneling to this phenomenon to ex-

plain the enormous range of decay rates and more importantly the possibility of emission for

alpha particles whose energy is less than the Coulomb barrier of the uranium nucleus.

During his scattering experiments with alpha particles from radioactive polonium-

212, Geiger confirmed the presence of the repulsive Coulomb potential in uranium up to a

height of at least 8.57MeV . But in the mean time it was also known that uranium-238 emits

alpha particles with energies less than half of this potential energy value. This posed a seri-

ous conundrum for physicists if the alpha particles were to be assumed to pass over the top

of the Coulomb potential profile for emission into continuum. A lot of unsuccessful attempts

were made before Gamow attacked the same problem. Gamow decided to take up this puzzle

after he arrived at Göttingen from the Soviet Union. His first attempt was a failure because

in that he assumed that the alpha particle is a point particle located in the Coulomb field

of the nucleus. He found a continuous spectrum for the emitted alpha particle energies and

this was in contrast with the empirical fact that there are certain characteristic energies with

which the particles are emitted. Later Gamow thought of combining the attractive nuclear

forces with the repulsive Coulomb force to get an effective barrier for the alpha particle to

tunnel through. He solved the Schrödinger equation with this potential and imposed the out-

going wave boundary condition. The outcome of this calculation revealed that this boundary

value problem does not have a solution for real energies but for complex energies it does.

Interpreting the complex part of the energy as the decay width he obtained the Geiger-Nuttel

formula which relates the decay width with the emitted particle energies.

A day after Gamow’s submission, Gurney and Condon submitted their paper on al-

pha decay to Nature also utilizing quantum mechanical tunneling. They published a longer

exposition of this work in The Physical Review in February 1929. During their work Gurney

and Condon realized that it is not essential to know the explicit form of the potential inside

the nucleus, they only had to assume that it becomes zero at a distance of nuclear radius.

Using the WKB approximation they found the solution to the Schrödinger equation for the
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radial part of the wave function with the condition that the amplitude of it must be large

inside and small outside the nucleus. From this solution they obtained the decay width and

the energy of the emitted alpha particle.

The common factor in all these quantum mechanical theories were that they could ac-

count for two important features of the alpha decay easily. First, because quantum mechanics

is intrinsically probabilistic it was easy to understand the statistical character of alpha decay

with its constant transition rate and exponential decay. Second, the theories could account

for the functional relationship between the rate of decay and particle emission energies and

they yielded results that were in semi-quantitative agreement with the experiments.

After the second Wold War, the quantum mechanical tunneling evolution continued

with discovery of various tunneling phenomena and invention of various devices based on

tunneling such as tunneling diode of Esaki (1957) and Josephson junctions (1962).

2.2. Tunneling and the Uncertainty Principle

We will devote this section to an investigation as to why tunneling is exclusively a

quantum phenomenon and does not have a counterpart in classical physics. On the face of it,

tunneling of a particle through a barrier looks like a paradoxical problem, since if the height

of the potential barrier is greater than the total energy of the particle

E =
p2

2m
+ V (x) (2.2)

then inside the barrier region the kinetic energy of the particle, i.e. the first term in (2.2), is

negative and momentum p is imaginary; but being an observable, momentum must be real.

Our way of thinking in terms of classical physics is at the root of this apparent paradox. We

naively assume that at each instant of particle’s motion we know the kinetic and potential

energies of the particle simultaneously and separately. This amounts to being able to assign

values to the position and momentum of the particle at the same time but this is a direct

violation of the uncertainty principle.

If we determine the position of the particle inside the barrier, according to the un-

certainty principle its momentum is uncertain by an amount
√

(∆p)2. Thus if we know the

coordinate of the particle to be x, then its total energy cannot be E. Since the probability of

tunneling through the barrier is proportional to

exp

[
−2

~

∫ L

0

√
2m{V (x)− E} dx

]
, (2.3)
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if there is a significant chance for the particle to tunnel we should have

2
√

2m(Vmax − E)L ≈ ~ . (2.4)

Applying the uncertainty principle and noting the fact that in order to locate the particle

inside the barrier the uncertainty in position should be less than the barrier width , we get the

uncertainty in momentum to be

(∆p)2 =
~2

4(∆x)2
=

~2

4L2
. (2.5)

Substituting L from (2.4) we find

(∆p)2

2m
= Vmax − E . (2.6)

What this means is that, inside the barrier a local kinetic energy of at least the difference

between the height of the barrier and the total energy of the particle is provided to the particle

by the uncertainty principle.

All these arguments give us enough evidence to claim that tunneling is a quantum

phenomenon.
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2.3. Tunneling in Schrödinger Representation

In this section we will investigate the tunneling problem in the Schrödinger represen-

tation. This is a rather basic problem that is treated in almost any introductory text book in

quantum mechanics such as [45, 46]. The reason that we include it in this work is that we

want the reader to see the similarities and differences between the two inequivalent repre-

sentations of the Weyl-Heisenberg algebra in a concrete example.

Consider the motion of a particle in a potential which has the form of the rectangular

barrier shown in Figure 2.1. According to classical mechanics a particle incident upon this

barrier from the left with total energy E less than V0 would always be reflected back. Classi-

cally no particle can penetrate the barrier because inside the barrier it would have a negative

kinetic energy. However, quantum mechanical treatment of this problem leads to the con-

clusion that both reflection and transmission are possible with a non-vanishing probability.

Figure 2.1. Potential profile and propagation directions of the incident, reflected and
transmitted waves. This figure is from [45] with a couple of additions.

We analyse this problem by dividing the potential into three distinct regions and

solving the relevant eigen-value equations pertaining to these regions.
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2.3.1. Region 1:

In this region the particle is free because the problem we are studying is essentially a

one-dimensional scattering problem in which a particle interacts with a potential in a given

interval, i.e. inside the barrier. Therefore, the Hamiltonian is the free particle one and the

eigen-value equation reads

− ~2

2m

d2ψ1

dx2
= Eψ1. (2.7)

This equation can be rewritten as

d2ψ1

dx2
+ k2

1ψ1 = 0 (2.8)

where we have made the definition k2
1 = 2mE

~2 . The solution of this second order differential

equation is

ψ1(x) = Aeik1x +Be−ik1x (2.9)

where A and B are the amplitudes of incident and reflected waves but they are undetermined

coefficients for now.

2.3.2. Region 2:

Since this is the barrier interval, the Hamiltonian of the particle has an additional

potential term here.

Ĥ =
p̂2

2m
+ V̂0. (2.10)

The corresponding eigen-value equation is

− ~2

2m

d2ψ2

dx2
+ V0ψ2 = Eψ2. (2.11)

(2.11) can be rewritten as
d2ψ2

dx2
− 2m(V0 − E)

~2
ψ2 = 0. (2.12)

Making the definition k2
2 = 2m(V0−E)

~2 , we have

d2ψ2

dx2
− k2

2ψ2 = 0. (2.13)

The solution of (2.13) is

ψ2(x) = Cek2x +De−k2x. (2.14)
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As you can see the wave function in this region has an exponential decay character rather

than an oscillatory behaviour.

2.3.3. Region 3:

The Hamiltonian in this region is also the free particle Hamiltonian as for x < 0. The

eigen-value equation is the same as (2.7) but here the time-independent Schrödinger equation

does not have the reflected wave solution because there is nothing at large positive values of

x to cause a reflection. Hence the wave function in this region is

ψ3(x) = Eeik1x. (2.15)

2.3.4. Transmission and Reflection Coefficients

Combining the three regions the total wave function of the particle can be written as

ψ(x) =


ψ1(x) = Aeik1x +Be−ik1x, x ≤ 0

ψ2(x) = Cek2x +De−k2x, 0 < x < L

ψ3(x) = Eeik1x, x ≥ L.

The reflection and transmission coefficients are defined as

R =
|B|2

|A|2
, T =

|E|2

|A|2
. (2.16)

Using the continuity conditions for the wave function and its derivatives at the bound-

aries we calculate the transmission and reflection coefficients. For the first boundary, i.e.

x = 0, we have

ψ1(0) = ψ2(0), (2.17)

which gives

A+B = C +D. (2.18)

Equating the derivatives at x = 0

ψ̇1(0) = ψ̇2(0), (2.19)
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which leads to

ik1(A−B) = k2(C −D). (2.20)

For the second boundary, i.e. x = L, we have

Cek2L +De−k2L = Eeik1L, (2.21)

from

ψ2(L) = ψ3(L). (2.22)

The derivatives

ψ̇2(L) = ψ̇3(L), (2.23)

inturn give

k2(Cek2L −De−k2L) = ik1Ee
ik1L. (2.24)

From (2.21) and (2.24) we have the two coefficients

C =
E

2

(
1 + i

k1

k2

)
e(ik1−k2)L, (2.25)

D =
E

2

(
1− ik1

k2

)
e(ik1+k2)L. (2.26)

Plugging these two coefficients into (2.18) and (2.20) and solving the resulting two equations

for B
A

and E
A

we get

E

A
= 2e−ik1L

[
2 cosh(k2L) + i

(
k2

2 − k2
1

k1k2

)
sinh(k2L)

]−1

(2.27)

and

B

A
= −ik

2
1 + k2

2

k1k2

sinh(k2L)

[
2 cosh(k2L) + i

(
k2

2 − k2
1

k1k2

)
sinh(k2L)

]−1

. (2.28)

Absolute square of (2.27) and (2.28) give us the transmission and reflection coefficients

respectively. They read

T = 4

[
4 cosh2(k2L) +

(
k2

2 − k2
1

k1k2

)2

sinh2(k2L)

]−1

, (2.29)

R =

(
k2

1 + k2
2

k1k2

)2

sinh2(k2L)

[
4 cosh2(k2L) +

(
k2

2 − k2
1

k1k2

)2

sinh2(k2L)

]−1

. (2.30)

19



2.4. Tunneling in Polymer Representation

In this section, we will investigate the tunneling problem using the polymer repre-

sentation. The shape of the potential barrier is given below in Figure 2.2. As it is depicted in

the figure, we study the problem by dividing the potential into three regions. In each region

we solve the relevant eigenvalue equation and find the wave function in that region. In the

end, we apply the boundary conditions and calculate the transmission and reflection coeffi-

cients. A remark is in order about the potential profile here: the barrier width is assumed to

be L = Nµ0, where µ0 is the fundamental length scale in polymer representation and N is

an integer.

Figure 2.2. Shape of the potential barrier used to examine tunneling in polymer frame-
work. Note that the barrier width is divided into discrete pieces of length
µ0, which is called the fundamental length scale.

2.4.1. Region 1

In this region, the Hamiltonian takes the form of a free particle, namely :

Ĥ1 =
~2

2mµ2
0

[
2− V̂ (µ0)− V̂ (−µ0)

]
. (2.31)

Using the fact that xj = x0 + jµ0 and defining the state vectors in the polymer framework as

|ψ〉 =
∑

j∈Z ψ(xj)|xj〉 the eigenvalue equation Ĥµ0|ψ〉 = E|ψ〉 takes the form:

~2

2mµ2
0

[
2ψ(xj)− ψ(xj − µ0)− ψ(xj + µ0)

]
= Eψ(xj). (2.32)
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After making the redefinition xj ≡ j + 1 we obtain

~2

2mµ2
0

[
2ψ(j + 1)− ψ(j)− ψ(j + 2)

]
= Eψ(j + 1). (2.33)

collecting the terms, equation (2.33) becomes:

ψ(j + 2)−
(

2− 2mEµ2
0

~2

)
ψ(j + 1) + ψ(j) = 0 . (2.34)

The solution of this second order difference equation is proposed to be

ψ(j) = a+r
j
+ + a−r

j
− (2.35)

where a± are constant coefficients and the roots of the characteristic equation

r2 −
(

2− 2mEµ2
0

~2

)
r + 1 = 0, (2.36)

r± , are given by:

r± =

(
1− mEµ2

0

~2

)
± 1

2

√
8mEµ2

0

~2

(
mEµ2

0

2~2
− 1

)
. (2.37)

Equation (2.37) can be written in the following simpler form; r± = ε±
√
ε2 − 1 where ε ≡(

1− mEµ20
~2

)
. In order to obtain physical solutions in Region 1 the roots of the characteristic

equation should be complex numbers; that is ε2 < 1. This leads to the idea that the minimum

length scale µ0 imposes a cut-off on the energy; namely we should have E < 2~2
mµ20

. Using

this fact, the wave function becomes

ψ(j) = a+

(
ε+ i
√

1− ε2
)j

+ a−

(
ε− i

√
1− ε2

)j
. (2.38)

We can write this equation in polar coordinates by defining

ε ≡ cos θ and
√

1− ε2 = sin θ .

The result becomes

ψ1(j) = a1(cos θ + i sin θ)j + a2(cos θ − i sin θ)j (2.39)

which is equal to

ψ1(j) = a1e
ijθ + a2e

−ijθ (2.40)
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where θ = arccos(ε). Plugging in the values of θ and ε, equation (2.40) becomes

ψ1(j) = a1e
ij arccos(1−mµ

2
0

~2 E) + a2e
−ij arccos(1−mµ

2
0

~2 E) . (2.41)

2.4.2. Region 2:

Inside the barrier region, the Hamiltonian takes the form:

Ĥ2 =
~2

2mµ2
0

[
2− V̂ (µ0)− V̂ (−µ0)

]
+ V̂0 (2.42)

The eigenvalue equation Ĥµ0|ψ〉 = E|ψ〉 becomes in this region

~2

2mµ2
0

[
2ψ(xj)− V̂ (µ0)ψ(xj)− V̂ (−µ0)ψ(xj)

]
+ V0ψ(xj) = Eψ(xj). (2.43)

Making the same redefinition as above, i.e. xj ≡ j + 1, this takes the form

2ψ(j + 1)− ψ(j)− ψ(j + 2)− 2mµ2
0

~2
(E − V0)ψ(j + 1) = 0 . (2.44)

Rearranging the terms we get

ψ(j + 2)−
(

2− 2m(E − V0)µ2
0

~2

)
ψ(j + 1) + ψ(j) = 0. (2.45)

The characteristic equation corresponding to this difference equation is

r2 −
(

2− 2m(E − V0)µ2
0

~2

)
r + 1 = 0. (2.46)

The roots of this characteristic equation are

r± = λ±
√
λ2 − 1 (2.47)

where

λ ≡
(

1− m(E − V0)µ2
0

~2

)
. (2.48)

For real and distinct roots λ2 > 1. In that case, the proposed solution of the difference

equation takes the form

ψ2(j) = b1(λ+
√
λ2 − 1)j + b2(λ−

√
λ2 − 1)j. (2.49)
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Which, by making the definition λ ≡ coshφ, becomes

ψ2(j) = b1e
jφ + b2e

−jφ (2.50)

where φ = arccosh
(

1− m(E−V0)µ20
~2

)
. Hence, the wave function in this region is

ψ2(j) = b1e
jarccosh

(
1−m(E−V0)µ

2
0

~2

)
+ b2e

−jarccosh

(
1−m(E−V0)µ

2
0

~2

)
. (2.51)

2.4.3. Region 3:

Region 3 has the same Hamiltonian as Region 1, namely equation (2.31). The char-

acteristic equation has the roots (2.37) and they are written compactly as r± = ε±
√
ε2 − 1 .

For complex roots, i.e. a physical wave function, we should have ε2 < 1 . The wave function,

as in the first region , is

ψ3(j) = c1e
ij arccos ε + c2e

−ij arccos ε (2.52)

but since on the right side of the barrier we should have only a right propagating wave, the

coefficient c2 of the second term must be zero. Hence, the wave function reduces to

ψ3(j) = c1e
ij arccos

(
1−mµ

2
0

~2 E

)
. (2.53)

2.4.4. Transmission and Reflection Coefficients

Conservation of probability current dictates that we equate the wave-functions and

their derivatives at the boundaries. At the left-end of the barrier,

ψ1(0) = ψ2(0) (2.54)

gives us

a1 + a2 = b1 + b2. (2.55)
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At the right-end

ψ2(N) = ψ3(N) (2.56)

returns

b1e
Narccosh(λ) + b2e

−Narccosh(λ) = c1e
iN arccos(ε). (2.57)

Derivatives of the wave function are calculated using the definition of derivative as a

limit. The derivative of the wave function of the first region at x = 0 is defined as

dψ1

dx

∣∣∣∣∣
x=0

=
ψ1(j = 0)− ψ1(j = −1)

µ0

. (2.58)

Setting j = 0 and j = −1 in (2.41), we obtain the following respectively

ψ1(j = 0) = a1 + a2 (2.59)

and

ψ1(j = −1) = a1e
−i arccos(ε) + a2e

i arccos(ε) . (2.60)

Inserting these in (2.58), results

dψ1

dx

∣∣∣∣∣
x=0

=
a1

(
1− e−i arccos(ε)

)
+ a2

(
1− ei arccos(ε)

)
µ0

. (2.61)

Following the same procedure for the wave function of the second region, we write the

derivative of the wave function of the second region at x = 0 as

dψ2

dx

∣∣∣∣∣
x=0

=
ψ2(j = 1)− ψ2(j = 0)

µ0

. (2.62)

Setting j = 1 and j = 0 in (2.51), we obtain the following two equations respectively

ψ2(j = 1) = b1e
arccosh(λ) + b2e

−arccosh(λ) (2.63)

and

ψ2(j = 0) = b1 + b2 . (2.64)

Inserting these in (2.62), results

dψ2

dx

∣∣∣∣∣
x=0

=
b1

(
earccosh(λ) − 1

)
+ b2

(
e−arccosh(λ) − 1

)
µ0

. (2.65)
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For the left end of the barrier we have

dψ2

dx

∣∣∣∣∣
x=L

=
ψ2(j = N)− ψ2(j = N − 1)

µ0

. (2.66)

Setting j = N and j = N − 1 in (2.51), we obtain the following two equations respectively

ψ2(j = N) = b1e
Narccosh(λ) + b2e

−Narccosh(λ) (2.67)

and

ψ2(j = N − 1) = b1e
(N−1)arccosh(λ) + b2e

−(N−1)arccosh(λ) . (2.68)

Inserting these in (2.66), results

dψ2

dx

∣∣∣∣∣
x=L

=
b1

(
earccosh(λ) − 1

)
e(N−1)arccosh(λ) + b2

(
e−arccosh(λ) − 1

)
e−(N−1)arccosh(λ)

µ0

.

(2.69)

The derivative of the wave function of the third region reads

dψ3

dx

∣∣∣∣∣
x=L

=
ψ3(j = N + 1)− ψ3(j = N)

µ0

. (2.70)

We have

ψ3(j = N + 1) = c1e
i(N+1) arccos ε (2.71)

and

ψ3(j = N) = c1e
iN arccos ε (2.72)

for the wave functions at j = N + 1 and j = N . When we plug these two equations into

(2.70) we obtain
dψ3

dx

∣∣∣∣∣
x=L

=
c1e

iN arccos ε (ei arccos ε − 1)

µ0

. (2.73)

Equating the derivatives of the wave function at the left and the right-ends, result in the

following equations respectively:

dψ1

dx

∣∣∣∣∣
x=0

=
dψ2

dx

∣∣∣∣∣
x=0

(2.74)

leads to

a1

(
1− e−i arccos(ε)

)
+ a2

(
1− ei arccos(ε)

)
= b1

(
earccosh(λ) − 1

)
+ (2.75)

b2

(
e−arccosh(λ) − 1

)
.
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dψ2

dx

∣∣∣∣∣
x=L

=
dψ3

dx

∣∣∣∣∣
x=L

(2.76)

gives

b1

(
earccosh(λ) − 1

)
e(N−1)arccosh(λ) + b2

(
e−arccosh(λ) − 1

)
e−(N−1)arccosh(λ) = (2.77)

c1

(
ei arccos(ε) − 1

)
eiN arccos(ε).

Solving equations (2.55), (2.57), (2.75) and (2.77) simultaneously we find the analyt-

ical expressions for the coefficients a1, a2, b1 and b2 in terms of the undetermined coefficient

c1:

a1 =
c1e

iN arccos(ε)

(e2arccosh(λ) − 1) (ei arccos(ε) − e−i arccos(ε))

(
e(3−N)arccosh(λ) (2.78)

− 4e(2−N)arccosh(λ) + 2ei arccos(ε)+(2−N)arccosh(λ) − 4ei arccos(ε)+(1−N)arccosh(λ)

+ e2i arccos(ε)+(1−N)arccosh(λ) + 4e(1−N)arccosh(λ) + 4ei arccos(ε)+(N+1)arccosh(λ)

− 2ei arccos(ε)+Narccosh(λ) − e(N−1)arccosh(λ) + 4eNarccosh(λ) − 4e(N+1)arccosh(λ)

− e2i arccos(ε)+(N+1)arccosh(λ)
)

a2 =
c1e

iN arccos(ε)

(e2arccosh(λ) − 1) (ei arccos(ε) − e−i arccos(ε))

(
− ei arccos(ε)+(2−N)arccosh(λ) (2.79)

+ 2ei arccos(ε)+(1−N)arccosh(λ) − 2ei arccos(ε)+(N+1)arccosh(λ) − e(3−N)arccosh(λ)

− e−i arccos(ε)+(2−N)arccosh(λ) + 2e−i arccos(ε)+(1−N)arccosh(λ) − 5e(1−N)arccosh(λ)

− 2e−i arccos(ε)+(N+1)arccosh(λ) + 5e(N+1)arccosh(λ) + e−i arccos(ε)+Narccosh(λ)

+ 4e(2−N)arccosh(λ) − 4eNarccosh(λ) + e(N−1)arccosh(λ) + ei arccos(ε)+Narccosh(λ)
)

b1 =
(
c1e

iN arccos(ε)
) (e(2−N)arccosh(λ) − 2e(1−N)arccosh(λ) + ei arccos(ε)+(1−N)arccosh(λ)

)
(e2arccosh(λ) − 1)

(2.80)

b2 =
(
c1e

iN arccos(ε)
) (2e(N+1)arccosh(λ) − ei arccos(ε)+(N+1)arccosh(λ) − eNarccosh(λ)

)
(e2arccosh(λ) − 1)

(2.81)

The transmission and reflection coefficients are defined respectively as T = |c1|2
|a1|2

and R = |a2|2
|a1|2 .When we plug the values of a1 and a2 in the transmission and reflection

coefficients and sum them it is easily obtained that T + R = 1, which is the requirement of

probability conservation. 1

1Calculation of the explicit expressions for T and R are given in the Appendix B.1.
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CHAPTER 3

TUNNELING-TIME AND QUANTUM ZENO EFFECT

3.1. Tunneling-time in Polymer Representation

Time and position are not treated on an equal footing in quantum theory. Position is

represented by an operator whereas time is left as just a parameter. Here, in our work, we end

this dichotomy between time and position by elevating time to the status of being represented

by an operator. First of all, we define our time-operator and then use it to calculate the time

it takes for a quantum particle to tunnel through the potential barrier given in Figure 2.2.

We define our differential time-operator as :

dT̂ =
∣∣∣mdx̂
p̂

∣∣∣. (3.1)

The reason why we define our differential time operator through an absolute value sign is that

we have to make sure that the differential length, dx̂, and momentum, p̂, of the particle point

in the same direction so that when we integrate out the differential time operator we get the

tunneling time that corresponds to transmission. When we use the regularized momentum

operator, p̂ = ~
i2µ0

(
V̂ (µ0)− V̂ (−µ0)

)
, in (3.1) we get:

dT̂ =

∣∣∣∣∣
(
i2mµ0

~

)
dx̂

V̂ (µ0)− V̂ (−µ0)

∣∣∣∣∣. (3.2)

Tunneling-time is the expectation value of the integral of differential time-operator

from the left-end of the barrier, x = 0, to the right-end, x = L. Hence, we can write

tunneling time as:

T = 〈ψ|

∣∣∣∣∣
(∫ L

0

(
i2mµ0

~

)
dx̂

V̂ (µ0)− V̂ (−µ0)

)∣∣∣∣∣|ψ〉 (3.3)

In our analysis we are going to work in the position basis since we have a better knowledge

of the position of the particle during the tunneling process. But in order to do that, we have

to regularize the momentum operator somehow and bring the expression in the denominator

of the time operator, i.e. V̂ (µ0)− V̂ (−µ0) , up into the nominator because position eigenkets

27



are not eigenkets of the operator V̂ (µ0). For this purpose, we will use the regularization

1

V̂ (µ0)− V̂ (−µ0)
=

∫ ∞
0

e−a(V̂ (µ0)−V̂ (−µ0))da (3.4)

and then employ the series expansion formula

e−a(V̂ (µ0)−V̂ (−µ0)) =
∞∑
n=0

(
V̂ (µ0)− V̂ (−µ0)

)n
(−a)n

n!
(3.5)

for the exponential. After inserting (3.5) into (3.4), we plug (3.4) into (3.3) and get

T = 〈ψ|

∣∣∣∣∣
∫ L

0

(
i2mµ0

~

)
dx̂

∫ ∞
0

∞∑
n=0

(
V̂ (µ0)− V̂ (−µ0)

)n
(−a)n

n!
da

∣∣∣∣∣|ψ〉 . (3.6)

Now we insert the identity operators between the wave functions and the time operator. The

result becomes:

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)∑
j,k

ψ∗j 〈xj|

∫ ∞
0

∞∑
n=0

(
V̂ (µ0)− V̂ (−µ0)

)n
(−a)n

n!
da

 |xk〉ψk
∣∣∣∣∣ (3.7)

where we denote ψ(xj) as ψj for the sake of brevity. To get a feel for the form that will be

taken by (3.7), we expand the first couple of terms of the summation inside the integral

〈xj|

∫ ∞
0

∞∑
n=0

(
V̂ (µ0)− V̂ (−µ0)

)n
(−a)n

n!
da

 |xk〉 =

∫ ∞
0

da

{
〈xj|1|xk〉−

a〈xj|
[
V̂ (µ0)− V̂ (−µ0)

]
|xk〉

1!
+
a2〈xj|

[
V̂ (µ0)− V̂ (−µ0)

]2

|xk〉

2!
−

a3〈xj|
[
V̂ (µ0)− V̂ (−µ0)

]3

|xk〉

3!
+ . . .

}
.

(3.8)

In order to further evaluate this expression, we need to expand [V̂ (µ0) − V̂ (−µ0)]2 and

[V̂ (µ0) − V̂ (−µ0)]3. They are calculated using the additivity property of the one parameter

unitary groups and read as follows

[V̂ (µ0)− V̂ (−µ0)]2 = V̂ (2µ0) + V̂ (−2µ0)− 2 (3.9)

and

[V̂ (µ0)− V̂ (−µ0)]3 = V̂ (3µ0)− 3V̂ (µ0) + 3V̂ (−µ0)− V̂ (−3µ0). (3.10)
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Inserting these two equations into (3.8) we obtain

〈xj|

∫ ∞
0

∞∑
n=0

(
V̂ (µ0)− V̂ (−µ0)

)n
(−a)n

n!
da

 |xk〉 =

∫ ∞
0

da

{
〈xj|1|xk〉−

a〈xj|
[
V̂ (µ0)− V̂ (−µ0)

]
|xk〉

1!
+
a2〈xj|

[
V̂ (2µ0) + V̂ (−2µ0)− 2

]
|xk〉

2!
−

a3〈xj|
[
V̂ (3µ0)− 3V̂ (µ0) + 3V̂ (−µ0)− V̂ (−3µ0)

]
|xk〉

3!
+ . . .

}
.

(3.11)

Next, we distribute 〈xj| and |xk〉 into the square brackets in (3.11)

〈xj|

∫ ∞
0

∞∑
n=0

(
V̂ (µ0)− V̂ (−µ0)

)n
(−a)n

n!
da

 |xk〉 =

∫ ∞
0

da

{
〈xj|xk〉−

a

1!

[
〈xj|V̂ (µ0)|xk〉 − 〈xj|V̂ (−µ0)|xk〉

]
+
a2

2!

[
〈xj|V̂ (2µ0)|xk〉+ 〈xj|V̂ (−2µ0)|xk〉−

2〈xj|xk〉
]
− a3

3!

[
〈xj|V̂ (3µ0)|xk〉 − 3〈xj|V̂ (µ0)|xk〉+ 3〈xj|V̂ (−µ0)|xk〉−

〈xj|V̂ (−3µ0)|xk〉
]

+ . . .

}
.

(3.12)

Making use of (1.19), (3.12) takes the form

〈xj|

∫ ∞
0

∞∑
n=0

(
V̂ (µ0)− V̂ (−µ0)

)n
(−a)n

n!
da

 |xk〉 =

∫ ∞
0

da

{
〈xj|xk〉−

a

1!

[
〈xj|xk−1〉 − 〈xj|xk+1〉

]
+
a2

2!

[
〈xj|xk−2〉+ 〈xj|xk+2〉 − 2〈xj|xk〉

]
−

a3

3!

[
〈xj|xk−3〉 − 3〈xj|xk−1〉+ 3〈xj|xk+1〉 − 〈xj|xk+3〉

]
+ . . .

}
.

(3.13)

In terms of Kronecker Deltas (3.13) can be written as

〈xj|

∫ ∞
0

∞∑
n=0

(
V̂ (µ0)− V̂ (−µ0)

)n
(−a)n

n!
da

 |xk〉 =

∫ ∞
0

da

{
δj,k−

a

1!

[
δj,k−1 − δj,k+1

]
+
a2

2!

[
δj,k−2 + δj,k+2 − 2δj,k

]
−

a3

3!

[
δj,k−3 − 3δj,k−1 + 3δj,k+1 − δj,k+3

]
+ . . .

}
.

(3.14)
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Next, we insert (3.14) into (3.7)

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)∑
j,k

ψ∗j

(∫ ∞
0

da

{
δj,k −

a

1!

[
δj,k−1 − δj,k+1

]
+

a2

2!

[
δj,k−2 + δj,k+2 − 2δj,k

]
− a3

3!

[
δj,k−3 − 3δj,k−1 + 3δj,k+1 − δj,k+3

]
+ . . .

})
ψk

∣∣∣∣∣ .
(3.15)

Throwing ψ∗j and ψk in the curly brackets we obtain

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)∫ ∞
0

da
∑
j,k

{
ψ∗j δj,kψk −

a

1!

[
ψ∗j δj,k−1ψk − ψ∗j δj,k+1ψk

]
+

a2

2!

[
ψ∗j δj,k−2ψk + ψ∗j δj,k+2ψk − 2ψ∗j δj,kψk

]
− a3

3!

[
ψ∗j δj,k−3ψk − 3ψ∗j δj,k−1ψk+

3ψ∗j δj,k+1ψk − ψ∗j δj,k+3ψk

]
+ . . .

}∣∣∣∣∣ .
(3.16)

Affecting the Kronecker Deltas on the wave functions we get

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)∫ ∞
0

da
∑
k

{
|ψk|2 −

a

1!

[
ψ∗k−1ψk − ψ∗k+1ψk

]
+

a2

2!

[
ψ∗k−2ψk + ψ∗k+2ψk − 2|ψk|2

]
− a3

3!

[
ψ∗k−3ψk − 3ψ∗k−1ψk+

3ψ∗k+1ψk − ψ∗k+3ψk

]
+ . . .

}∣∣∣∣∣ .
(3.17)

At this point in the calculation we have to evaluate terms such as ψ∗k−1ψk in (3.17). For

this purpose we will use the wave function pertaining to the second region of the tunneling

potential, i.e. ψ2 in equation (2.51). From that equation we can write ψk and its complex

conjugate as follows

ψk = b1e
k arccoshλ + b2e

−k arccoshλ (3.18)

ψ∗k = b∗1e
k arccoshλ + b∗2e

−k arccoshλ . (3.19)

Multiplying (3.19) with (3.18) we obtain |ψk|2

|ψk|2 = |b1|2e2k arccoshλ + b∗1b2 + b∗2b1 + |b2|2e−2k arccoshλ . (3.20)

Substituting k − 1 for k in (3.19) we have

ψ∗k−1 = b∗1e
(k−1) arccoshλ + b∗2e

−(k−1) arccoshλ . (3.21)
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Multiplication of (3.21) with (3.18) gives us

ψ∗k−1ψk = |b1|2e(2k−1) arccoshλ+b∗1b2e
− arccoshλ+b∗2b1e

arccoshλ+|b2|2e−(2k−1) arccoshλ . (3.22)

Similar calculations lead to

ψ∗k+1ψk = |b1|2e(2k+1) arccoshλ+b∗1b2e
arccoshλ+b∗2b1e

− arccoshλ+|b2|2e−(2k+1) arccoshλ , (3.23)

ψ∗k−2ψk = |b1|2e(2k−2) arccoshλ + b∗1b2e
−2 arccoshλ + b∗2b1e

2 arccoshλ + |b2|2e−(2k−2) arccoshλ ,

(3.24)

ψ∗k+2ψk = |b1|2e(2k+2) arccoshλ + b∗1b2e
2 arccoshλ + b∗2b1e

−2 arccoshλ + |b2|2e−(2k+2) arccoshλ ,

(3.25)

ψ∗k−3ψk = |b1|2e(2k−3) arccoshλ + b∗1b2e
−3 arccoshλ + b∗2b1e

3 arccoshλ + |b2|2e−(2k−3) arccoshλ

(3.26)

and

ψ∗k+3ψk = |b1|2e(2k+3) arccoshλ + b∗1b2e
3 arccoshλ + b∗2b1e

−3 arccoshλ + |b2|2e−(2k+3) arccoshλ .

(3.27)

Now it is time to make use of equations (3.22) through (3.27) and (3.20) to obtain the terms

within the square brackets in (3.17), they respectively read[
ψ∗k−1ψk − ψ∗k+1ψk

]
=
(
e− arccoshλ − e arccoshλ

){
|b1|2e2k arccoshλ + b∗1b2−

b∗2b1 − |b2|2e−2k arccoshλ
}
,

(3.28)

[
ψ∗k−2ψk + ψ∗k+2ψk − 2|ψk|2

]
=
(
e arccoshλ − e− arccoshλ

)2{
|b1|2e2k arccoshλ + b∗1b2+

b∗2b1 + |b2|2e−2k arccoshλ
}

(3.29)

and[
ψ∗k−3ψk − 3ψ∗k−1ψk + 3ψ∗k+1ψk − ψ∗k+3ψk

]
=
(
e−arccoshλ − earccoshλ

)3{
|b1|2e2karccoshλ

+ b∗1b2 − b∗2b1 − |b2|2e−2k arccoshλ
}
.

(3.30)
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Inserting (3.20), (3.28), (3.29) and (3.30) in (3.17) we obtain the expression below.

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)∑
k

∫ ∞
0

da
[(
|b1|2e2karccosh(λ) + b∗1b2 + b∗2b1 + (3.31)

+ |b2|2e−2karccosh(λ)
)
− a

1!

(
e−arccosh(λ) − earccosh(λ)

) (
|b1|2e2karccosh(λ) + b∗1b2 −

− b∗2b1 − |b2|2e−2karccosh(λ)
)

+
a2

2!

(
earccosh(λ) − e−arccosh(λ)

)2
(
|b1|2e2karccosh(λ) +

+ b∗1b2 + b∗2b1 + |b2|2e−2karccosh(λ)
)
− a3

3!

(
|b1|2e2karccosh(λ) + b∗1b2 − b∗2b1 −

− |b2|2e−2karccosh(λ)
) (
e−arccosh(λ) − earccosh(λ)

)3
+ . . .

]∣∣∣∣∣ .
The even numbered and the odd numbered terms inside the square brackets in (3.31) can be

collected under two different summations over the dummy index n

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)∫ ∞
0

da

{∑
k

(
|b1|2e2karccosh(λ) + b∗1b2 + b∗2b1 + |b2|2e−2karccosh(λ)

)
×
∞∑
n=0

[(−a)2n(e−arccosh(λ) − earccosh(λ))2n

(2n)!

]
+∑

k

(
|b1|2e2karccosh(λ) + b∗1b2 − b∗2b1 − |b2|2e−2karccosh(λ)

)
×
∞∑
n=0

[(−a)2n+1(e−arccosh(λ) − earccosh(λ))2n+1

(2n+ 1)!

]}∣∣∣∣∣.
(3.32)

If we notice the fact that (e−arccosh(λ) − earccosh(λ)) = −2 sinh(arccosh(λ)) we can write

(3.32) as

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)∫ ∞
0

da

{∑
k

(
|b1|2e2karccosh(λ) + b∗1b2 + b∗2b1 + |b2|2e−2karccosh(λ)

)

×
∞∑
n=0

[(
2a sinh(arccoshλ)

)2n

(2n)!

]
+∑

k

(
|b1|2e2karccosh(λ) + b∗1b2 − b∗2b1 − |b2|2e−2karccosh(λ)

)

×
∞∑
n=0

[(
2a sinh(arccoshλ)

)2n+1

(2n+ 1)!

]}∣∣∣∣∣.
(3.33)
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Since sinh(arccoshλ) =
√
λ2 − 1 this equation is equivalent to

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)∫ ∞
0

da

{∑
k

(
|b1|2e2karccosh(λ) + b∗1b2 + b∗2b1 + |b2|2e−2karccosh(λ)

)

×
∞∑
n=0

[(
2a
√
λ2 − 1

)2n

(2n)!

]
+∑

k

(
|b1|2e2karccosh(λ) + b∗1b2 − b∗2b1 − |b2|2e−2karccosh(λ)

)

×
∞∑
n=0

[(
2a
√
λ2 − 1

)2n+1

(2n+ 1)!

]}∣∣∣∣∣.
(3.34)

The two summations over the dummy index n in the first and second terms of this equation

are equal to cosh(2a
√
λ2 − 1) and sinh(2a

√
λ2 − 1), respectively. After collecting the terms,

(3.34) takes the following form:

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)∫ ∞
0

da

{∑
k

(
|b1|2e2karccosh(λ) + b∗1b2

)
×(

cosh(2a
√
λ2 − 1) + sinh(2a

√
λ2 − 1)

)
+
∑
k

(
b∗2b1 + |b2|2e−2karccosh(λ)

)
×

(
cosh(2a

√
λ2 − 1)− sinh(2a

√
λ2 − 1)

)∣∣∣∣∣.
(3.35)

Realizing the fact that(
cosh(2a

√
λ2 − 1) + sinh(2a

√
λ2 − 1)

)
= e2a

√
λ2−1 and (3.36)(

cosh(2a
√
λ2 − 1)− sinh(2a

√
λ2 − 1)

)
= e−2a

√
λ2−1 (3.37)

we arrive at (3.38) below.

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)∫ ∞
0

da

{ ∑
k

(
b∗2b1 + |b2|2e−2karccosh(λ)

)
e−2a

√
λ2−1 (3.38)

+
∑
k

(
|b1|2e2karccosh(λ) + b∗1b2

)
e2a
√
λ2−1

}∣∣∣∣∣.
The reader with a keen eye may have already noticed that the second exponential integral

in (3.38) diverges. We will omit the diverging second term of this equation on the physical

grounds that (a→∞) corresponds to the zero momentum states and zero momentum inside

the barrier amounts to no tunneling and hence to infinite tunneling time. To make this point

33



clearer, one should revisit (3.4) and then realize that it is practically 1
p̂

=
∫ amax

0
e−ap̂ da and

inserting p̂ = 0 in this equation corresponds to amax =∞. Since a zero momentum particle

does not tunnel through the barrier we can safely omit divergent parts of the tunneling time

expression corresponding to those states. After these comments, the equation we end up with

is

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)∫ ∞
0

e−2a
√
λ2−1 da

{
N∑
k=0

(
b∗2b1 + |b2|2e−2karccosh(λ)

)}∣∣∣∣∣. (3.39)

After taking the integral and doing the summation this equation becomes;

T =

∣∣∣∣∣
(
i2mNµ2

0

~

)(
1

2
√
λ2 − 1

){
(b∗2b1) (1 +N) + (3.40)

|b2|2
(
e2arccosh(λ) − e−2Narccosh(λ)

)
(e2arccosh(λ) − 1)

}∣∣∣∣∣.
The next steps are calculating b∗2b1 and |b2|2 using (2.80) and (2.81). From (2.81) we have

b∗2 =
(
c∗1e
−iN arccos(ε)

) (2e(N+1)arccosh(λ) − e−i arccos(ε)+(N+1)arccosh(λ) − eNarccosh(λ)
)

(e2arccosh(λ) − 1)
.

(3.41)

Multiplying this with (2.80) we get the first desired result

b∗2b1 =
|c1|2

(e2arccosh(λ) − 1)
2

{
2e3arccosh(λ) − 6e2arccosh(λ) + 2ei arccos(ε)+2arccosh(λ)

− e−i arccos(ε)+3arccosh(λ) + 2e−i arccos(ε)+2arccosh(λ) + 2earccosh(λ) − ei arccos(ε)+arccosh(λ)
}
.

(3.42)

From (3.41) and (2.81) we obtain

|b2|2 =
|c1|2

(e2arccosh(λ) − 1)
2

{
5e(2N+2))arccosh(λ) − 2ei arccos(ε)+(2N+2)arccosh(λ)

− 4e(2N+1)arccosh(λ) − 2e−i arccos(ε)+(2N+2)arccosh(λ) + e−i arccos(ε)+(2N+1)arccosh(λ)

+ ei arccos(ε)+(2N+1)arccosh(λ) + e2Narccosh(λ)
}
.

(3.43)

After plugging (3.42) and (3.43) into (3.40) and expressing N in terms of the barrier width

34



we end up with

T =

∣∣∣∣∣
(
i2mLµ0

~

)(
1

2
√
λ2 − 1

)
|c1|2

(e2arccosh(λ) − 1)
2

{(
1 +

L

µ0

){
2e3arccosh(λ)

− 6e2arccosh(λ) + 2ei arccos(ε)+2arccosh(λ) − e−i arccos(ε)+3arccosh(λ) + 2e−i arccos(ε)+2arccosh(λ)

+ 2earccosh(λ) − ei arccos(ε)+arccosh(λ)
}

+
{

5e(2N+2))arccosh(λ) − 2ei arccos(ε)+(2N+2)arccosh(λ)

− 4e(2N+1)arccosh(λ) − 2e−i arccos(ε)+(2N+2)arccosh(λ) + e−i arccos(ε)+(2N+1)arccosh(λ)

+ ei arccos(ε)+(2N+1)arccosh(λ) + e2Narccosh(λ)
}(e2arccosh(λ) − e−2Narccosh(λ)

)
(e2arccosh(λ) − 1)

}∣∣∣∣∣.
(3.44)

The last step is inserting the relevant expressions for λ and ε in (3.44) . The explicit

forms of these two parameters are, as we have stated before, λ =
(

1− m(E−V0)µ20
~2

)
and

ε =
(

1− mEµ20
~2

)
.

3.2. Introduction to the Quantum Zeno and Anti-Zeno Effects

The quantum Zeno effect is named after the Greek sophist philosopher Zeno of Elea

who was born about 488 BC in Elea, a small town now in northern Italy. Zeno was known to

be the most brilliant disciple of Parmenides who was a very prominent figure of the Eleatic

school of philosophy. According to this school of thought, the senses were deceptive, all

appearances of motion, change and multiplicity were mere illusions; there was only one

truth that was static and could not be decomposed into parts. It was therefore indivisible and

did not develop. This view was in strict contrast with the notion of reality of Pythagoras

and Heraclitus, that defended the world of changes and becoming. That’s why Parmenides’

views were ridiculed by his contemporaries and as a result Zeno elaborated a number of

paradoxes to defend Eleatic system of thought and attack then existing common conceptions

about space and time. Here, we will mention three of the most famous of these paradoxes of

motion.

The Dichotomy paradox states that ”there is no motion, because that which is moved must

arrive at the middle before it arrives at the end, and so on ad infinitum.” Let us restate

this paradox in more general terms. Imagine that someone tries to go from point A to

point B. Before he can cover half the distance to the end, he must cover the first quarter.

Before this, he must cover the first eight and before that the first sixteenth and so on ad
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infinitum. This means that before one can cover any distance at all he must cover an

infinite number of smaller parts. The argument of Zeno was that covering these infinite

number of parts in a finite time interval would be impossible. Thus Zeno concluded

that the motion can never get started. But the common knowledge is on the contrary,

for everything around us is seen to be on the move. Thus, the argument inevitably

leads us to conclude that all motion is an illusion. This paradox is called Dichotomy

because it involves repeatedly dividing the distances into two separate parts. But what

is paradoxical about Zeno’s argument? He says that any movement can be subdivided

into an infinite number of ever decreasing steps. This is not by itself paradoxical if

we take the infinite divisibility of space and time for granted even though this is not

an experimentally confirmed fact as yet. What is paradoxical here, is that you need

to perform an infinite number of tasks in a finite time interval so as to accomplish a

supertask, i.e. going from point A to point B. Our intuition tells us that it is impossible

for finite beings to manage infinite number of tasks in a finite time.

The fist attempt to resolve this paradox came from Aristotle by distinguishing potential

and actual infinities. He said, if the infinite units of time or space that one needs to pass

in order to accomplish a super task are actual the supertask is not manageable, if the

units are potential it is possible. According to this position Zeno’s infinite subdivision

of motion is purely mathematical but even if we accept this point it is necessary to

confirm that mathematically it is possible to handle infinities in a coherent way. But at

the time of Aristotle the mathematical tools for this were nonexistent. Today, we can

say that Dichotomy is not paradoxical.

Achilles and the Tortoise is a symmetric counterpart of Dichotomy. Achilles has to race a

tortoise, the tortoise is given a head start. The argument is that Achilles could never

catch up with the tortoise because he must first reach where the tortoise started, by

this time the tortoise has crawled up an additional distance. Thus, whenever Achilles

reaches the position previously occupied by the tortoise, the tortoise would have moved

on ahead. Zeno argues that for Achilles to reach the tortoise he must perform an infinite

sum of time or spacial increments. If space and time are continuous, an infinite sum

of elements tending towards zero length or duration must have a total of zero length

or duration. Alternatively, if space and time are discrete, then an infinite sum of finite

elements must be of infinite length. Since Achilles is seen to overtake the tortoise, the

above arguments fail. Thus we are led to conclude that both space and time can neither
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be continuous nor discrete. This forces us to consider that space and time are illusions.

A Flying Arrow is at rest. Imagine an arrow flying through space. Time is considered to

be made up of instants. These instants are defined as the smallest measure and they are

indivisible. At any instant the arrow is observed, it is seen to occupy a space equal to

its length. If the arrow is seen to move, the observer can divide an instant into a time

when the arrow was here and a time when the arrow was there. This would mean that

the instant of time consists of smaller parts, which is a direct violation of the definition

of the instant as being indivisible. Thus, Zeno asserts that there are no instants of time

when the arrow is in motion and this leads to the conclusion that the arrow is always

at rest and that all motion is illusory.

It is fairly reasonable to say that the paradoxes of Zeno stem from human efforts to

comprehend the infinities. Although unwarranted as yet, the infinite divisibility of space-

time is now mathematically coherent. But still, Zeno’s paradoxes contain some other phys-

ical premises that also require careful consideration. The Achilles and Tortoise paradox

mentioned above assumes some observational procedure. It requires to check the positions

of Achilles and the tortoise in the beginning of the race then again when Achilles reaches the

position the tortoise occupied at the previous step, and finally repeat observing the positions

of the contenders at each step. As it is seen, this procedure assumes that it is possible to per-

form position measurements on the system at will. But in the world of quanta the question

comes to ones mind as to the effects of these measurements on the system and whether it is

possible to make infinitely frequent measurements taken for granted by Zeno.

The quantum Zeno effect is the inhibition of transitions between quantum states by

frequent measurements and this term was first used by Misra and Sudarshan in a 1977 paper

which blends rigorous mathematics with subtle and often ironical remarks about philosophy

and cats. The system that they considered in their paper was an unstable particle like a

radioactive nucleus which in classical statistical mechanics is treated heuristically and the

exponential decay law

N(t) = N(t0)e−λ(t−t0) (3.45)

is obtained. Here N(t) is the number of nuclei that have not yet decayed and the only as-

sumption is that the probability of decay per unit time is proportional to the existing number

of nuclei.

While the decay of quantum mechanical systems are expected to be similar to this

classical model of decay, theoretical studies proposed that for very short and very long time
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scales during the decay there should be deviations from the exponential behavior. In the

short time regimes as measured from the time of preparation of the state of the the system

we see the manifestations of the quantum Zeno effect.

There are a number of alternative arguments to support the claim that there is a

quadratic region for short time scales in the survival probability that ultimately gives rise

to the quantum Zeno effect.

The first argument that supports the initial-time non-exponential decay claim is rooted

in the generalised uncertainty principle. The argument starts from the well known mathe-

matical inequality

∆A∆B ≥ 1

2
|〈[A,B]〉|, (3.46)

where ∆A and ∆B are the uncertainties of the observables A and B respectively. From now

on, we will use the Hamiltonian of the decaying system in place of the observable B. First

thing to realize is the fact that

〈[A,H]〉 = i~
d〈A〉
dt

. (3.47)

Combining (3.47) with (3.46) we get

∆A ≥ ~
2∆E

∣∣∣d〈A〉
dt

∣∣∣. (3.48)

If we use the projection to the undecayed initial state as the operator A that has appeared

above, i.e. A = |ψ0〉〈ψ0|, where ψ0 is the initial unstable state of the system; we can write

the survival probability as

P (t) = |〈ψ0|ψ(t)〉|2 = 〈A〉 = 〈A2〉, (3.49)

where |ψ(t)〉 = e−
iH
~ t|ψ0〉. Using (3.49) we can write the standard deviation of A as

(∆A)2 = 〈A2〉 − 〈A〉2 = P − P 2. (3.50)

Using this result in (3.48) we have√
P (1− P ) ≥ ~

2∆E

∣∣∣dP (t)

dt

∣∣∣. (3.51)

At t = 0 the survival probability must be one by definition hence the left-hand side of (3.51)

is zero at t = 0 and this forces the right-hand side to become zero as well. This leads to the

conclusion that the derivative of the survival probability is zero at t = 0. This in tern tells

us that the survival probability must not have any term linear in time, because if it did the

derivative of the survival probability at t = 0 would be non-zero. The final conclusion that
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is drawn from all this is that the survival probability is non-exponential and quadratic at the

initial stage of the decay. And this concludes the first argument for the quadratic decay claim

at the initial stage of decay.

The second argument follows directly from wave mechanics and goes like this: First

of all, let us consider the decay of an unstable quantum system the initial undecayed state of

which is represented by ψ0 at t = 0. The state of the system at a later time t is called ψ(t).

The time evolution of the system is governed by the unitary operator U(t), where

U(t) = e−
iH
~ t. (3.52)

The time evolved state is then obtained by

|ψ(t)〉 = U(t)|ψ0〉, (3.53)

where H is the Hamiltonian of the system, which is assumed to be time independent. For the

following discussion we will assume that all functions are sufficiently regular to admit series

expansions. Having said that, now if we expand (3.52) as

e−
iH
~ t ≈

(
1− iH

~
t− H2

2~2
t2
)
, (3.54)

we obtain the time evolved state using (3.53) and it reads

|ψ(t)〉 ≈
(

1− iH

~
t− H2

2~2
t2
)
|ψ0〉. (3.55)

According to the wave function collapse theory of measurements, any observation that the

state has not decayed will cause a collapse of the wave function to the undecayed state. The

survival amplitude is defined as

A(t) = 〈ψ0|ψ(t)〉, (3.56)

and the survival probability, the probability that the state has not decayed, is the modulus

squared of this amplitude,i.e.

P (t) = |〈ψ0|ψ(t)〉|2. (3.57)

Using (3.53), (3.57) is equal to

P (t) = |〈ψ0|U(t)|ψ0〉|2. (3.58)

Plugging (3.54) into (3.58) the survival probability takes the form

P (t) ≈ 1− t2

~2

(
〈ψ0|H2|ψ0〉 − 〈ψ0|H|ψ0〉2

)
. (3.59)
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Letting

(∆E)2 = 〈ψ0|H2|ψ0〉 − 〈ψ0|H|ψ0〉2, (3.60)

the survival probability in the short time limit can be written as

P (t) ≈ 1− t2

~2
(∆E)2 . (3.61)

If we define τz = 1
∆E

as the Zeno Time, (3.61) leads to

P (t) ≈ 1− t2

~2τ 2
z

. (3.62)

What (3.62) conveys is that, the short-time decay is not exponential but quadratic.

Figure 3.1. Quantum Zeno effect illustrated for a system which is subjected to five
consecutive von Neuman projections in one second. This figure is from the
review [22] by Saverio Pascazio.

Now, let’s see how this short-time quadratic decay region can be exploited to inhibit

the decay of an unstable quantum system. If we assume that one measures the systems state

n times during a time interval t, the survival probability at the end of this whole process is

equal to

[P (t)]n =

(
1− t2

~2τ 2
z n

2

)n
. (3.63)

In the limit of continuous measurements, i.e. n→∞, this probability goes to one because

ln

(
1− t2

~2τ 2
z n

2

)n
→ 0. (3.64)

This is the Quantum Zeno Effect (QZE) and it is a consequence of the short-time be-

havior of the quantum mechanical evolution law. The mathematical feature of the Schrödinger
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equation is such that in a short time of the order of 1/n, the phase of the wave function

evolves like O(1/n) where as the probability changes like O(1/n2) and in the limit n→∞
the survival probability goes to one. What it means is that if we conduct continuous ob-

servations on an unstable quantum system, the system never has a chance to decay. This is

much like the flying arrow paradox of Zeno of Elea that we mentioned before. There a flying

arrow which is continuously observed during its flight seems to be motionless and here in the

quantum Zeno effect a continuously measured system is inhibited from decaying and seems

as if its stuck to the initial state and does not evolve at all. We can say that Zeno’s quantum

mechanical arrow, i.e. the wave function, sped by the Hamiltonian, does not move if it is

continuously observed.

The evolution of a system which is subjected to n = 5 consecutive measurements in

one second is depicted in the Figure 3.1. The undisturbed system follows the dashed curve

after the short-time quadratic region whereas measurements conducted on the system in 0.2s

intervals force the system to follow the full line. In the limit of continuous observations the

survival probability approaches one.

Up to this point in this section, we have stated, using two different arguments, that

there exists a short-time quadratic region in the survival probability of an unstable state. But

that is not the whole story, the evolution of an unstable quantum system is actually charac-

terized by three distinct regimes one of which is the aforementioned quadratic region. The

other two of these regimes are the intermediate one during which the familiar exponential

law of decay sets in and the long-time regime which is governed by some form of power-law.

These regimes are marked in the Figure 3.2 1.

Close inspection of Figure 3.2 reveals a damped oscillatory transition between the

initial quadratic slow-decay period and the intermediate exponential regime. At that point a

steep drop in the survival probability is observed immediately after the Zeno time. It is ex-

pected therefore that interfering with a transition at this steep drop period of evolution causes

the decay to accelerate rather than slow down. Frequent interruptions at this stage collapse

the wave function every time to the initial state and therefore force the system to repeat the

initial period of fast decay again and again after each measurement. This phenomenon is

called the Quantum Anti-Zeno effect (AZE).

The short-time quadratic regime of the quantum mechanical evolution, which is the

main driving force behind the QZE, is quite general but not universal. The experimental

difficulty is that the quadratic time dependence takes place usually at very short times for

1This figure is from the review [22] by Saverio Pascazio.
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Figure 3.2. Survival probability of an unstable state. The three distinct regimes of
quantal evolution are marked. This figure is from the review [22] by Save-
rio Pascazio.

genuine unstable systems, i.e. their Zeno-time is usually very small. Nevertheless con-

temporary experimental techniques enable physicists to prepare artificial unstable systems

whose Zeno-time is long enough to inspect QZE and AZE . In experiment [39] ultra-cold

sodium atoms were trapped in a periodic optical potential and the number of atoms that re-

mained inside the barrier was measured as a function of the duration of tunneling. Figure 3.3

beautifully depicts QZE. The hollow squares in the figure represent the survival probability

for the uninterrupted decay whereas the solid circles represent the situation in the case of

frequent measurements. A much slower decay trend is evident from the figure compared to

the natural decay and this is a dramatic manifestation of QZE.

Quantum Anti-Zeno effect is also demonstrated in the same experiment, i.e. [39],

and Figure 3.4 is the result that they had. Again the solid circles in this figure show the

evolution of the unstable system that has been the subject of frequent measurements and the

hollow squares represent the uninterrupted decay. As the reader can see the decay rate is

significantly increased by frequent observations compared to the natural decay.
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Figure 3.3. Observation of the Quantum Zeno effect in the experiment [39].

3.3. Quantum Zeno and Anti-Zeno Effects in Polymer Representation

In the previous section we have gone over the basics of QZE and AZE. The next

concept that we want to consider is the relation of our tunneling time expression , i.e. (3.44),

to the quantum Zeno effect. In our work, the tunneling particle constitutes an unstable sys-

tem and one may expect to observe Quantum Zeno and anti-Zeno effects through the change

in the tunneling times as we change the characteristic length scale µ0. Altering the charac-

teristic length scale amounts to altering the frequency of position measurements therefore

changing the number of discrete steps the particle takes inside the barrier should effect the

tunneling time in accordance with the Quantum Zeno and anti-Zeno effects. We did a nu-

merical analysis on our tunneling time expression, i.e. (3.44), to see if it accords with QZE

and AZE proposals made above. In that analysis, we expanded (3.44) in a Maclaurin Series

in µ0 since it exquisitely depends on it. We have used L = 1nm as the barrier width, the

tunneling particle is taken to be an electron, the height of the potential is taken to be 9.7eV

and the energy of the electron 5.5eV . The following figure , i.e. Figure 3.5, is the result of

this analysis. Close inspection of that figure reveals that as we decrease the characteristic

length scale µ0, i.e. increase the frequency of position measurements, tunneling time de-

creases up to a point and then as we continue to even smaller length scales the tunneling time

displays a dramatic increase. Tunneling time takes a minimum value of 2 femto seconds

when µ0 = 5.8×10−11m hence it is consistent with some of the experiments in the literature
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Figure 3.4. Observation of the Quantum Anti-Zeno effect in the experiment [39].

although the potentials that are used in those experiments do not have simple rectangular

profiles. We may interpret the part of the tunneling time curve that descends as we decrease

µ0 as the anti-Zeno region and the other part where the tunneling time increases dramatically

can be coined the Zeno region.

Zeno Region Anti-Zeno Region

2. ´ 10-11 4. ´ 10-11 6. ´ 10-11 8. ´ 10-11 1. ´ 10-10 1.2 ´ 10-10 1.4 ´ 10-10 Μ0HmL

1. ´ 10-14

2. ´ 10-14

3. ´ 10-14

4. ´ 10-14

T Hsec.L

Figure 3.5. Tunneling time against polymeric length scale. Discretization of position
leads to Zeno effect.

Taking the numerical analysis a step further we wanted to see the behaviour of the

reflection and transmission coefficients with respect to the change in the characteristic length

scale µ0. For this purpose, we used the same numerical values for the tunneling particle that

we used to obtain figure 3.5, and we got the following graphs, i.e. figures 3.6 and 3.7, for the
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reflection and transmission coefficients.

5. ´ 10-11 1. ´ 10-10 1.5 ´ 10-10 2. ´ 10-10 Μ0HmL
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Reflection Coef.

Figure 3.6. Reflection coefficient against polymeric length scale.
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Figure 3.7. Transmission coefficient against polymeric length scale.

Inspection of these graphs reveals that the transmission coefficient is only a minute

fraction of the whole probability hence most of the incoming plane wave which is represent-

ing the particle is reflected back and this is in accordance with the long tunneling times that

we have seen in figure 3.5.
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CHAPTER 4

CONCLUSIONS

We applied the polymer quantization formalism to the well known quantum tunnel-

ing phenomenon in order to see if it is possible to get sensible results similar to Schrödinger

formulation. For this purpose, we made use of a non-relativistic quantum particle in one

dimension tunneling through a rectangular potential barrier. Since there is no counterpart

to the Schrödinger momentum operator in this scheme we had to introduce a new one in

terms of shifting operator V̂ (µ). After regularizing the Hamiltonian using this operator, the

eigenvalue equations pertaining to different regions of the potential turned into second order

difference equations. Solutions of these gave us the wave functions. Conserving the proba-

bility current led to the four unknown coefficients out of the five. And then, the transmission

and reflection coefficients were calculated and their sum, which is a consistency check on

the formalism, was seen to be one as expected. Then, we defined a differential time operator

to calculate the time it takes a non-relativistic particle to tunnel through the barrier. We cal-

culated the tunneling time as the expectation value of the finite time operator, which is the

integral of differential time operator between the boundaries of the barrier. Our calculations

revealed that the tunneling time expression we got complies with the predictions of Quantum

Zeno and anti-Zeno effects. The variation of the tunneling time with the fundamental length

scale of polymer quantization reveals that as we decrease the length scale, thereby increase

the discrete position steps that the particle takes and in a sense increase the number of posi-

tion measurements made on the particle, the tunneling time first decreases up to a point and

then as we continue to further decrease the length scale the tunneling time starts to increase

dramatically. The part of the tunneling time curve to the right of the minimum of the curve

can be identified with the behaviour inline with the Quantum anti-Zeno effect and the part to

left can be coined the Quantum Zeno region.
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APPENDIX A

SUPPLEMENTARY INFORMATION ON WEYL ALGEBRA

A.1. DERIVATIONS of MISCELLANEOUS RELATIONS

• Derivation of Ŵ (ζ) = e
i
2
λµÛ(λ)V̂ (µ) goes as follows:

First of all, we note that Û(λ) ≡ Ŵ (λd) and V̂ (µ) ≡ Ŵ (iµ
d
). Next, we insert these

into (1.1) and get :

Û(λ)V̂ (µ) = Ŵ
(
λd
)
Ŵ
(
i
µ

d

)
= e

i
2
Im[λd (iµ

d
)]Ŵ

(
λd+ i

µ

d

)
(A.1)

which is equal to

Û(λ)V̂ (µ) = e−
i
2
λµŴ (ζ) (A.2)

from this we arrive at

Ŵ (ζ) = e
i
2
λµÛ(λ)V̂ (µ) . (A.3)

• Derivation of the Weyl commutation relations:

1. We use (1.1) again and write

Û(λ1)Û(λ2) = e
i
2
Im[λ1λ2]Û (λ1 + λ2) . (A.4)

If we realize the fact that Im
[
λ1λ2

]
= 0 since both λ1 and λ2 are real parameters, we

obtain

Û(λ1)Û(λ2) = e
i
2
.0 Û (λ1 + λ2) (A.5)

and the final result is

Û(λ1)Û(λ2) = Û (λ1 + λ2) . (A.6)

2. Using (1.1) we can write

V̂ (µ1)V̂ (µ2) = e
i
2
Im[iµ1(iµ2)]V̂ (µ1 + µ2) (A.7)
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The fact that Im
[
iµ1iµ2

]
= Im [µ1µ2] = 0 leads to

V̂ (µ1)V̂ (µ2) = e
i
2
.0 V̂ (µ1 + µ2) (A.8)

and the final result is

V̂ (µ1)V̂ (µ2) = V̂ (µ1 + µ2) . (A.9)

3. First, recall that we have

Û(λ)V̂ (µ) = e−
i
2
λµ Ŵ (ζ) (A.10)

from (A.2). Then, use (1.1) in

V̂ (µ)Û(λ) = e
i
2
Im[(iµd ) λd]Ŵ (ζ) (A.11)

this is equal to

V̂ (µ)Û(λ) = e
i
2
λµŴ (ζ) (A.12)

or

Ŵ (ζ) = e−
i
2
λµV̂ (µ)Û(λ) (A.13)

inserting this into (A.10) we arrive at the desired result

Û(λ)V̂ (µ) = e−iλµV̂ (µ)Û(λ) . (A.14)

• Derivation of commutation relation of x̂ and V̂ (µ):

First, we note that

[x̂, V̂ (µ)]|xj〉 =
(
x̂V̂ (µ)− V̂ (µ)x̂

)
|xj〉 = x̂V̂ (µ)|xj〉 − V̂ (µ)x̂|xj〉 (A.15)

Then, using equation (1.19) we obtain

[x̂, V̂ (µ)]|xj〉 = x̂|xj − µ〉 − xjV̂ (µ)|xj〉. (A.16)

The action of the position operator on |xj − µ〉 returns (xj − µ) and (A.16) takes the form

[x̂, V̂ (µ)]|xj〉 = (xj − µ)|xj − µ〉 − xj|xj − µ〉. (A.17)

After collecting the terms and recalling the fact that |xj − µ〉 = V̂ (µ)|xj〉 for all |xj〉 we

arrive at the desired commutation relation

[x̂, V̂ (µ)] = −µV̂ (µ). (A.18)
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• Derivation of analog of the momentum operator in Polymer framework:

Since there is no well defined momentum operator in polymer representation in order

to define an analog of the Schrödinger momentum operator, we use the standard strategy of

lattice gauge theories. We first note that classically, if kµ is small then we can expand e−ikµ

as

e−ikµ = 1− ikµ− k2µ2

2
+ . . . (A.19)

similarly

eikµ = 1 + ikµ− k2µ2

2
+ . . . (A.20)

hence,

e−ikµ − eikµ

−2iµ
=
−2ikµ

−2iµ
= k . (A.21)

This means that we can define the analog of the momentum operator in a similar way. We

choose a sufficiently small value µ0 of µ and define the momentum operator on Hpoly as

p̂ = ~K̂µ0 , where making an analogy with (A.21) and using the fact that the shift operator is

represented by V̂ (µ) = eikµ in Schrödinger representation we write K̂µ0 as

K̂µ0 :=
V̂ (µ0)− V̂ (−µ0)

2iµ0

. (A.22)
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APPENDIX B

SUPPLEMENT TO TUNNELING IN POLYMER

FRAMEWORK

B.1. TRANSMISSION and REFLECTION COEFFICIENTS

When we multiply (2.78) with its complex conjugate we obtain (B.1) below.

|a1|2 =
|c1|2 f(λ, ε,N)

(e2arccosh(λ) − 1)
2

(2− e2i arccos(ε) − e−2i arccos(ε))
(B.1)

From this equation it is a simple step to obtain the transmission coefficient defined as T =
|c1|2
|a1|2 . The final form of it is

T =

(
e2arccosh(λ) − 1

)2 (
2− e2i arccos(ε) − e−2i arccos(ε)

)
f(λ, ε,N)

. (B.2)

The multiple of (2.79) with its complex conjugate leads to the absolute square of a2 which is

given in (B.3).

|a2|2 =
|c1|2 g(λ, ε,N)

(e2arccosh(λ) − 1)
2

(2− e2i arccos(ε) − e−2i arccos(ε))
(B.3)

Dividing (B.3) by (B.1) gives the reflection coefficient which is defined as R = |a2|2
|a1|2 . The

explicit form of it is

R =
g(λ, ε,N)

f(λ, ε,N)
. (B.4)
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where

f(λ, ε,N) =
(
e(6−2N)arccosh(λ) − 8e(5−2N)arccosh(λ) + 2ei arccos(ε)+(5−2N)arccosh(λ) (B.5)

−12ei arccos(ε)+(4−2N)arccosh(λ) + 4e2i arccos(ε)+(2N+2)arccosh(λ) + 28e(4−2N)arccosh(λ)

+56e3arccosh(λ) − 28ei arccos(ε)+3arccosh(λ) − 108e2arccosh(λ) + 4ei arccos(ε)+4arccosh(λ)

−e2i arccos(ε)+4arccosh(λ) − 4e2i arccos(ε)+(3−2N)arccosh(λ) + 26ei arccos(ε)+(3−2N)arccosh(λ)

+33e(2N+2)arccosh(λ) − 8e4arccosh(λ) − 48e(3−2N)arccosh(λ) + 56ei arccos(ε)+2arccosh(λ)

−8e(2N−1)arccosh(λ) + 2e−i arccos(ε)+(5−2N)arccosh(λ) − 12e−i arccos(ε)+(4−2N)arccosh(λ)

+4e2i arccos(ε)+3arccosh(λ) + 26e−i arccos(ε)+(3−2N)arccosh(λ) + 56e−i arccos(ε)+2arccosh(λ)

−28e−i arccos(ε)+arccosh(λ) − 28e−i arccos(ε)+3arccosh(λ) − 20ei arccos(ε)+(2−2N)arccosh(λ)

+e−2i arccos(ε)+(4−2N)arccosh(λ) + 33e(2−2N)arccosh(λ) − 20e−i arccos(ε)+(2−2N)arccosh(λ)

+28e2Narccosh(λ) − 4e2i arccos(ε)+2arccosh(λ) − 48e(2N+1)arccosh(λ) + e(2N−2)arccosh(λ)

+56earccosh(λ) − 28ei arccos(ε)+arccosh(λ) + 4e−i arccos(ε) + 4e−2i arccos(ε)+(2−2N)arccosh(λ)

−4e−2i arccos(ε)+(3−2N)arccosh(λ) − e−2i arccos(ε) − 4 + 26e−i arccos(ε)+(2N+1)arccosh(λ)

+4e−2i arccos(ε)+arccosh(λ) + 4e2i arccos(ε)+(2−2N)arccosh(λ) − 8e−2i arccos(ε)+2arccosh(λ)

−4e2i arccos(ε)+(2N+1)arccosh(λ) + 4e2i arccos(ε)+arccosh(λ) + 26ei arccos(ε)+(2N+1)arccosh(λ)

−12ei arccos(ε)+2Narccosh(λ) − 4e2i arccos(ε)+2arccosh(λ) + 2e−i arccos(ε)+(2N−1)arccosh(λ)

−12e−i arccos(ε)+2Narccosh(λ) + 2ei arccos(ε)+(2N−1)arccosh(λ) + e2i arccos(ε)+2Narccosh(λ)

+4ei arccos(ε) − e2i arccos(ε) − 20ei arccos(ε)+(2N+2)arccosh(λ) + 4e−i arccos(ε)+4arccosh(λ)

+e−2i arccos(ε)+2Narccosh(λ) − 20e−i arccos(ε)+(2N+2)arccosh(λ) − e−2i arccos(ε)+4arccosh(λ)

+4e−2i arccos(ε)+3arccosh(λ) − 4e−2i arccos(ε)+(2N+1)arccosh(λ) + e2i arccos(ε)+(4−2N)arccosh(λ)

+4e−2i arccos(ε)+(2N+2)arccosh(λ) − 4
)

56



and

g(λ, ε,N) =
(
e(2N−2)arccosh(λ) − 48e(3−2N)arccosh(λ) − 20e−i arccos(ε)+(2N+2)arccosh(λ) (B.6)

+28e(4−2N)arccosh(λ) + 56e3arccosh(λ) − 4e−2i arccos(ε)+(3−2N)arccosh(λ) − 104e2arccosh(λ)

+e−2i arccos(ε)+(4−2N)arccosh(λ) − 10e−2i arccos(ε)+2arccosh(λ) + 4e−2i arccos(ε)+3arccosh(λ)

−10− 28e−i arccos(ε)+3arccosh(λ) + 26e−i arccos(ε)+(3−2N)arccosh(λ) + 33e(2−2N)arccosh(λ)

+56e−i arccos(ε)+2arccosh(λ) − 12e−i arccos(ε)+(4−2N)arccosh(λ) − 28e−i arccos(ε)+arccosh(λ)

−28e(2N+1)arccosh(λ) + 56earccosh(λ) + 2e−i arccos(ε)+(5−2N)arccosh(λ) + 28e2Narccosh(λ)

+4e−2i arccos(ε)+(2−2N)arccosh(λ) − 20e−i arccos(ε)+(2−2N)arccosh(λ) + 33e(2N+2)arccosh(λ)

+4e−i arccos(ε)+4arccosh(λ) + 4e−2i arccos(ε)+(2N+2)arccosh(λ) + 4e−2i arccos(ε)+arccosh(λ)

+e−2i arccos(ε)+2Narccosh(λ) + 4ei arccos(ε)+4arccosh(λ) + 26e−i arccos(ε)+(2N+1)arccosh(λ)

+4e2i arccos(ε)+3arccosh(λ) + e2i arccos(ε)+(4−2N)arccosh(λ) − 12e−i arccos(ε)+2Narccosh(λ)

−10e2i arccos(ε)+2arccosh(λ) + 26ei arccos(ε)+(3−2N)arccosh(λ) − 28ei arccos(ε)+3arccosh(λ)

+2ei arccos(ε)+(5−2N)arccosh(λ) − 12ei arccos(ε)+(4−2N)arccosh(λ) + 56ei arccos(ε)+2arccosh(λ)

−20ei arccos(ε)+(2−2N)arccosh(λ) + 4e2i arccos(ε)+(2−2N)arccosh(λ) + 4e2i arccos(ε)+arccosh(λ)

−28ei arccos(ε)+arccosh(λ) + 4ei arccos(ε) + 4e2i arccos(ε)+(2N+2)arccosh(λ) + 4e−i arccos(ε)

+e2i arccos(ε)+2Narccosh(λ) − 20ei arccos(ε)+(2N+2)arccosh(λ) + 2e−i arccos(ε)+(2N−1)arccosh(λ)

−4e2i arccos(ε)+(2N+1)arccosh(λ) − 12ei arccos(ε)+2Narccosh(λ) + 2ei arccos(ε)+(2N−1)arccosh(λ)

−8e(5−2N)arccosh(λ) − 8e(2N−1)arccosh(λ) + e(6−2N)arccosh(λ) − 20e(2N+1)arccosh(λ)

−4e−2i arccos(ε)+(2N+1)arccosh(λ) − 10e4arccosh(λ) − 4e2i arccos(ε)+(3−2N)arccosh(λ)

+26ei arccos(ε)+(2N+1)arccosh(λ)
)
.
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