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ABSTRACT

MODELLING AND CONTROL OF HYPERSONIC AIRCRAFT VEHICLES

The increasing number of works on hypersonics and the recent interest of Min-

istry of Defense on developing a hypersonic missile are amongst the main motivations

behind this thesis. Research on hypersonics seems to divide into two main categories:

deriving dynamic models for HSVs and designing model-based controllers.

Initially, we decided to investigate the control problems associated with HSVs.

However, due to the restrictions imposed by the leading sponsors of hypersonic research

(such as NASA, US AF, US DoD, DARPA, etc), researchers did neither publish nor share

the model parameters for HSVs. As a result, our initial focus was deriving a dynamic

model for an HSV.

Firstly, modelling approaches for HSVs and we noticed that it is extremely hard to

directly obtain the HSV dynamic model parameters. In addition to this, the HSV nonlinear

dynamic model which was commonly mentioned in the literature is not related to the

control inputs directly. As a result, the linearized HSV dynamic models were investigated,

and the linear parameter varying model was derived.

Next, control problems associated with the HSVs are investigated. Due to the

highly complicated and time-varying nature of their dynamics, designing a robust control

law is aimed. The main reason behind choosing to design a robust control law was that

the robust controllers usually require minimum knowledge about the HSV dynamics. The

stability of the proposed robust control law is then investigated via Lyapunov-based tech-

niques and the tracking error is driven to the origin exponentially fast by using designed

controller.
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ÖZET

HİPERSONİK HAVA ARAÇLARININ MODELLENMESİ VE KONTROLÜ

Hipersonikler ile ilgili yapılan çalışmaların artması ve Milli Savunma Bakan-

lığı’nın hipersonik füze geliştirmek amacı ile son dönemde başlattığı çalışmalar, bu tezin

arkasındaki ana motivasyonlar olarak sayılabilir. Hipersoniklerle ilgili araştırmalar ince-

lendiğinde iki ana kısıma ayrıldığı görülmektedir. Bunlar; dinamik model eldesi ve model

temelli denetim çalışmalarıdır.

Bu konuyla ilgili başlangıç hedefimiz HSV’ler ile ilgili denetim problemlerini

araştırmaktı. Bununla birlikte, hipersonik araştırmalarının ana sponsorlarının (NASA,

US AF, US DoD, DARPA, vb.) kısıtlamalarından ötürü araştırmacıların model parame-

trelerini yayınlayamamaları ve paylaşamamaları, başlangıç hedefimizi HSV dinamik mod-

elinin elde edilmesi haline getirmiştir.

İlk olarak HSV ile ilgili modelleme yaklaşımları incelenmiş ve HSV dinamik

model parametrelerinin doğrudan bulunmasının oldukça zor olduğu tespit edilmiştir. Buna

ek olarak, literatürde yaygın olarak kullanılan HSV dinamik modeli, denetim girişleri

ile doğrudan ilişkilendirilmemektedir. Sonuç itibariyle doğrusallaştırılmış HSV dinamik

modelleri araştırılmış ve doğrusal parametre değişimli model elde edilmiştir.

Bir sonraki adım olarak HSV ile ilgili denetim problemleri araştırılmıştır. HSV

dinamiklerinin yüksek miktarda karışık ve zamana bağlı doğasından ötürü, gürbüz bir

denetleyici tasarımı hedeflenmiştir. Gürbüz denetleyicinin seçilmesinin arkasındaki ana

etmen, bu tip denetleyicilerin HSV dinamikleri hakkında minimum bilgiye ihtiyaç duy-

masıdır. Önerilen gürbüz denetleyicinin kararlılığı Lyapunov temelli yöntemler yardımıyla

ortaya ve bu tasarlanan denetleyici kullanılarak hata değerlerinin üstel bir hızla orjine

gitmesi sağlanmıştır.
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CHAPTER 1

INTRODUCTION

Humans try to find efficient ways to move faster and higher. On the other hand,

commercial groups want a more reliable way of putting payload in the low earth orbit.

While defense organizations want high speed and high altitude weaponry. And all of

these seem more reachable with hypersonic aircraft vehicles. The main question is ”What

is Hypersonic?”. To answer this question, we first explain the different flight regimes that

includes hypersonic.

1.1. Speed Regimes of the Flight

After the invention of the airplane, designers and engineers created new ones for

a wide variety of applications. Airplanes become a part of the daily life and are used

regularly to ship cargo and to transport people. As a result of the developments in the

aircraft industry, the speed of aircrafts has increased and one way to classify aircrafts is

based on the speed regimes of the flight. There are five basic reachable speed regimes

and two additional unreachable speed regimes which are categorized with respect to the

velocity to speed of sound ratio. In order to clearly understand the difference between

these speed regimes, we will first explain the Mach number.

1.1.1. Mach Number

In fluid mechanics, Mach number is a dimensionless number which is invented by

Austrian physicist and philosopher Ernst Mach and denotes the velocity to speed of sound

ratio. The equation of the Mach number is given as

M ,
v

a
(1.1)

where v ∈ R denotes the velocity of the source, a ∈ R denotes the speed of sound

and M ∈ R denotes the Mach number. Speed regimes of the flight are classified in

terms of the Mach number as shown in Table 1.1. The additional unreachable speed

regimes that are shown in the last two rows of the table (High–Hypersonic and Re–entry
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Speeds) are defined by the National Aeronautics and Space Administration (NASA) and

all information about them can be considered as theoretical. According to the information

provided by the NASA, it can be easily said that hypersonic is not only the last basic speed

regime but also the highest speed regime that was reached.

Table 1.1. Classification of Mach Regimes

Regime Mach mph m/s ft/s
Subsonic <0.8 <610 <270 <810
Transonic 0.8–1.2 610–915 270–410 810–1225
Supersonic 1.2–5.0 915–3840 410–1710 1225–5150
Hypersonic 5.0–10.0 3840–7680 1710–3415 5150–10250

High–Hypersonic 10.0–25.0 7680–16250 3415–8465 10250–25400
Re–entry Speeds >25.0 >16250 >8465 >25400

Now, we try will provide some extra information about five basic speed regimes.

1.1.2. Subsonic

The early development of human flight which included air vehicles such as kites,

balloons, and gliders were in this speed range. These unpowered aircrafts were very slow.

After the development of relatively lightweight engines, the speed of these early airships

and winged aircrafts increased, but the available materials, knowledge and technology

limited these aircrafts to operate at low speeds.

Specifically, the limitations of the available engines enforced these vehicles to be

light weight. To build light weight structures, designers used external bracing. That, and

the open fuselage designs of the day, resulted in vehicles with high drag. As a result, even

at low speeds such as 50 mph, the produced drag overcame the available thrust.

As in the early days, since the general light weight structure, these aircrafts were

limited by the power available from the small, light engines. These aircrafts were gener-

ally faster than their predecessors because of stronger, light weight materials (nylon and

aluminum), improved knowledge of aircraft design, and improved engines (with a higher

ratio of power–to–weight).
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1.1.3. Transonic

In order to build faster aircrafts, several areas or technologies had to be improved.

First, the drag had to be reduced substantially. This was accomplished largely by develop-

ing enclosed, streamlined fuselages and stronger wings that did not require external brac-

ing. These resulted the structures to be stronger, but not heavier at the same time. Thus,

materials and structures were developed with a higher strength to weight ratio. Next, the

thrust had to be greatly increased without increasing the weights of the engines, and thus,

resulting in engines with a higher power–to–weight ratio. All of these areas improved

steadily. For instance, a new engine might be developed with 50 percent more power that

weighted only 25 percent more (which obviously has a higher power–to–weight ratio)

however since it weighted more, the fuselage would have to be stronger and heavier to

carry this extra weight. As a result, the aircraft might not really be faster until it could

be designed to be lighter. On the other hand, through the use of new tools such as wind

tunnels and a lot of basic research, the knowledge of aerodynamics improved.

The vehicles that are found in this regime are limited by the source of the thrust

and, to a lesser extent, the drag. The engines are almost all propeller types, and the wings

are almost all straight and fairly thick. Propeller crafts like Fokker, Junkers, Cessna and

Beechcraft can be given examples of the vehicles in this category.

1.1.4. Supersonic

With the desire to fly faster and primarily for military applications, aeronautics

technologies were developed to fly above Mach 1. However these aircrafts were still very

expensive to operate and most were for military use only. To date, only one aircraft,

namely the Concorde, achieved commercial transportation above Mach 1.

Efforts are still underway to develop new technologies so that a more cost–effective

supersonic airplane can be built in the future. Supersonic aircrafts have special high per-

formance jet engines that can provide a good amount of thrust, have highly–sweeper very

thin wings, and utilize novel materials to provide strength.

Early fuselages have thin bodies. The thinning of the fuselages helps reduce the

drag when flying near the speed of sound. Because of the reducing drag, it is relatively

easier to fly above Mach 1 than near Mach 1. Heavy engines are needed to provide the

necessary thrust to push the airplane through the air at such high speeds. The wings
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are super thin and swept to slice through the air while making as little disturbance as

possible. The most modern supersonic aircraft spend so little time near Mach 1 and have

such powerful engines, that they are not shaped as much like old thin bodies. Still, these

aircraft have sleek overall shapes that are carefully designed to minimize supersonic drag.

It is interesting that airplanes designed to fly supersonically do not perform very

well at subsonic speeds. The specific features that let them fly fast do not work well when

they fly slowly. In fact, flight at the lowest speeds, such as during takeoff or landing, is an

extra challenge when designing these aircrafts. Although they were not used for global

transportation F–15 Eagle and the SR–71 can be given as examples for this category. The

other example, above mentioned Concorde, was used for global transportation success-

fully. It is noted that according the some references, its flight was recorded as a supersonic

flight (Mach 1.3) while some references recorded it as a transonic flight (Mach 1.1).

1.1.5. Hypersonic

With the advance of the rocketry, the first hypersonic vehicles were developed.

Rockets can travel at these speeds when they accelerate into the Earth’s orbit. Also, the

reentry capsules (such as those in the Apollo program) travel at these speeds as they

descend from orbit.

The best known examples of hypersonic flight vehicles are the rocket-powered X–

15, NASA’s X–43A prototype and the space shuttle which can travel at all speed regimes

when it reenters the Earth’s atmosphere. In addition to these examples, there are lots of

theoretical and experimental works. Research programs (especially the ones in the USA)

are underway to develop new engines that can operate at these speeds, so new aircrafts

can be designed to cruise in this speed regime.

National AeroSpace Plane (NASP)’s programs resulted in three experimental air-

crafts, the X–30, the X–33 and the X–34, and another project, namely as Falcon, resulted

in three experimental vehicles, the HTV–1, the HTV–2 and the HTV–3. It is noted that,

there are no commercial or military aircrafts today that can cruise at these speeds. A

few prototypes can be flight only up to now and most of them couldn’t reach hypersonic

speeds efficiently, couldn’t do their second flight due to damages at the first flight or

couldn’t finish their first flight successfully due to communication losses or lack of con-

trol. We would like to highlight that, it is a tremendous challenge to design an airplane

shape and an engine that can take off subsonically, accelerate through supersonic speeds,

and cruise efficiently hypersonically in an efficient manner.
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What’s faster than hypersonic? Hypersonic flight occurs at very high altitudes

where the air is extremely thin which helps to reduce the drag and the heating due to

friction. The need for thin air at high altitudes and high speeds are major reasons that

make it so difficult to design engines for these aircrafts. To fly faster than hypersonic speed

requires even thinner air at higher altitudes, and at these altitudes, a vehicle is essentially

outside the atmosphere and should more correctly be called a spacecraft. Thus, the space

shuttle is both a spacecraft and an aircraft.

1.2. Motivations on Conducting Research on HSVs

With the historic 2004 SCRAMjet–powered Mach 7 and Mach 10 flights of the

NASA X–43A experimental vehicle, hypersonic research has seen a resurgence. This is

most probably attributable to the fact that air–breathing hypersonic propulsion is viewed

as the next critical step towards achieving reliable and affordable access to space, and

for global transportation. Both of these objectives have commercial as well as military

applications.

Air–breathing HSVs are seen as a feasible solution to provide safe and affordable

space travel. Hypersonic flight is being aggressively pursued as a capability to traverse the

world in a few hours. The class of vehicles under consideration utilize a design in which

a wedge–shaped fuselage provides lift and acts as an inlet for the SCRAMjet engine. This

configuration and its associated aeropropulsive characteristics were successfully demon-

strated on the X–43 prototype.

From a design perspective, while rocket–based (combined cycle) propulsion sys-

tems are needed to reach orbital speeds, these systems are much more expensive to operate

since they must carry oxygen (which is expensive particularly when traveling at lower al-

titudes through the troposphere). Current rocket–based systems also do not exhibit the

desired levels of reliability and flexibility (e.g. they don’t have airplane–like takeoff and

landing options). For these reasons, much emphasis have been placed on the two–stage–

to–orbit (TSTO) designs that have two different stage to provide propulsion consecutively.

In this design, first stage is responsible for accelerating the vehicle and the second stage

is responsible for continuing to orbit under its own power. HSVs utilize a turbo–ram–

SCRAMjet combined cycle in the first stage and a rocket–SCRAMjet in the second stage.

While the designs of HSVs are maturing due to aeropropulsive interactions be-

tween the fuselage and the engine; there are still associated challenges that need to be
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researched significantly. For example, aerothermoelastic characteristics must further be

addressed. Since any displacement of the fuselage significantly affects the performance

of the engine, vibration attenuation is an another critical requirement for these vehicles.

Due to the highly complicated and time–varying nature of their dynamics, which

is mostly because of the significant effects of the temperature changes on the structural

dynamics, control of HSVs is a challenging research area. A commonly utilized con-

trol approach which is named as multi–loop control architecture is formulated to contain

compensators for vibration suppression, maneuvering and engine control. This control

architecture directly matches a model of the open–loop HSV dynamics which couples

aerodynamics and structural dynamics with engine dynamics. The multi–loop control ar-

chitecture consists of three controllers: an inner–loop controller, an outer–loop controller

and an engine controller. The inner–loop controller is used to actively augment damp-

ing of the structural modes criteria, and the outer–loop controller is then used to achieve

rigid–body performance. Finally, an engine controller operates continuously to guarantee

proper propulsion despite variations in the flight dynamics. The multi–loop control ar-

chitecture includes gain–scheduled elements and adaptive elements. The gain–scheduled

elements represent pre–flight designs based on high fidelity models, whereas the adaptive

elements are used to cancel any residual errors. Essentially, the adaptive elements only

affect the system when aerothermoelastic dynamics vary beyond theoretical ranges and

when the gain–scheduled controller is unable to achieve the desired performance of either

the flight path or engine propulsion.

1.3. Literature Survey

In this section, the past research in the literature on HSVs is categorized as: exper-

imental research that contains the significant practical works about HSVs, in an historical

order, and theoretical research that contains the significant modelling and control works

about HSVs which can be found during the literature search.

1.3.1. Experimental Research on Hypersonic

Although, the most important work was performed by NASA with X–43A proto-

type, we can encounter various important HSV works before and after that. These works

that include X–43A can be summarized as follows.
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1.3.1.1. General Research on SCRAMjet Propulsion

NASA’s works about this topic have started in the middle of 1960’s and have

continued for over 50 years Fidan et al. (2003); Voland et al. (2005). In 1960’s, NASA

built and tested a hydrogen–fueled and cooled SCRAMjet engine that verified SCRAMjet

efficiency, structural integrity, and first generation design tools. Then, in 1970’s a fixed–

geometry, airframe–integrated SCRAMjet flowpath (capable of propelling a HSV from

Mach 4 to Mach 7) was designed and demonstrated in wind tunnel tests. After this point,

SCRAMjet engine technology was used to develop waverider which provided the basis

for HSV developments.

1.3.1.2. NASP X–30

This single–stage–to–orbit (SSTO), hydrogen fueled waverider was developed by

United States Department of Defence (US DOD) and NASA between the years 1984–

1996. Despite the fact that no flights took place, a significant amount of research was

accomplished on aerothermoelastic propulsion R.McClinton (2007); Anderson (2002);

Fidan et al. (2003); Heeg et al. (1993); Gilbert et al. (1990); Heeg et al. (1993); Potozky

et al. (1988). These aerothermoelastic propulsion effects were researched by a group of

500 engineers and scientists who were involved in this project Fidan et al. (2003); Kumar

et al. (2001).

1.3.1.3. Single–Stage–to–Orbit Technology Demonstrators

The X–33 and X–34 would follow NASP X–30. The X–33 was developed during

a project named Skunk by American global aerospace, defense, security, and advanced

technology company Lockheed Martin and was initially planned as an unmanned vehicle.

This triangularly shaped lifting body rocket–engine powered technology demonstrator

was able to reach 15 times the speed of sound and 250 kft altitude. The much smaller

prototype X–34 was planned as an unmanned vehicle too. This rocket–engine powered

technology demonstrator intended to operate like the space shuttle and was able to reach

8 times the speed of sound and 250 kft altitude.

7



1.3.1.4. HyShot Flight Program

Supersonic combustion of a SCRAMjet in flight was demonstrated at July 30,

2002 (HyShot II) and March 25, 2006 (HyShot III) by the University of Queensland

Center for Hypersonics Smart et al. (2006). During each flight, a two–stage, hydrogen

fueled Terrier–Orion Mk70 rocket was used to boost the payload to 330 km altitude.

Engine measurements demonstrated that at altitudes between 23 km and 35 km when the

payload carrying re–entry Orion reached 7.6 times the speed of sound. Flight results were

correlated with the University of Queenslands T4 shock tunnel. Thus far, the center has

been involved with five flights – the last being on June 15, 2007 (HyCAUSE) Walker et al.

(2008).

1.3.1.5. NASA’s Hyper–X Flight Program

NASA’s Hyper–X Flight program can be seen as the most important development

program for the hypersonic technology. This program was resulted with two important

products. The X–43A which is seen as the best HSV prototype ever were developed

during this program and two different SCRAMjet–powered hypersonic flights at Mach

7 and Mach 10 (actually Mach 6.83 and Mach 9.8) were realized by using it. They are

seen as the most important hypersonic flights still Peebles (2008); R.McClinton (2007);

Rausch et al. (1997). Also, the other important product of this program namely as SR–71

Blackbird was reached Mach 5 while the maximum reachable turbojet speed was recorded

as Mach 3.2.

1.3.1.6. HiFIRE: The Hypersonic International Flight Research

Experimentation

This program is an ongoing collaboration between NASA, Air Force Research

Laboratory (AFRL), Australian Defence Science and Technology Organization (ADSTO),

Boeing Phantom Works, and the University of Queensland Dolvin (2008). It will involve

10 flights over 5 years. HiFIRE flights will focus on the goal of understanding the funda-

mentals of hypersonic phenomena.
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1.3.1.7. X–51A SCRAMjet Demonstrator Waverider

The Boeing X–51A is being developed as an expendable hydrocarbon fueled

SCRAMjet engine demonstrator waverider vehicle by AFRL, Boeing, and Pratt and Whit-

ney Hank et al. (2008). It reached Mach 7 in the tests in 2009.

1.3.1.8. Falcon

The main purpose of this project is to develop a series of incremental hypersonic

technology vehicle (HTV) demonstrators and it has continued with United States Air

Force (USAF) and Defense Advanced Research Projects Agency (DARPA) cooperation

since 2003. Within the scope of this project HTV–1, HTV–2, HTV–3X demonstrations

were designed to develop technologies for a future reusable hypersonic cruise vehicle

(HCV) specifically designed for prompt global reach missions.

1.3.2. Overview of Theoretical Research on Hypersonics

There have been several papers in the literature that have discussed challenges

associated with the dynamics of hypersonic vehicles. A detailed analytical model of the

longitudinal dynamics was undertaken by Chavez and Schmidt (1994). A slightly differ-

ent approach to develop a model was undertaken by Bolender and Doman (2005, 2007a,

2006) which was further developed by Williams et al. (2006a); Culler et al. (2007). A

computational fluid dynamics (CFD) approach was also utilized to develop a model of

the hypersonic vehicle Bolender and Doman (2006).

In the past few years, a considerable effort has been made by the USAF and

NASA to improve development and design of HSVs.Notwithstanding the recent success

of NASA’s X–43A experimental vehicle, the design of robust guidance and control sys-

tems for hypersonic vehicles is still an open problem mostly due to the peculiarity of the

vehicle dynamics. In addition to the interactions between flexible and rigid body modes,

the dynamics of air–breathing hypersonic vehicles include couplings between the engine

and the flight dynamics. On the other hand, the slender geometries and light structural

weights required for these aircrafts cause significant flexible effects, and a strong cou-

pling between propulsive and aerodynamic forces that result from the integration of the

SCRAMjet engine. In addition, due to the dependence of the vehicle characteristics to the
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flight conditions (such as thermal effects on the structure), significant uncertainties affect

the vehicle model.

For the control design, there are several issues that must be addressed. The con-

troller must account for strongly coupled aerodynamics–propulsion dynamics and actively

suppress modal vibrations. Also, the aerothermoelastic effects cannot be ignored in a hy-

personic flight and must be compensated.

Using the modelling approaches in the literature as a fixed design, several control

approaches have been considered including H∞ control Buschek and Calise (1994), µ

synthesis Buschek and Calise (1993) control, and linear parameter varying (LPV) con-

trol Lind (2001); Wilcox et al. (2010a); Bhat (2008); Wilcox (2010). Various other con-

trol strategies such as adaptive control Fiorentini et al. (2007); Sigthorsson et al. (2008);

Kuipers et al. (2007a); Sigthorsson et al. (2006) and other linear control techniques Huo

et al. (2006); Groves et al. (2005, 2006), have also been discussed in the literature.

Several past studies focused on design of guidance and control systems based on

linearized dynamical models. These studies considered control solutions of various com-

plexity. Implicit model–following control methods have been considered in Sigthorsson

et al. (2006); Groves et al. (2005, 2006) for the linearized versions of the dynamic model

in Bolender and Doman (2007a), and adaptive control techniques have been considered in

Kuipers et al. Kuipers et al. (2007b) for the CFD–based model in Mirmirani et al. (2005).

A thorough survey of difficulties encountered in modelling and control of HSVs.

For example, with a focus on aerothermoelasticity, a Lyapunov–based exponential track-

ing control performance with aerothermoelastic effects by using LPV form was presented

in Wilcox et al. (2010a); Wilcox (2010). Different ways of nonlinear adaptive controller

design by compensating aerothermoelasticity were presented in Fiorentini et al. (2007);

Bolender et al. (2007); Bhat (2008).

1.3.3. Modelling and Control Challenges

It is clear that modelling is the most important step for an efficient controller de-

sign. Although, there are good developments available in the literature, modelling and

control is still an open problem because of the some challenges. In this subsection, we try

to provide some information about modelling and control challenges which were encoun-

tered in past HSV researches.
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1.3.3.1. Lifting Body and Waverider Dynamics

Integrated–airframe air–breathing propulsion lifting body designs Heiser et al.

(1994b) and their special subclass namely as waverider designs Anderson (2006) are

widely used in HSVs and attracting too much attention in the literature. Although, they

are the most appropriate structure for the hypersonic flights, they can’t be modelled prop-

erly because of their specific geometric structures. Because of the mentioned reasons,

they can be expressed approximately in the dynamic model.

1.3.3.2. The Main Purpose of the Selection of Waveriders

Generally, lift–to–drag ratio decreases with increasing Mach and is particularly

low for hypersonic vehicles Anderson (2006). An independent shock wave affects the

conventional HSVs along the leading edge and as a result of this, they have a reduced

maximum lift–to–drag ratio. This situation is particularly very effective in blunt lifting

body designs.

In contrast, HSVs that have waverider designs have an attached shock wave along

the leading edge and appear to ride the bow shock wave Anderson (2006). As a result of

this, waveriders can exhibit higher lift–to–drag ratio for a given angle–of–attack (AoA),

and can be flown at lower values of AoA too. On the other hand, a higher maximum lift–

to–drag ratio is desirable to maximize the range Anderson (2006). Therefore, waveriders

are required for global reach cruise applications.

1.3.4. Aero–Thermo

Slender body type can reduce drag while increasing structural heating (e.g. nose

heating) and is inversely proportional to the nose radius. Since heat–driven structure is

preferred for drag–driven structures, most hypersonic vehicles possess blunt noses. This

is because within the hypersonic regime, heating varies cubicly with speed, while drag

varies quadratically Anderson (2006).
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1.3.4.1. SCRAMjet Propulsion

In contrast to regular jets which have a compressor, SCRAMjets (which rely on

forebody compression) have no moving parts. As a result of this, they can operate over

a large range of Mach numbers (e.g. Mach 5–24) when they fueled with hydrogen.

SCRAMjets satisfy shock–on–lip conditions by typically optimized at a selected design

Mach number. At off–design speeds, a cowl door can be used to minimize air mass flow

spillage. Cowl doors are generally scheduled open–loop. For a very flexible vehicle,

however, feedback may be required in order to reduce sensitivity to modelling errors.

1.3.4.2. Vehicle Trajectories

Likely vehicle trajectories will lie within the so–called air–breathing corridor cor-

responding to dynamic pressures in the range q̄ ∈ [500, 2000] psf where the lower bound

is due to the lifting area limit and the upper bound is due to the structural limits. It should

be noted that, SCRAMjet–powered vehicles will fly at the highest allowable dynamic

pressure in order to maximize free–stream mass airflow per unit area to the engine, and

accelerating vehicles would have to increase dynamic pressure in order to maintain mass

flow per unit area to the engine Heiser et al. (1994b). In order to provide this reason,

vehicle flying dynamic pressure range can be considered at q̄ ∈ [1500, 1750] psf so that

there is room to increase dynamic pressure by moving toward larger Mach numbers while

avoiding thermal choking at the lower Mach numbers. From Heiser et al. (1994b) and

figure 1.1, we can see that the air–breathing corridor is about 30 kft wide vertically. We

can see that via a simple algebraic calculation if the flight path angle (FPA) deviates by

about 2.86o for 30 seconds at Mach 10 when the vehicle is flying along the center of the

corridor, then the vehicle will leave the corridor. This unacceptable scenario illustrates

the importance of FPA control, particularly, in the presence of uncertain flexible modes.

1.3.5. Aero–Propulsion Coupling

HSVs are uniquely characterized by unprecedented aero–propulsion coupling be-

cause of the strong coupling that is provided by the components between the lift, propul-

sion and volume Anderson (2006). As a result of this structure, we can consider the

following situations.

12



Figure 1.1. Air–Breathing Corridor, Dynamic Pressure, Thermal Choking and FER
Constraints

• Since the external forebody and nozzle surfaces are parts of the engine flowpath

Cockrell et al. (2002) aero performance cannot be decoupled from the engine per-

formance.

• Vehicle aerodynamic properties affect the bow shock – detached for blunt leading

edges, attached for sharp leading edges. This influences the engine inlet conditions

which, in turn, influences thrust, lift, drag, external nozzle conditions, and pitching

moment.

Finally, it must be noted that SCRAMjet air mass capture area, spillage, engine perfor-

mance, as well as overall vehicle stability and control properties depend upon velocity,

AoA, side–slip–angle (SSA), and engine power setting.

1.3.6. Hypersonic Flow Phenomena

Hypersonic flow is characterized by specific physical variables that become more

dominating with increasing Mach number Anderson (2006), Bertin (1994), Bertin et al.

(1992). For example, a boundary layer increases in direct proportion to the square of the

Mach number and as a result of this, the body to appear thicker than it really is and this
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situation affects pressure distribution, lift, drag, stability, skin friction, and heat transfer.

And also shock layer variability is observed at around Mach 3 Anderson (2006).

1.3.7. Aerothermoelastic Propulsion

HSVs are generally unstable because of their structure (e.g. long forebody, rear-

ward engine) Bolender and Doman (2007a); Chavez and Schmidt (1994). And also,

such vehicles require a minimum control bandwith for stabilization Bolender and Do-

man (2007a); Stien (2003); Rodriguez (2004). However, flexible structural dynamics,

actuator dynamics, right half plane zeros (i.e. non–minimum phase dynamics), other high

frequency dynamic uncertainties and variable limits (e.g. control saturation level, temper-

ature profile) can limit the bandwith. High Mach numbers can result in high temperature

that will make the forebody more flexible. Bow shock wave and engine inlet oscillations

can be considered among the results of this situation and also this can affect the available

thrust, stability, and achievable performance. This situation can be a major control prob-

lem if the vehicle is too flexible and open loop unstable, so thermal protection system is

important to reduce the heat–induced flexibility Bolender and Doman (2006); Williams

et al. (2006a); Glass (2008); Marshall et al. (2005).

1.3.8. High Temperature Gas Effects

Caloric imperfection, vibrational excitation, O2 dissociation, N2 dissociation, ra-

diation, rarefied gas effects can be considered as a high temperature gas effects Heiser

et al. (1994b); Anderson (2006). The above hypersonic phenomena can accurately mod-

elled by suitable partial differential equations. This situation highlights the relevant mod-

elling and control challenges with the above interactions and associated uncertainty.

1.4. Contributions

In this thesis, modelling and control of HSVs are discussed. Firstly, the contribu-

tions to the modelling of HSVs is highlighted, next novelties of the proposed controller

are presented.
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In the HSV literature, there are several modelling works. Specifically, Bolender is

the leading researcher of NASA in deriving dynamic models for HSV. While his works are

widely acknowledgedi review of his HSV modelling papers and other relevant literature

highlights the fact that none of the publicy distributed HSV models are complete in the

sense that the model parameters are not published. Out attepmts to reach a complete

HSV dynamic model were answered by the confidentiality restriction imposed by the

sponsoring agencies (such as NASA, DARPA, US DoD, US AF, AFRL etc.).

Motivated by the lack of publicy available HSV dynamic models, in the earlier

stages, all the available modelling approaches are investigated and a full nonlinear HSV

dynamic model is obtained. While this nonlinear model can be used for numerically

simulating the HSV dynamics, it is not control friendly in the sense that the control inputs

can not be integrated to dynamic model directly. As a result, linearization techniques are

employed to obtain the LPV model which includes linear terms along with a nonlinear

distrubance–like term.

Comparing with the HSV modelling literature, our main contribution is to obtain

a nonlinear HSV model and a LPV model completely.

Next, control of HSV is discussed. Given the highly complicated nature of the

HSV dynamics and to compensate for the possible mismatches between the exact nonlin-

ear and the partially linearized LPV model, robust control seems to be the only choice.

During the error system development matrix decomposition method is utilized to deal

with an uncertain non–symmetric and indefinite input gain a matrix. After this decom-

position, a nonlinear controller which can alternatively be seen as a modified linear (i.e,

PI) controller fused with integral of the signum of the error terms for uncertainty com-

pensation. The stability of the closed–loop system is investigated via Lyapunov–based

arguments, and exponential stability of the tracking error is ensured when compared with

the existing literature on control of HSVs a novel robust controller is proposed and as

a result of the nature of the Lyapunov–type stability analysis, the proposed controller is

provably correct.

1.5. Outline

The rest of this thesis is organized as follows. Chapter 2 summarized the mod-

elling approach of the HSV and describes the mathematical models of the longitudinal

dynamics of the HSVs. Chapter 3 describes control oriented modelling and summarizes

some 3 DoF control models that are widely used in the literature. In Chapter 4, a novel,
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nonlinear Lyapunov–based robust controller designed for LPV model of HSVs, is pre-

sented. Chapter 5 describes Matlab Simulink model of the system and numerical simu-

lation results of the designed controller. Finally, Chapter 6 summarizes the result of this

thesis, and suggests possible directions for future research.
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CHAPTER 2

OVERVIEW OF THE HYPERSONIC VEHICLE MODEL

In this chapter, we consider the nonlinear 3 DoF dynamical model for the lon-

gitudinal dynamics of a generic SCRAMjet–powered HSV developed by Bolender and

Doman (2005), Bolender and Doman (2007a), Bolender and Doman (2006), Williams

et al. (2006a) ,Sigthorsson et al. (2006), Groves et al. (2005), Groves et al. (2006), Bolen-

der et al. (2007), Parker et al. (2007), Oppenheimer et al. (2007), Doman et al. (2006),

Adami et al. (2006), Parker et al. (2005).

The model associated with the vehicle is assumed to be made of titanium. It is

100 ft long with weight 6,154 lb per foot of depth and has a bending mode at about

21 rad/sec. The control inputs usually include elevator, stoichiometrically normalized

fuel equivalence ratio (FER), canard, and a diffuser area ratio. However, in this thesis,

we considered the case where elevator, FER and canard as the control inputs, and not

considered diffuser area ratio. The vehicle may be visualized as shown in Figure 2.1

Bolender et al. (2007). Nominal model parameter values for the HSV are given in Table

2.1.

Figure 2.1. Schematic of a SCRAMjet–powered HSV Bolender et al. (2007)
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Table 2.1. Nominal Values of the Vehicle Parameters

Parameter Nominal Value
Total Length (LT )
Forebody Length (L1)
Aftbody Length (L2)
Engine Length
Engine Inlet Height (hi)
Upper Forebody Angle (τ 1U )
Elevator Position
Diffuser Exit/Inlet Area Ratio
Titanium Thickness
First Flexible Mode (ωn1)
Second Flexible Mode (ωn2)
Third Flexible Mode (ωn3)
Lower Forebody Angle (τ 1L)
Tail Angle (τ 2)
Mass Per Unit Width
Weight Per Unit Width
Mean Elasticity Modulus
Moment of Inertia (Iyy)
Center of Gravity
Elevator Area
Nozzle Exit–to–Inlet Area Ratio
Flexible Mode Damping (ξ)

100 ft
47 ft
33 ft
20 ft
3.25 ft
3 deg
(-85, -3.5) ft
1
9.6 in
21.02 rad/s
101.00 rad/s
6.2 deg
14.342 deg
191.3 (slugs/ft)
6154.1 lbs/ft
8.6482 ×107 psi
86723 (slugs×ft)
(-55,0) ft
17 ft2
6.35 ft2
50.87rad/s
0.02

2.1. Modelling Approach

In this section, we will briefly refer to the basic concepts of modelling under the

main headings to make the modelling approach more tractable. We would like to high-

light that modelling HSV is still an open research area and there are several internal and

external effects that can be considered as parts of modelling. The main effects will be

examined under in the following subsections.

2.1.1. Aerodynamics

In this subsection, we try to summarize the aerodynamic modelling approach

which constitutes the main parts of the environmental modelling. Since the aerodynamic

effects have a direct impact on the flight, they can be seen as not only the most important

external factors but also the main environmental effects. Aerodynamic parameters must
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be used during the calculation of several characteristic flight parameters (e.g. Mach num-

ber, dynamic pressure, external forces).Because of the above mentioned circumstances, it

can easily be said that aerodynamic modelling is one of major parts of the HSV modelling

approach.

The main specifications of the aerodynamic modelling can be summarized as fol-

lows.

• Pressure distributions are computed using inviscid compressible oblique–shock and

Prandtl–Meyer expansion theory Bolender and Doman (2005); Anderson (2006);

Bertin (1994); Anderson (2002).

• Air is assumed to be calorically perfect; i.e. constant specific heat and specific heat

ratio γ = Cp

Cv
= 1.4 Anderson (2006).

• A standard atmosphere model is used.

• Viscous drag effects (i.e. an analytical skin friction model) are captured using Eck-

ert’s temperature reference method Bolender et al. (2007); Anderson (2006). This

relies on using the incompressible turbulent skin friction coefficient formula for a

flat plate at a reference temperature.

• Unsteady effects due to rotation and flexing are captured using linear piston theory

Bolender et al. (2007); Oppenheimer and Doman (2006b). The linear piston theory

utilizes the fact that flow velocities induce pressures just as the pressure exerted by

a piston on a fluid induces a velocity Oppenheimer and Doman (2006a).

2.1.2. Propulsion

In this subsection, we try to summarize the propulsion modelling approach which

is necessary for integrating SCRAMjet engine technology effects to the dynamical model.

As mentioned before, a special engine technology, namely as SCRAMjet, is used at

HSVs.Since the propulsion effects of this engine technology is more different and stronger

than most of the other engine technologies, flight parameters are affected by these effects

more dramatically. It is very important that to obtain a good propulsion modelling to

capture these effects.

The model assumes the presence of an infinitely fast cowl door which AoA to

achieve shock–on–lip conditions (assuming no forebody flexing – i.e., flight total angle
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(FTA) is precisely known). Forebody flexing, however, results in air mass flow spillage

Bolender and Doman (2005). At the cruise condition design, the bow shock impinges on

the engine inlet (assuming no flexing). At speeds below the design–flight condition and/or

larger flow turning angles, the shock angle is large and the cowl moves forward to capture

the shock. At larger speeds and/or smaller flow turning angles, the shock angle is small

and the bow shock is absorbed by the engine. In either case, there is a shock reflected

from the cowl or within the inlet. This reflected shock further slows down the flow and

steers it into the engine.

It should be noted that shock–shock interactions are not modelled. For example,

at larger speeds and smaller flow turning angles, there is a shock of the inlet lip. This

shock interacts with the bow shock. This interaction is not captured in the model (such

interactions are discussed in Anderson (2006)).

HSVs use liquid hydrogen (LH2) as the fuel. It is commonly assumed that fuel

mass flow is negligible compared to the air mass flow. Thrust is linearly related to FER

for all expected FER values. For large FER values, the thrust levels off. In practice,

when FER is greater than 1, this results in decreased thrust. This phenomena Bolender

and Doman (2005) is not captured in the model. As such, control designs based on this

nonlinear model (or derived linear models) should try to maintain FER below unity.

2.1.3. Structural

In this subsection, we try to summarize the structural modelling approach which

constitutes the main parts of HSV dynamical model with its calculated parameters. They

are used for several calculations including the natural frequencies and modes shapes for

the flexible states.

The main specifications of the structural modelling can be summarized as follows.

• A single free–free Euler–Bernoulli beam partial differential equation (infinite di-

mensional partial differential equation) model is used to capture vehicle longitudi-

nal elasticity. As such, out–of–plane loading, torsion, and Timoshenko effects are

neglected.

• The assumed modes method (based on a global basis) is used to obtain natural fre-

quencies, mode shapes, and finite–dimensional approximate values. This results in

a model whereby the rigid body dynamics influence the flexible dynamics through

the generalized forces Williams et al. (2006a).
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• This is in contrast to the model described within Bolender and Doman (2005) which

uses fore and aft cantilever beams (clamped at the center of gravity) and leads to

the rigid body modes being inertially coupled to the flexible modes (i.e. rigid body

modes directly excite flexible modes). Within the current model, the forebody de-

flection (a function of the generalized forces Ni) influences the rigid body dynamics

via the bow shock which influences engine inlet conditions, thrust, lift, drag, and

moment Williams et al. (2006a). Aftbody deflections influence the AoA seen by

the elevator. As such, the flexible modes influence the rigid body dynamics as well.

2.1.4. Actuator Dynamics

Simple first order actuator models (contained within the original model) were used

in each of the control channels: elevator– 20
s+20

, FER– 10
s+10

, canard– 20
s+20

. These dynamics

did not prove to be critical in our study. An elevator saturation of ±30o was used Sigth-

orsson et al. (2006); Groves et al. (2006). It should be noted that these limits were never

reached in our studies like the past studies which include Soloway et al. (2009); Dickeson

et al. (2009); Rodriguez et al. (2009).

A saturation level–associated with FER (e.g. thermal choking and unity FER)–

was also directly addressed Groves et al. (2005). Generally speaking, the vehicle exhibits

unstable non–minimum phase dynamics with nonlinear aero–elastic–propulsion coupling

and critical FER constraints.

2.2. Unmodelled Phenomena/Effects

All models possess fundamental limitations. Realizing model limitations is crucial

in order to avoid misuse of the developed model. Given this, we now provide a (somewhat

lengthy) list of phenomena/effects that are not captured during the modelling of HSV.

2.2.1. Dynamics

The 3 DoF nonlinear model does not capture longitudinal–lateral coupling and

dynamics associated with 6 DoF effects.
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2.2.2. Aerodynamics

Aerodynamic phenomena/effects not captured in the model include the following:

boundary layer growth, displacement thickness, viscous interaction, entropy and vortic-

ity effects, laminar versus turbulent flow, flow separation, high temperature and real gas

effects (e.g. caloric imperfection, electronic excitation, thermal imperfection, chemical

reactions such as O2 dissociation), non–standard atmosphere (e.g. troposphere, strato-

sphere), unsteady atmospheric effects, 3D effects, aerodynamic load limits.

2.2.3. Propulsion

Propulsion phenomena/effects not captured in the model include the following:

cowl door dynamics, multiple forebody compression ramps (for example there are three

of them on X–43A Berry et al. (2008, 2001)), forebody boundary layer transition and tur-

bulent flow to inlet Berry et al. (2008, 2001), diffuser losses, shock interactions, internal

shock effects, diffuser combustor interactions, fuel injection and mixing, flame holding,

engine ignition via pyrophoric silane McClinton (2007) (requires finite–rate chemistry;

cannot be predicted via equilibrium methods Starkey et al. (2008)), finite–rate chemistry

and the associated thrust–AoA–Mach–FER sensitivity effects Baldelli et al. (2005), in-

ternal and external nozzle losses, thermal choking induced phenomena (2D and 3D) and

unstart, exhaust plume characteristics, combined cycle issues Heiser et al. (1994a).

2.2.4. Structural

Structural phenomena/effects not captured in the model include the following: out

of plane and torsional effects, internal structural layout, unsteady thermoelastic heating

effects, aerodynamic heating due to shock impingement, distinct material properties Glass

(2008), and aero–servo–elasticity Baldelli et al. (2005); Lind and Brenner (1999).
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2.3. Equations of Motion

The equations of motion for the 3 DoF flexible hypersonic vehicle are given as

follows Williams et al. (2006b):

v̇ =

[
Tcosα−D

m

]
− gsinγ (2.1)

α̇ = −
[
L+ Tsinα

mv

]
+ q +

[
g

v
− v

RE + h

]
cosγ (2.2)

q̇ =
M

Iyy
(2.3)

ḣ = vsinγ (2.4)

θ̇ = q (2.5)

η̈i = −2ξωiη̇i − ω2
i ηi +Ni, i = 1, 2, 3 (2.6)

γ , θ − α (2.7)

g = g0

[
RE

RE + h

]2

(2.8)

where L denotes lift, T denotes engine thrust, D denotes drag, M is the pitching moment,

Ni denotes generalized forces, ξi denotes flexible mode damping factor, ωi denotes flex-

ible mode undamped natural frequencies, m denotes the vehicle’s total mass, Iyy is the

pitch axis moment of inertia, g0 is the acceleration due to gravity at sea level, and RE is

the radius of the Earth.

The states consist of five classical rigid body states and six flexible modes states

where the rigid states are velocity v, AoA α, pitch rate q, altitude h, pitch angle θ, and

the flexible body states are η1, η̇1, η2, η̇2, η3, η̇3. These eleven states are summarized in

Table 2.2.

State variables are combined in a vector denoted by x (t) ∈ R11, and is defined as

x ,
[
xTRB xTF

]T
. (2.9)

The vehicle has three control inputs: FER, a rearward situated elevator δe and a

forward situated canard δc. These control inputs are summarized in Table 2.3.

2.4. Force and Moment Summations

While the equations of motion in (2.1) – (2.6) apply to almost any 3 DoF aircraft,

the force and moment summations Lift, Drag, Thrust, Moment, and generalized forces
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Table 2.2. States of Hypersonic Vehicle Model

# Symbol Description Units
1
2
3
4
5
6
7
8
9
10
11

v
α
q
h
θ
η1

η̇1

η2

η̇2

η3

η̇3

Velocity
Angle of Attack (AoA)
Pitch Rate
Altitude
Pitch Angle
1st flexible mode
1st flexible mode rate
2nd flexible mode
2nd flexible mode rate
3rd flexible mode
3rd flexible mode rate

ft/sec
deg
deg/sec
ft
deg
-
1/sec
-
1/sec
-
1/sec

Table 2.3. Controls of Hypersonic Vehicle Model

# Symbol Description Units
1
2
3

FER
δe
δc

Stoichiometrically Normalized Fuel Equivalence Ratio
Elevator Deflection
Canard Deflection

-
deg
deg

Ni for i = 1, 2, 3, are specific to the SCRAMjet–powered HSV and can be obtained via

the following expressions. These forces and moments are comprised of the breakdown of

pressures in the body x and z directions. The equations for these forces and moments are

Bolender and Doman (2005):

L = Fxsin (α) − Fzcos (α) + Liftviscous (2.10)

D = − (Fxcos (α) − Fzsin (α) ) + Dragviscous (2.11)

T = ṁa (Ve − V∞) + (pe − p∞)Ae (2.12)

M = Mf +Me +Minlet +Mcs +Mu +Mb +Munsteady(
L1tan (τ1l)

hi
2
− cg

)
Thrust + Mviscous (2.13)

Ni =

∫
p (x, t) ∂i (x) dx+

∑
j

Fj(t)∂i (xj) (2.14)

where Ve is the speed of flow exiting the engine, V∞ is the freestream speed, pe is the

pressure at the exit of the internal nozzle, p∞ is freestream pressure, ṁa is the mass

airflow into the engine, Ae is engine exit area per unit span, Fx and Fz are the sum of

24



Table 2.4. Forces and Moments

Symbol Description
Ni

Fj
Fx, Fz
Liftviscous
Dragviscous
Fx,f , Fz,f
Fx,u, Fz,u
Fx,inlet, Fz,inlet
Fx,e, Fz,e
Fx,cs, Fz,cs
Fx,unsteady,
Fz,unsteady
Fz,b
Munsteady

Mviscous

Mf

Mu

Minlet

Mcs

Mb

ith generalized force
jth point load acting at point xj on the vehicle
sum of forces in x and z direction
lift due to viscous effects
drag due to viscous effects
lower forebody forces, x and z direction
upper forebody forces, x and z direction
forces in the engine inlet, x and z direction
exhaust forces on aftbody, x and z direction
elevator forces, x and z direction

unsteady forces, x and z direction
pressure on bottom of vehicle, z direction
moment due to unsteady pressure distribution
moment due to viscous effects
moment due to lower forebody forces
moment due to upper forebody forces
moment due to turning force at engine inlet
moment due to control surface forces
moment due to engine base force

forces in the x and z directions, respectively, and α is the AoA of the vehicle. The forces

and moments are summarized in Table 2.4
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CHAPTER 3

CONTROL ORIENTED MODELLING

It is obvious that HSV dynamic model doesn’t relate with control inputs directly.

Since the common main objective is to control the system, the control inputs must be inte-

grated into the dynamic model efficiently. Control oriented modelling approach which is

determining the aerodynamic forces and moments equations in terms of the control inputs

by curve fitting approximation is very useful to achieve this goal. In this section we will

explain this curve fitting approximation along with the LPV approach which constructs

the basis for our controller design.

3.1. Control Design Model

In this subsection, control design model of the HSV is considered which relates

the equations of motion in (2.1) – (2.6) and the control inputs (given in Table 2.3).

There are two control design model available in the literature up to now. The first

control design model which is widely used in past works and doesn’t include the flexible

states. This control design model can be adopted in the control design with reduced con-

trol authority only, while the second control design model, which is widely used in the

last decade, can be used in the control design with full control authority. Similar to Parker

et al. (2007), the second control design model has been derived using curve fitted approx-

imations of the aerodynamic and propulsive forces. In contrast to Parker et al. (2007),

however, this control oriented model retains the dominant features of equations of motion

which are problematic for the control design, including non–minimum phase behavior of

the flight path angle dynamics, flexibility effects, and coupling between the propulsion

system and the airframe. Since the control design with minimal control authority presents

a set of severe challenges, it is very difficult to obtain the second control design model

from the first control design model by adding the flexible states, the altitude dynamics and

some other couplings. Although the second control design model seems more difficult, it

is widely used in the literature, and we preferred to utilized in this thesis mostly because

of it is a better approximation of the highly nonlinear HSV dynamics. Aside from this,

we also considered the fact that the Hypersonic flights are extremely affected from the
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flexible states in practice and these flexible states should be considered when obtaining

an accurate HSV dynamical model. After this point, we will explain this control design

model. In the equations of motion given in (2.1)–(2.6), the relationships between the con-

trol inputs and controlled outputs do not admit a closed–form representation. Following

the approach used in Parker et al. (2007), a simplified model has been derived for control

design and stability analysis.

This model, referred to as the control design model Bolender and Doman (2005),

approximates the behavior of the equations of motion by replacing the aerodynamic and

generalized forces and moments with curve–fitted functions of the rigid body states, the

control inputs and the elastic modes. The resulting nonlinear model, albeit still quite

complex, offers the advantage of being analytically tractable, while retaining the relevant

dynamical features of the equations of motion. The approximations of the forces and

moments are given as follows

T ≈ qS [CT,FER (α)FER + CT (α) + Cη
Tη] (3.1)

L ≈ qSCL(α, δ, η) (3.2)

D ≈ qSCD(α, δ, η) (3.3)

M ≈ zTT + qcSCM(α, δ, η) (3.4)

Ni ≈ qS
[
Nα2

i α2 +Nα
i α +N δe

i δe +N δc
i δc +N0

i +Nη
i η
]
i = 1, 2, 3 (3.5)

where δ = [δe, δc]
T and

CT,FER (α) = CFERα3

T α3 + CFERα2

T α2 + CFERα
T α + CFER

T (3.6)

CT (α) = C3
Tα

3 + C2
Tα

2 + C1
Tα + C0

T (3.7)

CM (α, δ, η) = Cα2

M α2 + Cα
Mα + Cδe

Mδe + Cδc
Mδc + C0

M + Cη
Mη (3.8)

CL (α, δ, η) = Cα
Lα + Cδe

L δe + Cδc
L δc + C0

L + Cη
Lη (3.9)

CD (α, δ, η) = Cα2

D α2 + Cα
Dα + Cδe

2

D δe
2 + Cδe

D δe

Cδc
2

D δc
2 + Cδc

D δc + C0
D + Cη

Dη (3.10)

Cη
j =

[
Cη1

j 0 Cη2

j 0 Cη3

j 0
]
, j = T, M, L, D (3.11)

Nη
i =

[
Nη1

i 0 Nη2

i 0 Nη3

i 0
]
, i = 1, 2, 3 (3.12)

η =
[
η1 η̇1 η2 η̇2 η3 η̇3

]T
(3.13)

whereC(.)
T , C

(.)
M , C

(.)
L , C

(.)
D are constant coefficients, c denotes constant mean aerodynamic

chord, S and zT denotes constant reference area and constant thrust–to–moment coupling

coefficient, respectively, q denotes dynamic pressure and is expressed as

q =
1

2
ρV 2 (3.14)
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where ρ (·) ∈ R denotes the density and V (·) ∈ R denotes the velocity.

Since control design model has been obtained from a curve–fitted approximation

of a 3 DoF nonlinear HSV model, it is essential that the control law provides robustness

with respect to uncertainty in the plant model parameters.

3.1.1. Linear Parameter Varying Approach

Linearization is a very popular approach to facilitate the control design and the

analysis of closed–loop HSV dynamics. There are two commonly utilized linearization

approaches available in the HSV literature. The first approach, which results in a dynamic

model that is entirely linear, is the most popular one and widely used in HSV works.

Despite simplifying the control design, it doesn’t provide a good approximation and can’t

be used for all situations. The second approach, which is known as the LPV approach and

provides a better approximation to the real HSV model.

In contrast to the fully linearized model, the LPV model is partially linearized. In

addition to constant nominal state and input matrices and the constant output matrix, it

contains some time–dependent weighting terms which can be used for capture the time–

dependent nature of the 3 DoF real nonlinear model. Additionally some unmodelled

effects and disturbances can be considered in this model by using a nonlinear disturbance–

like function.

To facilitate the subsequent control development, dynamic model is rearranged as

a combination of LPV matrices with nonlinearity caused from unmodelled effects as

ẋ = A (ρ (t))x+B (ρ (t))u+ f(t) (3.15)

y = Cx (3.16)

where A(ρ (t)) ∈ R11×11 denotes a LPV state matrix, B(ρ (t)) ∈ R11×p denotes a column

deficient LPV input matrix, C ∈ Rp×11 denotes a known output matrix, u(t) ∈ Rp denotes

a vector of p control inputs, ρ (t) represents the unknown time dependent temperature

profile of the aircraft, and f(t) ∈ R11 represents a time dependent unknown nonlinear

disturbance–like function caused by the unmodelled effects.

The matrices A(ρ(t)) and B(ρ(t)) have standard LPV form Wilcox et al. (2010a);
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Bhat (2008); Wilcox (2010):

A (ρ (t)) = A0 +
s∑
i=1

wi(ρ(t))Ai (3.17)

B (ρ (t)) = B0 +
s∑
i=1

vi(ρ(t))Bi (3.18)

where A0 ∈ R11×11 and B0 ∈ R11×p represents known nominal matrices with unknown

variations wi(ρ(t))Ai and vi (ρ (t))Bi are parameter dependent weighting terms.

In developing the controller and assessing its closed–loop performance, it is as-

sumed that all of the coefficients of control design model are subject to uncertainty, apart

from obvious parameters corresponding to physically measurable quantities or known

constants.
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CHAPTER 4

CONTROLLER DESIGN AND ANALYSIS

In this chapter, we will give detailed information our Lyapunov–based robust non-

linear controller that was deigned by using LPV approach.

4.1. Introduction

Any realistic HSV model includes nonlinearities and highly–coupled dynamics to

provide a better approximation to the real system. For example, the aerodynamic prop-

erties are affected from the structural dynamics. While vibration in the forward fuselage

changes the apparent turn angle of the flow, which results in changes in the pressure distri-

bution over the forebody of the aircraft. The resulting changes in the pressure distribution

over the aircraft manifest themselves as thrust, lift, drag, and pitching moment perturba-

tions Bolender and Doman (2007b). On the other hand, aerothermoelastic effects, which

are the response of elastic structures to aerodynamic heating and loading, cannot be ig-

nored in hypersonic flight simply because such effects can destabilize the HSV system

Heeg et al. (1993); Wilcox (2010). Also a loss of stiffness induced by aerodynamic heat-

ing has been shown to potentially induce dynamic instability in supersonic/hypersonic

flight speed regimes Abbasa et al. (2008). As a result of their extremely complex and

highly coupled dynamic models, control of HSVs is an important and challenging open

problem. And control laws aiming to control longitudinal dynamics of an HSV should

be capable of compensating for these structural and aerothermoelastic effects, structural

temperature variations and structural dynamics must be considered Wilcox (2010).

To specifically deal with some of these dynamic–related uncertainties, some con-

trol algorithms were proposed. Active control was utilized to expand the flutter bound-

ary and to convert unstable limit cycle oscillations (LCO) to stable ones Abbasa et al.

(2008). An active structural controller was developed by Lind (2001), which accounts

for variations in the HSV structural properties resulting from aerothermoelastic effects.

The control design Lind (2001) models the structural dynamics using a LPV framework,

and states the benefits of using the LPV framework as: the dynamics can be represented

as a single model, and controllers can be designed that have affine dependency on the
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operating parameters.

Some other past research have examined the challenges associated with control

of HSVs. For example, HSV flight controllers were designed using genetic algorithms

to search a design parameter space where the nonlinear longitudinal equations of motion

contained uncertain parameters Austin and Jacobs (2001), Marrison and Stengel (1998),

Wang and Stengel (2000). Some of these designs such as Baumann et al. (2008) utilized

Monte Carlo simulations to estimate system robustness at each search iteration. Another

approach by Austin and Jacobs (2001) utilized fuzzy logic to control the attitude of the

HSV about a single low end flight condition. While such approaches Austin and Jacobs

(2001), Marrison and Stengel (1998), Wang and Stengel (2000) generate stabilizing con-

trollers, the procedures were computationally demanding and required multiple evaluation

simulations of the objective function and have large convergence times.

Some of the early control laws were either linear or utilized feedback linearization

to obtain a simple linearized model from the nonlinear HSV model. Sigthorsson et al.

(2008) designed linear output feedback tracking control methods, where sensor placement

strategies can be used to increase observability, or reconstruct full state information for a

state–feedback controller. Feedback linearization techniques have also been applied to a

control oriented HSV model to design a nonlinear controller Parker et al. (2007) where

the model in Parker et al. (2007) was based on a previously developed by Bolender and

Doman (2005) HSV longitudinal dynamic model. The control design by Parker et al.

(2007) neglects variations in thrust lift parameters, altitude, and dynamic pressure.

Focus of some other past research was designing control laws to deal with struc-

tured and unstructured uncertainties. A robust output feedback technique was also devel-

oped for the linear parameterizable HSV model, which does not rely on state observation

Sigthorsson et al. (2008). A robust set point regulation controller is designed to yield

asymptotic regulation for a linearly parameterizable HSV model in the presence of para-

metric and structural uncertainties Fiorentini et al. (2007). Yoshihiko (2003) designed an

adaptive gain–scheduled controller by using estimates of the scheduled parameters, and

a semi–optimal controller was developed to adaptively attain H∞ control performance.

This controller yielded uniformly bounded stability due to the effects of approximation

errors and algorithmic errors in the neural networks. An adaptive controller was designed

to handle structured modelling uncertainties, actuator failures, and non–minimum phase

dynamics for a HSV with elevator and FER inputs Gibson et al. (2009). Another adaptive

approach Serrani et al. (2009) was recently developed with the addition of a guidance law

that maintains the fuel ratio within its choking limits. While robust or adaptive control
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and guidance control strategies for an HSV were investigated Fiorentini et al. (2007), Gib-

son et al. (2009), Serrani et al. (2009), neither of these works addressed the case where

dynamics include uncertain disturbances. Review of the relevant highlighted the need for

a continuous controller, which is capable of achieving exponential tracking for an HSV

dynamic model containing aerothermoelastic effects and disturbances.

Recently in Wilcox et al. (2010b) and Wilcox (2010), a Lyapunov–based robust

controller was proposed where it was claimed that exponential output tracking was en-

sured. While reading the paper, we noticed that the authors stated “As a result of a

conservative stability analysis, the final gains used may not satisfy the sufficient gain

conditions developed in the control development and the theorem proof provided in the

stability analysis. The subsequent results indicate that the developed controller can be

applied despite the fact that some gain conditions may not be satisfied.” While, the above

statement was acceptable from a control theoretic point of view, we decided to approach

the paper with a mathematical rigor. A close investigation resulted in some questions re-

garding the choice of a parameter, namely ε, they introduced in Assumption 5. However,

the authors did not provide the value of the parameter utilized in their numerical studies

and thus we could neither verify nor disprove their result. This point was the starting point

of this thesis.

Motivated by the lack of provably correct robust control algorithms for HSVs, we

aimed to design a provably correct robust control law. We started with the same dynamic

model, namely an LPV model, as in Wilcox et al. (2010b) and Wilcox (2010). The as-

sumptions imposed on the model were similar, and same control objectives were aimed.

Specifically, the main control objective was to ensure output tracking of a time–varying

reference model output. After that point, our design followed a fundamentally different

path than the one in Wilcox et al. (2010b) and Wilcox (2010). After designing the output

tracking error and an auxiliary error signal, the open–loop error system was investigated.

In the open–loop error system, the control input was multiplied with a partially unknown

time–varying matrix. Neither symmetry nor positive definiteness of this unknown matrix

could be investigated, which avoided it to be utilized as part of the Lyapunov function.

When trying to deal with this unknown time–varying matrix, we decided to decompose

it into a multiplication of a symmetric positive definite matrix, a diagonal matrix with its

entries being +1 or −1, and a unity upper triangular matrix. Since, the original matrix

was unknown, unfortunately, its decomposition was also unknown. However, we noticed

that the symmetric positive definite matrix could be utilized as part of the Lyapunov func-

tion, and when this is the case, all we required was the knowledge of the diagonal matrix
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with its entries being +1 or −1 that was also obtained via the decomposition. Provided

the knowledge of this diagonal matrix, we designed a novel robust control law for HSVs.

The stability of the closed–loop system is analyzed via Lyapunov–based arguments and

exponential stability was ensured.

In the literature, the closest work to ours is Wilcox et al. (2010b) and Wilcox

(2010), and comparing our results with theirs, we can confidently say that our controller

is provably correct, while theirs have a weakness about the choice of a design parameter.

Furthermore, their controller required the knowledge of the nominal value of the input

gain matrix, while ours required the diagonal matrix obtained via the decomposition of an

unknown time–varying matrix. While this seems like a restrictive assumption to impose,

we decided to numerically apply the decomposition to our dynamic model and to some

of the HSV models in the literature. This resulted in the diagonal matrix being equal to a

standard identity matrix (i.e., all its diagonal entries being equal to +1).

4.2. Control Development

In this section, we will introduced a nonlinear robust controller which is obtained

for the using LPV model of HSV. This Lyapunov–based robust controller provides an

exponential tracking performance and this situation is substantiated with detailed stability

analysis.

4.2.1. Dynamic Model

The LPV model in (3.15) and (3.16) is utilized where the state and input matrices

were defined in (3.17) and (3.18).

Assumption 1 The dynamics given in (3.15) and (3.16) is assumed to be controllable.

While the dynamic terms A, B and f are considered to be uncertain, the constant output

matrix C is assumed to be known for this work. Furthermore, A, B, f and their first time

derivatives are assumed to be bounded functions of time (i.e., A, B, f , Ȧ, Ḃ, ḟ ∈ L∞).
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4.2.2. Control Objective

The control objective is to ensure that the output y (t) tracks the time–varying

reference output generated from the reference model given as

ẋm = Amxm +Bmδ (4.1)

ym = Cxm (4.2)

where Am ∈ R11×11 and Bm ∈ R11×p denote constant state and input matrices, respec-

tively, δ (t) ∈ Rp is the reference input, ym (t) ∈ R is the reference output, and C was

defined in (3.16).

Assumption 2 It is noted that, the state matrix Am is chosen to be Hurwitz, and the

reference input δ (t) and its first time derivative are assumed to be bounded (i.e., δ (t),

δ̇ (t) ∈ L∞). This boundedness assumption permits linear signal chasing arguments to

be utilized to prove that xm (t), ẋm (t), ẍm (t), and thus ym (t), ẏm (t), ÿm (t) are bounded

functions of time.

To quantify the tracking control objective, an output tracking error, denoted by

e (t) ∈ Rp, is defined as the difference between the outputs of the reference model and

the HSV system

e , y − ym (4.3)

= C (x− xm) (4.4)

where (3.16) and (4.2) were utilized. To ease the presentation of the control development

and the subsequent stability analysis, we now introduce an auxiliary error signal, denoted

by r (t) ∈ Rp, as

r , ė+ γe (4.5)

where γ ∈ Rp×p is a diagonal, positive definite constant gain matrix.

Assumption 3 To facilitate the subsequent control development, the state vector x (t) in

(3.15) which was previously defined in (2.9) is considered to be partitioned as

x = x+ xu (4.6)

where x (t) ∈ R11 contains p output states and xu (t) ∈ R11 contains the rest of the states.

It is assumed that xu (t) can be partitioned as

xu = xρu + xςu (4.7)
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where xρu (t), xςu (t) ∈ R11 can be bounded as

‖xρu (t)‖ ≤ c1 ‖z (t)‖ (4.8)

‖xςu (t)‖ ≤ ςxu (4.9)

where c1, ςxu ∈ R are positive bounding constants and z (t) ∈ R2p is the combined error

signal defined as

z ,
[
eT rT

]T
(4.10)

with ‖·‖ denoting the standard Euclidean norm. Similarly, from the time derivative of

(4.7), we can obtain

ẋu = ẋρu + ẋςu (4.11)

where the following bounds are obtained

‖ẋρu (t)‖ ≤ c2 ‖z (t)‖ (4.12)

‖ẋςu (t)‖ ≤ ςẋu (4.13)

where c2, ςẋu ∈ R are positive bounding constants.

4.2.3. Open–Loop Error System

After utilizing (3.15) and (4.1) along with (4.5), we can obtain

r = CAx+ Ωu+ Cf − CAmxm − CBmδ + γe (4.14)

where Ω , CB ∈ Rp×p.

At this point, we would like to recall that since B is uncertain then Ω is uncertain

as well. To deal with problem, we will utilize the decomposition in Costa et al. (2003);

Morse (1993); Tao (2003). Based on the structures of C and B, Ω is assumed to be a

real matrix with non–zero leading principal minors. Based on this assumption, it can be

decomposed as

Ω = SDDU (4.15)

where S (ρ (t)),DD, U (ρ (t)) ∈ Rp×p are a positive definite symmetric matrix, a diagonal

matrix with entries being ±1, and a unity upper triangular matrix, respectively.

Remark The subsequent development requiresDD to be available (see Chen et al. (2008)

for the precedence of this type of assumption). We would like to note that the structure
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of some of the HSV dynamic models in the literature Fiorentini (2010), Korad (2010),

Wilcox (2010), Williams et al. (2006b) were investigated for the validity of this assump-

tion, and for the given model parameters the decomposition always yielded DD to result

in an identity matrix. We also would like to note that, due to the structure of dynamic

model given in (3.15) and (3.16), the decomposition in (4.15) results in DD to be an iden-

tity matrix. However the control development in this paper is aimed for the most general

case where DD may be any known p× p diagonal matrix with entries being +1 or −1.

After multiplying both sides of the time derivative of (4.14) with S−1 (ρ(t)), we

can obtain

MM ṙ = MMCȦx+MMCAẋ+DDUu̇+MMCḟ

− MMCAmẋm −MMCBmδ̇ + γMM ė

+ MMCḂΩ−1 (r − CAx− Cf + CAmxm + CBmδ − γe) (4.16)

where MM (ρ (t)) , S−1 ∈ Rp×p is also symmetric and positive definite and satisfies the

following inequalities

m ‖µ‖2 ≤ µTMM (ρ(t))µ ≤ m ‖µ‖2 ∀µ ∈ Rp×1 (4.17)

with m, m ∈ R being positive bounding constants.

To facilitate the error system development, an auxiliary signal, denoted byN (x, t) ∈
Rp×1, is defined as

N , MM [CȦx+ CAẋ+ CḂΩ−1 (r − CAx− Cf + CAmxm + CBmδ + γe)

+Cḟ − CAmẋm − CBmδ̇ + γė] + e+
1

2
ṀMr. (4.18)

The idea behind the introduction of the auxiliary signal N (x, ẋ, t) is to obtain two auxil-

iary terms after some straightforward algebraic manipulation. Specifically, the first term,

denoted by N (·) , N |x=xm,ẋ=ẋm ∈ Rp×1, contains bounded signals and is defined as

N , MM [CȦxm + CAẋm + CḂΩ−1 (−CAxm − Cf + CAmxm + CBmδ)

+Cḟ − CAmẋm − CBmδ̇]. (4.19)

The second term, denoted by Ñ (e, ė, r, t) , N − N ∈ Rp×1, is an error–like signal

obtained as

Ñ = MMCȦ (x− xm) +MMCA (ẋ− ẋm)

+MMCḂΩ−1 (−CA (x− xm) + r − γe)

+MMγė+ e+
1

2
ṀMr (4.20)
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where (4.18) and (4.19) were utilized. It is noted that, to facilitate the stability analysis,

we will subsequently develop upper bounds for the auxiliary terms N and Ñ .

After utilizing the definitions in (4.18), (4.19), (4.20), the expression in (4.16) can

be rewritten as

MM ṙ = −1

2
ṀMr − e−DDUu̇+ Ñ +N. (4.21)

4.2.4. Closed–Loop Error System

Based on the open–loop error system in (4.21) and the subsequent stability analy-

sis, the control input u (t) is designed as

u (t) = DDK

[
e (t)− e (t0) + γ

∫ t

t0

e (σ) dσ

]
+DDΠ (4.22)

where K ∈ Rp×p is a constant, positive definite, diagonal gain matrix and the auxiliary

signal Π (t) ∈ Rp×1 is updated according to

Π̇ = βSgn (r) ,Π (t0) = 0p (4.23)

where 0p ∈ Rp×1 is a zero vector, β ∈ Rp×p is a constant positive definite diagonal gain

matrix and Sgn (·) ∈ Rp×1 is the vector signum function. Motivated by the subsequent

analysis, the control gain matrix is chosen as

K = Ip + kqIp + diag
{
kd,1, · · · , kd,(p−1), 0

}
(4.24)

where kq ∈ R and kd,i ∈ R i = 1, · · · , (p− 1) are constant positive control gains. The

time derivative of the control is obtained as

u̇ = DDKr +DDβSgn (r) (4.25)

where (4.5) and (4.23) were utilized. After substituting (4.25) into (4.21), and adding and

subtracting Kr, the following closed–loop error system is obtained

MM ṙ = −1

2
ṀMr−e−Kr+Ñ+N−DD (U − Ip)DDKr−DDUDDCSgn (r) (4.26)

where Ip ∈ Rp×p is the standard identity matrix and the fact thatDDDD = Ip was utilized.

Before proceeding with the Lyapunov–based stability analysis, we would like to

give more descriptive information about the last two terms of (4.26). After utilizing the

fact that (U − Ip) being strictly upper triangular, we can rewrite the termDD (U − Ip)DD

Kr as

DD (U − Ip)DDKr =

[
Φ

0

]
(4.27)
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where Φ (t) ∈ R(p−1)×1 is an auxiliary signal with its entries Φi (t) ∈ R, i = 1, ..., (p− 1),

being defined as

Φi , di

p∑
j=i+1

djkjUi,jrj (4.28)

where di is the i–th entry of DD which is either +1 or −1, and ki is the i–th entry of the

control gain matrix K. Notice from the structure of the right–hand side of (4.27) that the

last entry of the term DD (U − Ip)DDKr is equal to 0, Φi depends on the (i+ 1)–th to

p–th entries of the control gain matrix K. We can rewrite the DDUDDβSgn (r) term as

DDUDDβSgn (r) =

[
Θ

0

]
+ βSgn (r) (4.29)

where Θ (t) ∈ R(p−1)×1 is an auxiliary signal with its entries Θi (t) ∈ R, i = 1, · · · , (p− 1),

being defined as

Θi = di

p∑
j=i+1

djβjUi,jsgn (rj) (4.30)

where βi ∈ R is the i–th entry of the control gain matrix β.

Remark The following upper bound can be obtained∥∥∥Ñ (·)
∥∥∥ ≤ ρÑ ‖z‖ (4.31)

where ρÑ is a positive constant, and z (t) ∈ R was defined (4.10). Since the reference

state and its time derivatives are bounded, it can be seen from (4.19) that the entries of

N (t) are bounded in the sense that ∣∣N i (t)
∣∣ ≤ ζN i

(4.32)

where ζN i
∈ R are positive bounding constants. Based on (4.28) and (4.30), following

upper bounds can be obtained

|Φi| ≤
p∑

j=i+1

kjζUi,j
|rj| ≤ ζΦi

‖z‖ (4.33)

|Θi| ≤
p∑

j=i+1

βjζUi,j
≤ ζΘi

(4.34)

where (4.10), (4.31) and (4.32) were utilized and ζΘi
∈ R is a positive bounding constant.
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Proof The equation (4.20), can be upper bounded as∥∥∥Ñ∥∥∥ ≤ ∥∥∥MMCȦC
+
∥∥∥
i∞
‖e‖

+
∥∥MMCAC

+
∥∥
i∞
‖ė‖

+
∥∥∥MMCḂΩ−1CAC+

∥∥∥
i∞
‖e‖

+
∥∥∥MMCḂΩ−1

∥∥∥
i∞
‖r‖

+
∥∥∥MMCḂΩ−1

∥∥∥
i∞
‖e‖λmax (γ)

+ ‖MM‖i∞ ‖ė‖λmax (γ)

+ ‖e‖+
1

2

∥∥∥ṀM

∥∥∥
i∞
‖r‖ (4.35)

where (4.4) and its first time derivative were utilized andC+ ∈ R3×11 denotes the pseudo–

inverse of constant output matrix C which is previously defined in (3.16).

It should be noted that the following upper bound which were used in the (4.35)

can be obtained from (4.5)

‖ė‖ ≤ ‖r‖+ λmax (γ) ‖e‖ . (4.36)

Then, the inequality (4.35) can be rearranged as∥∥∥Ñ∥∥∥ ≤ [
∥∥∥MMCȦC

+
∥∥∥
i∞

+
∥∥MMCAC

+
∥∥
i∞
λmax (γ)

+
∥∥∥MMCḂΩ−1CAC+

∥∥∥
i∞

+
∥∥∥MMCḂΩ−1

∥∥∥
i∞
λmax (γ)

+ ‖MM‖i∞ λ
2
max (γ) + 1] ‖e‖

+ [
∥∥MMCAC

+
∥∥
i∞

+
∥∥∥MMCḂΩ−1

∥∥∥
i∞

+ ‖MM‖i∞ λmaxγ +
1

2

∥∥∥ṀM

∥∥∥
i∞

] ‖r‖ . (4.37)

Since all bracketed terms in (4.37) can be upper bounded with positive constants, the

above inequality can be rewritten as∥∥∥Ñ∥∥∥ ≤ a1 ‖e‖+ a2 ‖r‖

≤ max (a1, a2) ‖z‖

≤ ρN ‖z‖ (4.38)

where (4.10) was utilized and a1, a2 ∈ R are positive constants.

At this point, we are now ready to continue with the stability analysis of the pro-

posed robust controller.
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4.3. Stability Analysis

Theorem 4.3.1 The control law in (4.22) and (4.23) ensures the boundedness of all the

closed–loop signals and guarantees global exponential stability of the tracking error e (t)

in the sense that

‖e (t)‖ ≤ ‖z (0)‖ exp

(
− ε

2
t

)
(4.39)

provided that the p–th diagonal entry of β is selected to satisfy the following condition

βp ≥
∣∣Np

∣∣ (4.40)

and its (p− 1)–th to 1–st diagonal entries are selected to satisfy the following condition

βi ≥
∣∣N i

∣∣+ |Θi| (4.41)

and kd,i, ∀i = 1, · · · , (p− 1) and kq are selected sufficiently high with respect to the

system nonlinearities.

Proof The non–negative function, denoted by V1 (z) ∈ R, is defined as

V1 ,
1

2
eT e+

1

2
rTMMr (4.42)

which can be lower and upper bounded as

1

2
min {1,m} ‖z‖2 ≤ V1 (z) ≤ 1

2
max {1,m} ‖z‖2 (4.43)

where (4.17) was utilized. The time derivative of (4.42) is obtained as

V̇1 = eT (r − γe) + rT
(
−1

2
ṀMr − e−Kr + Ñ +N

)
−rT

[
Φ

0

]
+

1

2
rTṀMr + rT

[
Θ

0

]
− rTβSgn (r) (4.44)

where (4.5), (4.21), (4.28) and (4.30) were utilized. After substituting the control gain

matrix K, the expression in (4.44) can be rearranged as

V̇1 = −eTγe− rT r +
[
rT Ñ − kqrT r

]
+

[
p−1∑
i=1

riΦi +

p−1∑
i=1

riΘi −
p−1∑
i=1

kd,ir
2
i

]
+
[
rTN − rTβSgn (r)

]
. (4.45)
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After utilizing (4.31), (4.32), (4.33) and (4.34), we obtain

V̇1 ≤ − γmin ‖e‖2 − ‖r‖2 +
[
‖r‖ ρÑ ‖z‖ − kq ‖r‖

2]
+

[
p−1∑
i=1

ζΦi
|ri| ‖z‖ −

p−1∑
i=1

kd,ir
2
i

]

+ |rp|
{∣∣Np

∣∣− βp}+

p−1∑
i=1

|ri|
{∣∣N i

∣∣+ |Θi| − βi
}

(4.46)

which, after completing squares for the bracketed terms and utilizing the gain conditions

in (4.40) and (4.41), can be rearranged as

V̇1 ≤ −

[
min {γmin, 1} −

ρ2
Ñ

4kq
−

p−1∑
i=1

ζ2
Φi

4kd,i

]
‖z‖2 . (4.47)

When the gains kd,i, ∀i = 1, · · · , (p− 1) and kq are selected sufficiently high, the right–

hand side of the above expression can further be upper bounded as

V̇1 ≤ −ε ‖z‖2 (4.48)

where ε ∈ R is a positive constant.

Remark Before continuing with the rest of the stability analysis, we would like to high-

light the procedure for choosing the entries of the control gains matrices β andK to obtain

(4.48).

Step 1: The control gain matrix β is utilized to compensate for the bounded un-

certain terms N and Θ. We would like to note that the terms N i are independent of

the control gains, while, from its definition in (4.30), it is clear that Θi depends on the

(i+ 1)–th to p–th entries of β. As a result of this dependency of Θi from βi+1 to βp, we

first choose βp, next choose βp−1 based on βp, then choose βp−2 based on βp−1 and βp,

etc., and continue in a decreasing order until β1. Specifically; for i = p, βp is selected

according to

βp ≥
∣∣Np

∣∣
and from i = p− 1 to i = 1, βi are selected according to

βi ≥
∣∣N i

∣∣+ |Θi| .

Step 2: Next, the scalar control gain kq is chosen big enough to decrease the

constant
ρ2
Ñ

kq
. It is noted that the bounding constant ρÑ does not depend on any of the

control gains.
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Step 3: Finally, kd,i, i = 1, · · · , (p− 1) are chosen to decrease the constant∑p−1
i=1

ζ2
Φi

4kd,i
. Specifically, first, kd,p−1 is chosen to decrease the constant

ζ2
Φp−1

4kd,p−1
where

ζΦp−1 is the bounding constant for the uncertain term Φp−1 in (4.28) which depends on

kp = 1 + kq; thus, kd,p−1 should be adjusted based on kq. Next, kd,p−2 is chosen to de-

crease the constant
ζ2
Φp−2

4kd,p−2
where ζΦp−2 depends on kp−1 = 1+kq+kd,p−1 and kp = 1+kq;

thus, kd,p−2 should be adjusted based on kq and kd,p−1. From i = p − 3 to i = 1, the rest

of kd,i are adjusted in a similar fashion.

From (4.42), (4.43), (4.48), it is clear that V1 (·) ∈ L∞; hence e (t), r (t) ∈ L∞.

Since r (t) ∈ L∞, from (4.5), it is clear that ė (t) ∈ L∞. Above boundedness statements

and Assumption 2 can be utilized along with (4.3) and its time derivative to prove that

y (t), ẏ (t) ∈ L∞, and thus from (3.16) and its time derivatives, it is clear that x (t), ẋ (t) ∈
L∞. After utilizing the above boundedness statements and Assumption 1 along with

(3.15) and its time derivative, it is clear that u (t), u̇ (t) ∈ L∞. The above boundedness

statements can be utilized along with (4.16) to prove that ṙ (t) ∈ L∞. Standard signal

chasing arguments can be utilized to prove that all the remaining signals remain bounded

under the closed–loop operation.

Finally, after utilizing (4.43), we obtain

V̇1 ≤ −εV1 (4.49)

where ε , 2ε
max{1,m} is a positive bounding constant satisfying 0 < ε ≤ 1. Solving the

above differential inequality yields

V1 (z, t) ≤ V1 (z (0) , 0) exp (−εt) . (4.50)

We can conclude as

‖e (t)‖ ≤ ‖z (0)‖ exp

(
− ε

2
t

)
(4.51)

where (4.3), (4.42) and (4.50) were used, thus successfully meeting the tracking control

objective.
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CHAPTER 5

COMPUTER–BASED SIMULATIONS

In order to verify the proposed controller, it has been tested on a three DoF, non-

linear system model that was in the form of (2.1)-(2.6) by using MATLAB Simulink.

Initially, the Simulink model which is obtained by using three DoF nonlinear model of

HSV and its sub–blocks will be introduced, then numerical simulation parameters and

results will later be examined.

5.1. Simulink Model

The Simulink model contains four main blocks as shown in Figure 5.1. In the first

block which named as Aerodynamic Forces, forces in x- and z- directions and moments

are calculated via velocity, AoA and dynamic pressure.

As shown in Figure 5.2 three other sub–blocks were used for this calculation.

In the first sub–block, drag, lift and moment coefficients, that were necessary to obtain

stability forces and moments with dynamic pressure and velocity, were calculated. Since

the vehicle mass assumed to be constant, the amount of changes for center of gravity and

center of pressure were assumed to be zero. These stability forces were used with the

other parameters to obtain directional forces in the third sub–block.

In the second block, which is named as HSV, flight parameters were calculated

by using aerodynamic forces, moments, throttle position and Mach number. As shown

in Figure 5.3, this block has two sub–blocks which calculates longitudinal equations of

motion and thrust, respectively.

In the third block, which is named as Atmosphere Conditions, environmental flight

conditions were calculated via velocity and altitude. As shown in Figure 5.4, this block

contains ISA Atmosphere Model block only as a sub–block. In the last block, which

is named as Autopilot, control parameters were obtained by using controllable flight pa-

rameters. As shown in Figure 5.5, this block contains only Control block as a sub–block

which used for calculate control parameters with respect to above mentioned control de-

sign.
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5.2. Numerical Simulation Results

The HSV parameters used in the simulations were selected as Wilcox et al. (2010b);

Wilcox (2010)

m = 75000 lbs Iyy = 86723 lbs.ft2 g = 32.174 ft/s2. (5.1)

Linear temperature profiles between the forebody and aftbody were used to generate elas-

tic mode shapes and frequencies by varying the linear gradients as

Tfb (t) = 675 + 225cos
( π

10
t
)

(5.2)

Tab (t) =

{
450 + 350cos

(
π
3
t
)

, if Tfb(t) > Tab(t)

Tfb(t) otherwise.
(5.3)

The natural frequencies of the elastic modes were selected according to this temperature

profile as shown in Table 5.1 Wilcox et al. (2010b); Wilcox (2010) and the damping

Table 5.1. Natural Frequencies for Temperature Profiles (Nose/Tail) in Degrees

Mode 900/500 800/400 700/300 600/200 500/100
1 (Hz) 23.0 23.5 23.9 24.3 24.7
2 (Hz) 49.9 50.9 51.8 52.6 53.5
3 (Hz) 98.9 101.0 102.7 104.4 106.2

coefficient remained constant for all modes (ξ = 0.02).

The proposed controller is designed to follow the outputs of a well behaved refer-

ence model. To obtain these outputs, a reference model that exhibited favorable character-

istics was designed from a static linearized dynamic model of the full nonlinear dynamics

Bolender and Doman (2007a). The reference model outputs are shown in Figure 5.6.

The velocity reference output follows a 1000ft/s smooth step input, while the pitch rate

performs several ±3 deg/s maneuvers. The angle of attack stays within ±2.5 degrees.

The control gains were determined after many trials and were obtained as follows

K = diag ([0.15 1.128 0.101]) (5.4)

β = diag ([0.13 1 0.1]) (5.5)

γ = 2.5. (5.6)

The HSV has an initial velocity of Mach 7.5 at an altitude of 85000 ft. The velocity

and velocity tracking error were shown in Figure 5.7. The angle of attack and angle of
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attack tracking error were shown in Figure 5.8. The pitch rate and pitch rate tracking error

were shown in Figure 5.9. In addition to them, in Figure 5.10, actual and desired outputs

were shown in the same figure. The control effort, other states and the structural modes

are shown in Figures 5.11, 5.12 and 5.13 respectively. From Figures 5.7, 5.8, 5.9 and

5.10, it is clear that the control objective was met.

The first one second duration of the numerical simulation was depicted to bet-

ter demonstrate the exponential tracking performance. The reference model outputs are

shown in Figure 5.14. The velocity and velocity tracking error were shown in Figure 5.15.

The angle of attack and angle of attack’s tracking error were shown in Figure 5.16. The

pitch rate and pitch rate tracking error were shown in Figure 5.17. In addition to them, in

Figure 5.18 actual and desired outputs are shown in the same figure. It can be easily seen

from Figures 5.15, 5.16, 5.17, 5.18 error values were converges to zero exponentially fast

and thus the control objective was met under this one second duration.
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Figure 5.1. General Simulink Model.
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Figure 5.2. Aerodynamic Forces block.
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Figure 5.3. HSV block.
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Figure 5.4. Atmosphere Conditions block.

Figure 5.5. Autopilot block.
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Figure 5.6. Reference model outputs ym(t). Reference Velocity Vm(t), Reference AoA
αm(t) and Reference Pitch Rate Qm(t) are shown from top to bottom,
respectively.
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Figure 5.7. Velocity V (t) at the top and Velocity Tracking Error Ve(t) at the bottom.
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Figure 5.8. AoA α(t) at the top and AoA Tracking Error αe(t) at the bottom.
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Figure 5.9. Pitch Rate Q(t) at the top and Pitch Rate Tracking Error Qe(t) at the bottom.
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Figure 5.10. Reference Velocity Vm(t) vs Actual Velocity V (t), Reference AoA αm(t)
vs Actual AoA α(t) and Reference Pitch Rate Qm(t) vs Actual Pitch Rate
Q(t) are shown from top to bottom, respectively.
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Figure 5.11. Control Inputs. Elevator deflection angle δe, canard deflection angle δc and
FER are shown from top to bottom, respectively.
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Figure 5.12. Altitude h(t) at the top and Pitch Angle θ(t) at the bottom.
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Figure 5.13. Structural Elastic Modes. First mode η1, second mode η2 and the third
mode η3 are shown from top to bottom, respectively.
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Figure 5.14. Reference model outputs ym(t). Reference Velocity Vm(t), Reference AoA
αm(t) and Reference Pitch Rate Qm(t) are shown top to bottom, respec-
tively.
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Figure 5.15. Velocity V (t) at the top and Velocity Tracking Error Ve(t) at the bottom.
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Figure 5.16. AoA α(t) at the top and AoA Tracking Error αe(t) at the bottom.
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Figure 5.17. Pitch Rate Q(t) at the top and Pitch Rate Tracking Error Qe(t) at the bot-
tom.

55



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
7200

7300

7400

V, V
m

[fe
et

/s
]

 

 

Actual
Desired

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

1

2

α, α
m

[d
eg

]

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

Q, Q
m

[d
eg

/s
]

Time [second]
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Q(t) are shown from top to bottom, respectively.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

In this chapter we will mention about the conclusions and possible future works.

6.1. Conclusions

The work presented in this thesis can be divided into dynamic modelling, control

design and associated stability analysis, and numerical verification.

While, initially, designing robust controllers for HSVs were aimed, the confi-

dentiality restrictions imposed by all the sponsors of hypersonic research enforced us

to start our research by deriving a dynamic model for these vehicles. To derive a dynamic

model, all the basic modelling approaches utilized to model HSVs were reviewed, and a

LPV dynamic model was derived. The LPV dynamic model was derived by fusing par-

tially linearized version of the nonlinear HSV dynamics with a nonlinear state-dependent

disturbance-like term. After testing our LPV model against some of the properties of the

HSVs, we concluded that the model was valid.

Secondly, a novel robust control law was designed for HSVs. Specifically, the

state matrix (i.e., the A matrix), the input gain matrix (i.e., the B matrix), and the non-

linear state-dependent disturbance-like term were considered as uncertain; and thus they

were not utilized in the control design. And the output matrix (i.e., the C matrix) was

considered as available. In the open-loop error development, we encountered an uncer-

tain matrix which was non-symmetric and sign indefinite. To deal with this uncertain

matrix, a matrix decomposition method was employed. This decomposition yielded a

three uncertain matrices one of which was assumed to be available for the control design.

While this assumption seemed to be restricting our method, applying the decomposition

to the publicly available HSV models resulted in that particular matrix being equal to the

identity matrix. After this, the open-loop error dynamics were obtained and the robust

controller was designed. The controller was obtained by fusing a PI-like controller with

integral of the signum of the error terms for robustness (i.e., uncertainty compensation).

At this point, we would like to highlight that the when signum of the error terms are uti-
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lized the control researchers think about sliding mode controllers. Our design is different

than the sliding mode controllers in the sense that we utilized the ’integral’ of the signum

of the error terms. This integration resulted in our controller to be continuous unlike the

discontinuous sliding mode controllers. After obtaining the closed-loop error system, to

verify the type of the stability, we continued with the stability analysis. In the stability

analysis, Lyapunov-type techniques were utilized. Particularly, a non-negative Lyapunov

function was chosen and its time derivative was shown to be less than or equal to some

negative constant times itself. Mathematically speaking, global exponential stability of

the tracking error and its time derivative was ensured. This concluded the control design.

Finally, to numerically verify the proposed controller, a numerical simulation was

conducted with Matlab/Simulink. In the numerical simulations, the proposed controller

was applied to the actual nonlinear HSV dynamics. Consistent with the mathematical

verification, in the numerical simulations, exact tracking of the reference trajectories were

observed in less than one second. At this point, we would like to note that the derived

dynamic model was only utilized to simulate the behavior of the HSV and it was not

utilized in any part of the control design.

Although the controller obtained via partially linearized model, it can apply to the

nonlinear dynamic model and gives satisfactory results. It shows that LPV approach with

exogenous disturbances provides a good approximation to the nonlinear model.

6.2. Future Work

There is much to be considered as future work. As very well known to the nonlin-

ear control researchers, robust control strategies are usually designed based on the worst-

case scenario in the sense that when needed the ’maximum values’ of the uncertainties

that they can reach are considered in the design of the controllers. This results in a need

for an increased amount of control effort. On the other hand, adaptive control strategies

employ and update rule to compensate for structured uncertainties. In view of these, a

possible focus of future research may be designing robust adaptive controllers for HSVs

to reduce the required control effort. Another possible future research may be employing

optimal control techniques to efficiently use the resources on the HSV.

Another possible focus of future research may be applying the proposed robust

controller to other applications that are represented with an LPV model. It is our sin-

cere belief that with only a small modification, the proposed controller can be applied to

some other systems as well. However, since, in several aircrafts, acceleration measure-
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ments are available, our control design utilized these measurements. On the other hand, in

some mechatronic systems, to reduce the cost, acceleration are not measured. To address

this issue, future research could focus on removing acceleration or maybe even velocity

measurement (i.e., output feedback).
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