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ABSTRACT

DEEP LEARNING-BASED ANALYSIS OF ELECTROCHEMICAL,
BIOMEDICAL, AND OPTICAL SIGNALS

This thesis explores the applications of deep learning (DL) techniques across vari-
ous domains, demonstrating significant improvements in the detection, classification, and
analysis of complex data. The study integrates DL models with different analytical meth-
ods to enhance performance in several fields. In the field of electrochemical analysis, a
DL-based approach using an immunobiosensor was developed for the detection and clas-
sification of CD36. Traditional techniques often fall short in sensitivity and rapid analysis,
especially at low analyte concentrations. The integration of DL models such as 1D-CNN
and hybrid 1D-CNN – LSTM networks significantly improved the biosensor’s sensitivity
and specificity. For biomedical applications, Vision Transformers (ViT) techniques were
employed to classify hand movements using surface electromyography (sEMG) signals.
By analyzing sEMG data with advanced time-frequency analysis (TFA) methods and var-
ious ViT models, high accuracy was achieved. In optical sensing, DL techniques were
applied to analyze Phase-Optical Time-Domain Reflectometry (Phase-OTDR) data. The
use of DL methods, including 1D-CNN, 1D-CNN – LSTM, and 1D-CNN – Bi-LSTM
models, enhanced the efficiency of Phase-OTDR-based current sensing systems. Addi-
tionally, a method to convert optical signals into images for classification using Transfer
Learning models was implemented, resulting in high classification accuracy and more
efficient data storage. This thesis demonstrates the potential of integrating DL techniques
with various analytical methods to achieve significant advancements. The studies show
DL’s versatility in enhancing data analysis performance, offering more accurate, sensitive,
and efficient solutions. The methodologies developed can be extended to other biomark-
ers, signal types, and analytical challenges.
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ÖZET

ELEKTROKİMYASAL, BİYOMEDİKAL VE OPTİK SİNYALLERİN
DERİN ÖĞRENME TABANLI ANALİZİ

Bu tez, derin öğrenme (DÖ) tekniklerinin çeşitli alanlardaki uygulamalarını in-
celeyerek, karmaşık verilerin tespiti, sınıflandırılması ve analizi konularında önemli iy-
ileştirmeler sağlamaktadır. Çalışma, DÖ modellerini farklı analitik yöntemlerle entegre
ederek performansı artırmayı amaçlamaktadır. Elektrokimyasal analiz alanında, CD36’nın
tespiti ve sınıflandırılması için bir immünobiyosensör kullanılarak DÖ tabanlı bir yak-
laşım geliştirilmiştir. Geleneksel teknikler, özellikle düşük analit konsantrasyonlarında
duyarlılık ve hızlı analizde yetersiz kalmaktadır. Tek boyutlu evrişimli sinir ağı (1B-ESA)
ve hibrit 1B-ESA – uzun kısa süreli bellek (UKSB) ağları gibi DÖ modellerinin entegrasy-
onu, biyosensörün duyarlılığını ve özgüllüğünü önemli ölçüde artırmıştır. Biyomedikal
uygulamalarda, yüzey elektromiyografi (yEMG) sinyalleri kullanılarak el hareketlerinin
sınıflandırılması için Vision Transformer (ViT) teknikleri kullanılmıştır. sEMG verileri,
ileri zaman-frekans analizi (TFA) yöntemleri ve çeşitli ViT modelleri ile analiz edil-
erek yüksek doğruluk elde edilmiştir. Optik algılama alanında, Faza Duyarlı - Zaman
Bölgesinde Optik Geriyansımalı Ölçüm Tekniği (Faz-OTDR) verilerinin analizi için DÖ
teknikleri kullanılmıştır. DÖ yöntemlerinin Faz-OTDR tabanlı akım algılama sistem-
lerinin verimliliğini artırdığı gösterilmiştir. 1B-ESA, 1B-ESA – UKSB ve 1B-ESA – Çift
yönlü UKSB modelleri kullanılarak, akım değerlerinin doğru bir şekilde sınıflandırılması
sağlanmıştır. Ayrıca, optik sinyalleri görüntüye çevirme metodu uygulanarak, aktarımlı
öğrenme modelleri ile yüksek sınıflandırma doğruluğu elde edilmiş ve veri depolama daha
verimli hale getirilmiştir. Bu tez, DÖ tekniklerinin çeşitli analitik yöntemlerle entegrasy-
onunun önemli ilerlemeler sağlama potansiyelini göstermektedir. Çalışmalar, DÖ’nün
veri analizi performansını artırmadaki çok yönlülüğünü, daha doğru, hassas ve verimli
çözümler sunarak ortaya koymaktadır. Geliştirilen metodolojiler, diğer biyomarkerlar,
sinyal türleri ve analitik zorluklara genişletilebilir.
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CHAPTER 1

INTRODUCTION

In nature, learning and decision-making are not ends in themselves; the primary
goal is survival. Making the right decisions paves the path to this goal, and this process
is a complex system that has evolved over countless generations. As humans, we learn
because we live in a world full of uncertainties and there are reliable pieces of information
we have yet to comprehend. We make predictions, correct our errors, and through this
ongoing process, we continuously ’learn’. The constant change in the world means that
our predictions must also evolve over time. In terms of computational capacity, we may
fall behind a basic calculator, but when it comes to analytical skills, filtering critical
information, understanding context, and predicting human behavior, we are still very
adept.

Humans’ ability to communicate, pass on knowledge to subsequent generations,
and their curiosity have led to the invention of devices that make life easier, prompting
continuous development of both themselves and their inventions. Technology has emerged
as a result of these advancements, comprising tools, machines, systems, and methods that
meet human needs, solve problems, or facilitate life. With the advancement of technology,
it has become possible for machines to learn as well. Initially, systems operating on simple
rules were developed, which over time have become more complex and sophisticated.

As a result of these advancements, machine learning (ML), a subset of artificial
intelligence (AI), has emerged. ML enables machines to learn from data and improve their
performance. The most advanced step in this field so far is deep learning (DL). DL, inspired
by the neural networks of the human brain, uses algorithms to tackle much more complex
tasks. By using layered neural networks on large datasets, DL has achieved unparalleled
success in recognizing patterns and extracting meaning. Consequently, machines can now
perform at or even surpass human levels in areas such as image recognition, language
processing, gaming, and autonomous driving. The advent of deep learning has been a
milestone in artificial intelligence, enabling machines to acquire human-like learning and
adaptation processes. These developments have made it possible for machines to make
more effective decisions and adapt to changing conditions in our uncertain world.

DL’s versatility and robustness have made it an invaluable tool across various fields,
including electrochemical, biomedical, and optical signal analysis. This thesis explores
the application of deep learning techniques to analyze and interpret complex data from
these diverse domains. By leveraging the power of deep learning, we can uncover hidden
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patterns, enhance signal detection, and improve classification accuracy in ways that were
previously unattainable with traditional methods.

In the realm of electrochemical analysis, DL models can significantly enhance the
detection and classification of analytes at various concentrations, including levels below
the limit of detection. This capability is crucial for applications such as medical diag-
nostics, environmental monitoring, and biochemical research, where precise and sensitive
detection is paramount. We developed a DL-based approach for the detection and clas-
sification of CD36 using an immuno-biosensor. By integrating advanced neural network
architectures like One Dimensional Convolutional Neural Network (1D-CNN) and hybrid
1D-CNN + Long Short-Term Memory (LSTM) networks, we improved the sensitivity and
specificity of electrochemical sensors, leading to more reliable and accurate results.

In biomedical applications, deep learning facilitates the classification of hand ges-
tures using surface electromyography (sEMG) signals. This technology is particularly
beneficial for the development of advanced prosthetic devices and human-computer in-
teraction systems. By transforming sEMG data into a format suitable for DL models,
we can achieve high accuracy in gesture recognition. Combining sEMG with advanced
time-frequency analysis (TFA) methods and various Vision Transformer (ViT) models,
including base ViT, Shifted Window Transformer (Swin), and Multi-Axis Vision Trans-
former (MaxViT), the results demonstrated that ViT models achieved near-perfect accu-
racy, underscoring the potential of combining sEMG with ViT models.

In the field of optical sensing, deep learning techniques are employed to analyze
Phase-Optical Time-Domain Reflectometry (OTDR) data for precise electrical current
sensing. By integrating deep learning with phase-OTDR technology, we can enhance the
accuracy and reliability of current measurements. Our study introduced DL methods to
improve the efficiency of Phase-OTDR-based current sensing systems, utilizing models
such as 1D-CNN, 1D-CNN – LSTM, and 1D-CNN – Bidirectional-LSTM. The results
highlighted the effectiveness of these models in accurately classifying current values, even
in the presence of noise.

Furthermore, transforming 1D phase-OTDR base measured event data into images
and classifying them using transfer learning models represents a novel approach to optical
signal analysis. By converting the data into a visual format, we can leverage the power of
pre-trained convolutional neural networks (CNNs) to classify and interpret the signals. Our
study utilized transfer learning models, achieving high accuracies in classifying various
disturbance events along optical fibers. This image-based classification approach not
only improved classification accuracy but also facilitated more efficient data storage and
analysis, paving the way for future advancements in fiber optic sensing data analysis.
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1.1. Deep Learning Models Utilized in This Thesis

1.1.1. One-Dimensional Convolutional Neural Network (1D-CNN)

One-dimensional Convolutional Neural Network (1D-CNN) are highly effective
at identifying specific patterns and unique features within datasets (Kiranyaz et al., 2019;
Meliboev, Alikhanov, and Kim, 2020). By leveraging convolution operations, 1D-CNN
can exploit spatial relationships in the data, enabling the automatic learning of discrim-
inative features and patterns. This capability makes 1D-CNN suitable for a range of
tasks, including signal classification, anomaly detection, and natural language processing
(Krohling and Krohling, 2023; Mo, Han, and Wang, 2023; W. Wang et al., 2017).

Figure 1.1 shows a 1D-CNN architecture with one convolutional layer. This
network applies a set of filters to the input data using convolutional layers. These filters
slide over the input and extract features at different spatial locations. Each filter produces
a feature map, passing through a non-linear activation function. The network also uses
pooling layers to reduce the size of the feature maps and extract the most significant
features. Finally, the flattened output from the last pooling layer is passed through fully
connected layers for classification or regression.

Input Signal
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Convolutional
Layers

(32 filters, 32 x 100)

Flattened
Output
(1600)

Output Layers
(5 Units)

  

Max Pooling
Layers

(32 x 50)
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Figure 1.1. Representative 1D-CNN architecture.

The convolution operation in 1D-CNN can be mathematically expressed as follows:

𝑥
(𝑚)
𝑙

= 𝜎

(
𝐶∑︁
𝑐=1

𝑤
(𝑐,𝑚)
𝑙

∗ 𝑥 (𝑐)
𝑙−1 + 𝑏

(𝑚)
𝑙

)
(1.1)
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In this equation, 𝑥 (𝑚)
𝑙

represents the 𝑚-th channel of the input in the 𝑙-th layer. 𝜎
denotes the activation function, 𝑤 (𝑐,𝑚)

𝑙
represents the filter weights from the 𝑐-th channel

in the (𝑙 − 1)-th layer to the 𝑚-th channel in the 𝑙-th layer, 𝑥 (𝑐)
𝑙−1 denotes the 𝑐-th channel

of the input in the (𝑙 − 1)-th layer, and 𝑏
(𝑚)
𝑙

is the bias term in the 𝑚-th channel of the
𝑙-th layer. Here, 𝐶 represents the total number of channels in the previous layer, and the
equation performs a convolution operation over all the channels to generate the output
channel 𝑥 (𝑚)

𝑙
in each layer. The convolution operation (∗) is applied between 𝑤

(𝑐,𝑚)
𝑙

and
𝑥
(𝑐)
𝑙−1.

ReLU is a commonly used non-linear activation function in 1D-CNN:

𝑓 (𝑥) = max(0, 𝑥) (1.2)

Max pooling is used for subsampling the feature maps. This operation can be
mathematically expressed as follows:

𝑦𝑖 =
𝑝−1
max
𝑗=0

𝑥
(𝑐)
𝑙−1,𝑖𝑝+ 𝑗 (1.3)

𝑦𝑖 = max
(
𝑥
(𝑐)
𝑙−1,𝑖𝑝, 𝑥

(𝑐)
𝑙−1,𝑖𝑝+1, . . . , 𝑥

(𝑐)
𝑙−1,𝑖𝑝+𝑝−1

)
(1.4)

Here, 𝑦𝑖 represents the 𝑖-th element of the feature map obtained after subsampling.
𝑥
(𝑐)
𝑙−1,𝑖𝑝+ 𝑗 represents the 𝑗-th element of the 𝑖-th segment of the 𝑐-th channel in the 𝑙 − 1-th

layer, and 𝑝 denotes the size of the pooling window.
The fully connected layer can be mathematically expressed as follows:

𝑜𝑖 = 𝜎

(
𝑛∑︁
𝑗=1

𝑤𝑖 𝑗 𝑦 𝑗 + 𝑏𝑖

)
(1.5)

Here, 𝑜𝑖 represents the 𝑖-th output element, 𝜎 denotes the activation function, 𝑤𝑖 𝑗

represents the weight from the 𝑗-th input element to the 𝑖-th output element, 𝑦 𝑗 represents
the 𝑗-th input element, 𝑏𝑖 represents the bias term of the 𝑖-th output element, and 𝑛

represents the number of input elements.
Finally, the output layer in 1D-CNN uses the softmax activation function to generate

classification probabilities:

𝑦𝑖 =
𝑒𝑧𝑖∑𝑘
𝑗=1 𝑒

𝑧 𝑗
(1.6)
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Here, 𝑦𝑖 represents the probability of the 𝑖-th class, 𝑧𝑖 represents the output of the
previous layer for the 𝑖-th class, and 𝑘 represents the number of classes.

1.1.2. Long Short-Term Memory (LSTM)

LSTM is a type of Recurrent Neural Network (RNN) that is designed to handle the
vanishing gradient problem of conventional RNNs (Graves, 2012; Yong Yu et al., 2019).
LSTMs have been widely used in various applications, such as speech recognition, natural
language processing, and time series analysis, due to their ability to capture long-term
dependencies in sequential data (Jelodar et al., 2020; Shewalkar, Nyavanandi, and Ludwig,
2019; Yantao Yu et al., 2022).

 tanh 

X

 tanh 

X

 σ 

+

 σ 

X

it

Ct-1

ht

Ct

htht-1

 σ 

Cell state

Output

Hidden state

Input

Next hidden
state

Next cell
state

Figure 1.2. Diagram and mathematical model of LSTM cell structure and gates.

LSTM maintains a cell state that can store information over long periods, selectively
forget or add information to the cell state, and output the current state to the next cell.
The LSTM cell consists of three gates: forget, input, and output gates. The forget gate
decides which information to forget from the cell state, while the input gate decides
which information to store in the cell state. The output gate decides which information to
output to the next cell. Figure 1.2 illustrates the mathematical model of an LSTM. The
mathematical equation of an LSTM cell can be represented as follows:

𝑓𝑡 = 𝜎𝑔 (𝑊 𝑓 [𝑥𝑡 , ℎ𝑡−1] + 𝑏 𝑓 ) (1.7)

𝑖𝑡 = 𝜎𝑔 (𝑊𝑖 [𝑥𝑡 , ℎ𝑡−1] + 𝑏𝑖) (1.8)

𝐶𝑡 = tanh(𝑊𝑐 [𝑥𝑡 , ℎ𝑡−1] + 𝑏𝑐) (1.9)
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𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶𝑡 (1.10)

𝑜𝑡 = 𝜎𝑔 (𝑊𝑜 [𝑥𝑡 , ℎ𝑡−1] + 𝑏𝑜) (1.11)

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡) (1.12)

Where 𝑓𝑡 , 𝑖𝑡 , and 𝑜𝑡 are the values of the forget, input, and output gates at time step
𝑡, respectively. 𝐶𝑡 is the cell state at time step 𝑡, which is updated by the forget gate 𝑓𝑡 , the
input gate 𝑖𝑡 , and the cell candidate value 𝐶𝑡 . ℎ𝑡 is the output of the LSTM cell at time
step 𝑡, which is the element-wise product of the output gate 𝑜𝑡 and the hyperbolic tangent
of the cell state 𝐶𝑡 .

LSTMs have been chosen over other types of RNNs due to their ability to handle
the vanishing gradient problem and capture long-term dependencies in sequential data.
Additionally, LSTMs have been shown to outperform other types of RNNs in various
applications, such as language modeling and speech recognition. A bidirectional LSTM
(Bi-LSTM) is a variant of the LSTM that processes the input sequence in both forward
and backward directions and concatenates the outputs of both directions (Fang, Chen,
and Xue, 2021; Li and Shen, 2017). This allows the Bi-LSTM to capture both past and
future context, which can be useful in applications such as machine translation and speech
recognition (Atila and Sabaz, 2022; G. Xu et al., 2019). The mathematical equation of a
Bi-LSTM is similar to a regular LSTM, but it has two sets of gates and cell states, one for
the forward direction and one for the backward direction. Overall, LSTMs and Bi-LSTMs
have become popular choices in DL for sequence modeling tasks, and their effectiveness
has been demonstrated in various applications (S. Shi et al., 2022; Tatsunami and Taki,
2022).

1.1.3. Hybrid Neural Network Models

The hybrid 1D-CNN – LSTM model combines two neural networks to process se-
quential data. The 1D-CNN can extract relevant spatial features from the input data, while
the LSTM can model the temporal dependencies between these features. By combining
these two types of networks, the 1D-CNN – LSTM model can capture both the spatial
and temporal dependencies in the input data. The model merges the strengths of 1D-CNN
and LSTM to extract relevant features and regulate information flow through the network
(Huan et al., 2023; Rehman et al., 2019).
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The 1D-CNN – LSTM model starts by applying a 1D convolutional layer to the
input data, which applies a set of filters to extract relevant features from the time-series
data. The resulting feature maps are then fed into a series of max-pooling layers that
reduce the dimensionality of the output. Next, the output of the max-pooling layers is
fed into an LSTM layer, which processes the sequential data and uses memory cells to
store information about past inputs. A dropout layer follows the LSTM layer, randomly
dropping some connections between the neurons to prevent overfitting. Finally, the output
of the dropout layer is fed into a fully connected neural network with several dense layers,
which performs the classification task.

Input Layer Convolutional
Layer

1D-CNN
1D-CNN + LSTM

i0

i1

in

LSTM
Layer

LSTM

Output LayerFully Connected
Layers

o5

o3

o4

o1

o2

Figure 1.3. Architecture of the Hybrid 1D-CNN – LSTM model with 5 classes at the end.

The 1D-CNN – Bi-LSTM version of the hybrid model is similar to the 1D-
CNN – LSTM model, but it uses a Bi-LSTM instead of a regular LSTM. The Bi-LSTM
processes the input data in both forward and backward directions, allowing it to capture
information about past and future inputs. This can be particularly useful in some time-
series applications where future inputs may be important for making accurate predictions
(Sathi et al., 2023; Yin et al., 2022).

1.1.4. Transfer Learning Models

Transfer Learning is a revolutionary concept in machine learning that enhances
task-solving efficiency by transferring knowledge from one domain to another. This
method is particularly beneficial for reducing the need for extensive resources, such as
large datasets and high computational power, typically required for training deep learning
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models. By applying knowledge learned from one task to another, Transfer Learning
accelerates the training process and reduces data requirements (Z. Zhao et al., 2024;
Zhuang et al., 2021).

Transfer Learning is widely applicable across various fields, including computer
vision, natural language processing, and healthcare (Y. Chen et al., 2020; Taiar et al., 2022;
M. Wang et al., 2023). It offers adaptability, allowing model architectures to be fine-tuned
with both trainable and untrainable layers to fit specific tasks and data availability.

When implementing transfer learning, the decision to set layers as trainable or
untrainable is crucial. Setting layers as "Trainable: True" retains their initial weights
from pre-training but allows further fine-tuning with the new dataset for the specific task.
However, this increases the number of trainable parameters, potentially leading to a longer
learning process and higher computational load. This approach is advantageous when the
new dataset is small and closely related to the original dataset. Conversely, setting layers
as "Trainable: False" freezes these layers, preventing any updates to their weights during
training for the new task. This reduces the number of trainable parameters, expediting
the training process but potentially limiting adaptability to the new task. This option is
beneficial when the new dataset is significantly different or when the original dataset is
much larger than the new one.

In conclusion, Transfer Learning is pivotal in machine learning, making data-
driven solutions more accessible and accelerating the development of intelligent systems.
Notable Transfer Learning architectures include:

VGG-16 and VGG-19: Developed by the Visual Geometry Group (VGG) at the
University of Oxford, these models are known for their straightforward yet effective design
(Simonyan and Zisserman, 2014). VGG-16 has 16 convolutional layers, and VGG-19 has
19, both ending with three fully connected layers. They are characterized by their uniform
filter size (3x3) and deep architecture, making them suitable for image classification and
feature extraction.

ResNet50, InceptionV3, and InceptionResnetV2: ResNet, introduced by Kaim-
ing He and his team at Microsoft Research Asia, uses residual blocks with skip con-
nections to address the vanishing gradient problem (He et al., 2016). ResNet-50 has 50
convolutional layers. InceptionV3, developed by Google Research, uses inception blocks
with parallel convolutional layers of varying kernel sizes. InceptionResNetV2 combines
the strengths of both ResNet and Inception, featuring residual inception blocks. These
architectures are crucial for tasks like image recognition, object detection, and image
segmentation.

MobileNet and EfficientNet-B0: MobileNet, introduced by Google Research,
features depthwise separable convolutions to reduce computation and model size while
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maintaining performance (Howard et al., 2017). It is designed for mobile and embedded
applications. EfficientNet, developed by Mingxing Tan and Quoc V. Le at Google, balances
network depth, width, and resolution using a compound scaling technique (Tan and Le,
2019). EfficientNet-B0, the base model, offers excellent performance with a relatively
small number of parameters, making it ideal for mobile and edge computing scenarios.

DenseNet: Introduced by Gao Huang et al., DenseNet features dense blocks where
each layer is connected to every other layer within the block (Huang et al., 2022). This
connectivity improves gradient flow, enhances feature reuse, and reduces the number
of parameters. DenseNet-121, a popular variant, has 121 convolutional layers and is
particularly powerful in medical image analysis and similar tasks requiring fine-grained
pattern recognition.

1.1.5. Base Vision Transformer (ViT)

The Vision Transformer (ViT) is a groundbreaking model architecture introduced
by Google AI, building upon the Transformer framework initially presented in the seminal
paper "Attention Is All You Need" by Vaswani et al. (Vaswani et al., 2017). Unlike
traditional convolutional neural networks (CNNs) that rely on convolutional operations to
process images, ViT leverages the Transformer architecture and self-attention mechanisms
to capture long-range dependencies within images.

ViT begins by dividing an input image into a grid of fixed-size patches. Each patch
is then flattened into a vector and linearly projected into a lower-dimensional embedding
space. Positional embeddings are added to these patch embeddings to retain spatial
information, which is crucial for understanding the structure of the image.

The sequence of patch embeddings, along with an additional learnable class token,
is fed into a series of Transformer Encoder blocks. Each block consists of several com-
ponents. Layer normalization is applied to stabilize and accelerate the training process.
The multi-head self-attention mechanism allows the model to focus on different parts of
the image simultaneously, capturing intricate patterns and relationships. Residual connec-
tions help in mitigating the vanishing gradient problem and enable the training of deeper
networks. Finally, a fully connected feed-forward neural network (MLP) further processes
the output of the attention mechanism.

The final output from the Transformer Encoder is then passed through a Multi-
Layer Perceptron (MLP) Head, which classifies the image into one of the predefined
classes.

ViT has demonstrated impressive performance across a variety of visual tasks,
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including image classification, object detection, and image generation (Dong, Zhang, and
Zou, 2022; Huo et al., 2023). Achieving state-of-the-art results on benchmark datasets,
ViT effectively identifies and localizes objects within images and generates high-quality
images from textual descriptions or other inputs. The ability of ViT to scale to larger
image sizes and learn global context information makes it a versatile and powerful tool in
the field of computer vision.

1 2 3 4 5 6 7 8 9

Linear Projection of Flattened Patches

Transformer Encoder Block
Patch

+
Position

Embedding

0 * 1 P1 2 P2 3 P3 4 P4 5 P5 6 P6 7 P7 8 P8 9 P9

* : Extra Learnable
(Class) Token

P1 - P9 : Positional
Embeddings

Classes:
C1, C2, ... CN

MLP Head

Figure 1.4. Visualizing Vision Transformer (ViT): The image is divided into patches,
each of which is linearly projected and embedded with positional information. These
embeddings, along with an extra learnable class token, are processed through a Transformer
Encoder Block. The output is then classified by an MLP Head into one of the predefined
classes.

By leveraging the power of self-attention and the Transformer architecture, ViT
represents a significant advancement in the field of computer vision, offering a robust
alternative to traditional convolutional approaches.
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MLPNormMulti Head
AttentionNormEmbedded

Patches

Figure 1.5. Transformer Encoder Block in Vision Transformer (ViT): The embedded
patches are first normalized, then processed through a Multi-Head Attention mechanism.
The output is normalized again and passed through a Multi-Layer Perceptron (MLP). The
final output is obtained after residual connections are applied at each stage.

1.1.6. Shifted Window Transformer (Swin)

The Swin Transformer (Swin) is a model architecture introduced by Microsoft
Research, detailed in the paper "Swin Transformer: Hierarchical Vision Transformer
using Shifted Windows" by Liu et al. (Z. Liu et al., 2021). Swin Transformers build upon
the Transformer architecture, introducing shifted window-based self-attention mechanisms
to efficiently capture both local and global dependencies in images.

Unlike the Vision Transformer (ViT), which processes the entire image at once
or uses fixed-size patches, Swin divides the image into non-overlapping windows and
computes self-attention within each window. This localized attention mechanism allows
the model to focus on smaller regions of the image, making it computationally efficient.
To capture more comprehensive spatial relationships, the windows are then shifted, intro-
ducing cross-window connections. This shifting mechanism ensures that the model can
learn dependencies across different parts of the image, enhancing its ability to understand
complex structures.

The hierarchical approach of Swin enables it to handle high-resolution images
effectively. By processing images in a multi-scale manner, Swin can maintain computa-
tional efficiency while scaling to larger image sizes. This makes it particularly well-suited
for tasks that require detailed spatial understanding, such as image classification, object
detection, and semantic segmentation.

The Figure 1.6 above illustrates the Swin Transformer architecture. The process
begins with the image being divided into patches, which are then linearly embedded. The
model proceeds through multiple stages, each consisting of Swin Transformer blocks and
patch merging operations. This hierarchical structure allows the model to progressively
reduce the spatial dimensions while increasing the feature dimensions, enabling efficient

11



processing of high-resolution images.
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Figure 1.6. Depiction of the Swin Transformer used for image classification, explaining
the process of shifted windows and embedded patch processing for feature extraction, as
applied to the classification of intricate image data.

By leveraging shifted windows and hierarchical processing, the Swin Transformer
represents a significant advancement in the field of computer vision. It offers a robust and
efficient alternative to traditional convolutional approaches and other Transformer-based
models, providing state-of-the-art performance across a variety of visual tasks.

1.1.7. Multi-Axis Vision Transformer (MaxViT)

The Multi-Axis Vision Transformer (MaxViT) is a cutting-edge vision processing
model developed by Tu et al. (Tu et al., 2022). This model introduces a multi-axis
attention mechanism that enhances the scalability of attention mechanisms based on
image sizes, enabling both global and local spatial interactions. Central to MaxViT
is the multi-axis self-attention (Max-SA) module, which efficiently integrates local and
global spatial interactions within a single block while maintaining linear computational
complexity. This innovative approach allows MaxViT to capture comprehensive spatial
dependencies without the heavy computational cost typically associated with full self-
attention mechanisms.

The MaxViT model processes input images through a series of stages, each de-
signed to capture different levels of spatial information. Initially, the input image of size
224x224 is processed by a convolutional layer (Conv 3x3) with a stride of 2, reducing
the spatial dimensions to 112x112. This initial stage is referred to as the Stem (S0).
Following this, the model consists of three main stages (S1, S2, S3), each containing
multiple MaxViT blocks. Each stage processes features at different spatial resolutions: S1
processes features of size 56x56, repeated 𝐿1 times; S2 processes features of size 28x28,
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repeated 𝐿2 times; and S3 processes features of size 14x14, repeated 𝐿3 times.
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Figure 1.7. The structure of the MaxViT model.

Each MaxViT block includes a combination of window partitioning and grid
partitioning mechanisms to perform block attention and grid attention, respectively. In the
window partitioning mechanism, the input feature map is divided into non-overlapping
windows, and each window undergoes block attention, focusing on local interactions
within the window. The windows are then merged back to form the original feature map
size through the window reverse process. Subsequently, the grid partitioning mechanism
divides the feature map into a grid, where grid attention captures global interactions across
the entire feature map. After each attention mechanism, a feed-forward network (FFN) is
applied to enhance the feature representations.

The final stage of the MaxViT model includes a pooling layer (Pool) and a fully
connected layer (FC) to produce the output. The pooling layer reduces the spatial dimen-
sions to 1x1, and the fully connected layer generates the final predictions. The overall
architecture of MaxViT ensures efficient and scalable processing of visual information,
making it suitable for a wide range of vision tasks. The combination of local and global
attention mechanisms allows the model to capture intricate details and broader context,
leading to superior performance in various vision applications.

MaxViT excels in image classification, object detection, instance segmentation,
image aesthetics assessment, and image generation, consistently outperforming recent
state-of-the-art models. Ablation studies confirm the importance of each component in
MaxViT, highlighting the critical role of grid attention for global interactions, MBConv
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layers for generalization, and the optimal order of combining different layers. The sequen-
tial stacking of multi-axis attention modules proves more effective than parallel designs,
and the proposed vertical layout scales better for larger models.

1.2. Model Validation Methods and Performance Metrics

Model validation methods are essential for assessing the performance and general-
ization capabilities of DL models. These techniques help estimate how well a model might
perform on unseen data and aid in selecting the best model for real-world deployment.
Two widely used validation techniques are holdout validation and K-fold cross-validation,
each providing unique approaches to evaluate and validate machine learning models.
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Figure 1.8. Comparison of Holdout Validation and K-Fold Cross-Validation methods.
Holdout validation splits the dataset into training, validation, and test sets, while K-Fold
Cross-Validation divides the dataset into K equal parts, iteratively using each part as the
test set and the remaining parts for training.

Holdout validation splits the dataset into three subsets: a training set, a test set, and
a validation set. This method ensures that a significant portion of the data is used for model
training, while the test set is reserved for evaluating the model’s performance on unseen
instances. On the other hand, K-fold cross-validation divides the dataset into K equal parts
or folds, using K-1 folds for training and the remaining fold for testing in each iteration.
By iteratively using each fold as the test set and the others for training, this method aims
for a more comprehensive assessment. It enhances the model’s generalization ability by
learning from diverse data subsets and averaging performance metrics across iterations.
These two validation methods are illustrated in Figure 1.8.
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Confusion matrices are crucial for understanding the performance of a classifi-
cation model by displaying the relationships between true (actual) and predicted values.
These matrices provide detailed information about true positives, false positives, true neg-
atives, and false negatives, which are essential for evaluating the model’s performance.
Performance metrics derived from these confusion matrices help assess various aspects of
a classification model’s accuracy and reliability. Metrics such as "Accuracy" measure the
ratio of correctly predicted instances to the total dataset, while "Sensitivity (Recall)" eval-
uates the rate of correctly identified true positives, indicating how many actual positives
were accurately detected. "Precision" quantifies the proportion of true positive instances
among those predicted as positive, focusing on minimizing false positives. The "F1 Score"
offers the harmonic mean of precision and recall, balancing both false positives and false
negatives. Additionally, Figure 1.9 visually represents the metrics used for evaluating
a single event in the classification model, including formulas for metrics like Accuracy,
Sensitivity, Precision, and F1 Score, which help assess the model’s performance.
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Figure 1.9. Confusion matrix and performance metrics for classification models. The
matrix shows the relationships between true positives, false positives, true negatives, and
false negatives. Performance metrics such as Accuracy, Sensitivity (Recall), Precision,
and F1 Score are derived from these values to evaluate the model’s performance.
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CHAPTER 2

DEEP LEARNING-BASED DETECTION AND

CLASSIFICATION OF CD36 USING AN

IMMUNO-BIOSENSOR AT VARIOUS CONCENTRATIONS

AND BELOW LIMIT OF DETECTION

2.1. Introduction

CD36 is a membrane protein that plays a significant role in various physiological
and pathological processes, making it a critical target in biomedical research. It functions
in lipid metabolism, immune response modulation, and angiogenesis (Pepino et al., 2014;
Silverstein and Febbraio, 2009). In lipid metabolism, CD36 facilitates the uptake of fatty
acids into adipose and muscle tissues, regulating energy homeostasis (Glatz, Nabben, and
Luiken, 2022). In the immune system, CD36 aids in the recognition and phagocytosis
of pathogens by immune cells, such as macrophages and dendritic cells, enhancing the
body’s defense mechanisms against infections (Baranova et al., 2008). Furthermore,
CD36’s role in angiogenesis implicates it in tumor growth and metastasis by contributing
to the formation of new blood vessels that supply nutrients to growing tumors (Liao et al.,
2022).

The pivotal role of CD36 in numerous biological processes emphasizes the urgent
need for further investigation to fully understand its mechanisms and therapeutic potential.
Consequently, advancements in CD36 detection, essential for diagnosing and monitoring
various diseases, are of paramount importance. Immuno-biosensors emerge as a notable
alternative to conventional methods like immunofluorescence and Western blot for CD36
analysis (Ladányi et al., 2018; Miao et al., 2001). While techniques such as flow cytometry
and mass spectrometry have also been utilized, immuno-biosensors offer unique benefits
(Dzik et al., 2009). They afford rapid, sensitive, and portable detection, rendering them
particularly advantageous in scenarios requiring swift and on-site analysis (Bahadır and
Sezgintürk, 2015). Operating through the identification and analysis of CD36 using
specific antibodies, these sensors present a versatile approach for both biomedical research
and diagnostic applications (Er and Odaci Demirkol, 2022; Zeybekler and Odaci, 2023).
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Electrochemical immuno-biosensors operate on the principle of detecting binding
events between CD36 and anti-CD36 through measurable electrical signals. These biosen-
sors typically entail immobilizing anti-CD36 on an electrode surface. Upon binding of
a CD36 antigen to the immobilized anti-CD36, it induces alterations in electrochemical
properties at the electrode interface, such as impedance, current, or potential. Techniques
such as cyclic voltammetry (CV), differential pulse voltammetry (DPV), and electrochem-
ical impedance spectroscopy (EIS) are commonly utilized to discern the electrochemical
responses elicited by antibody-antigen interactions (Kumar and Kalkal, 2021). However,
the analysis of measurement outcomes varying with concentration necessitates expertise,
and the absence of human analysis can lead to deficiencies, particularly in interpreting
measurements taken at or below the Limit of Detection (LOD). At such low analyte con-
centration levels, traditional analysis methods may struggle to discriminate (Armbruster
and Pry, 2008). Therefore, our focus lies in developing a model using deep learning
(DL) techniques to detect the presence of specific analyte concentrations and accurately
predict them. This model can offer high precision and accuracy in determining certain
analyte concentrations and discriminating between concentrations below the LOD. Such
capabilities are critical for effectively analyzing biosensor data and potentially responding
more accurately to specific analyte concentrations.

DL, a powerful subfield of artificial intelligence, excels at recognizing complex
patterns in datasets. The integration of DL analysis with electrochemical data confers
substantial advantages for analyte classification. Zhou et al. introduced an intelligent
back-propagation neural network to improve the selectivity of nonenzymatic electrochem-
ical biosensors for glucose and lactate detection. Their study demonstrated that this
approach could reliably predict concentrations in complex mixtures, showcasing signifi-
cant potential for practical applications (Z. Zhou et al., 2022). Molinara et al. proposed a
DL technique for the accurate detection and classification of organic pollutants in water us-
ing CV with low-cost disposable screen-printed electrodes. By modifying the electrodes
with nanomaterials and transforming voltammetry data into RGB images via Gramian
angular field transformations, the study achieved a classification accuracy of 100% for
hydroquinone and benzoquinone using convolutional neural networks (CNNs). This ap-
proach significantly enhances the sensitivity and reliability of pollutant detection platforms
(Molinara et al., 2022). Kayali et al. demonstrated the use of machine learning models to
classify concentrations of ferrous ions (Fe2+) in potassium ferrocyanide solutions, using
square wave voltammetry (SQWV) and DPV. Their study showed that machine learning
algorithms, including Random Forest and Backpropagation Neural Networks, achieved
high accuracy in data classification, significantly improving the sensitivity and reliability
of electrochemical detection methods (Kayali et al., 2023). Li et al. introduced an innova-
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tive intelligent electrochemical sensing approach for the classification and quantification
of volatile organic compounds (VOCs) in solution. By utilizing cyclic voltammetry with
an ionic liquid (IL)-based electrolyte, the study analyzed various VOC analytes, achieving
a 99.09% accuracy in classification using a specially designed 1-D convolutional neural
network (1D-CNN). The system demonstrated impressive accuracy in both classification
and quantification of methanol, with a 94.4% test accuracy and 98.18% accuracy in cat-
egorizing methanol volumes, respectively. Notably, a linear correlation between max
current density and methanol volume was observed, with a LOD of 9.3 𝜇L (Yaonian Li
et al., 2024).

In our study, we harnessed DL algorithms, notably 1D Convolutional Neural Net-
work (1D-CNN) and Long Short-Term Memory network (LSTM), to process and analyze
datasets, thereby significantly enhancing the overall performance of immuno-biosensors.
By employing these models, we were able to discern patterns within electrochemical sig-
nals that conventional analytical methods may overlook. This capability played a pivotal
role in improving the classification accuracy of analytes by detecting subtle differences in
the electrochemical responses arising from diverse antibody-antigen interactions. More-
over, our utilization of DL analysis enabled real-time data processing and decision-making,
a critical aspect for point-of-care diagnostics. Additionally, this integration facilitated au-
tomated data interpretation, thus mitigating the potential for human error.

2.2. Methods

2.2.1. Preparation of PDA/Anti-CD36 Immuno-Biosensor Platform

Based on dopamine, Polydopamine (PDA) surface was created on the carbon
electrode surface by electrochemical polymerization method. To obtain PDA, 1 mg/mL
Dopamine solution was prepared in TBS (25 mM Tris, 140 mM HCl, 3 mM KCl) buffer.
PDA was obtained from this prepared Dopamine solution using the CV technique for 5
cycles in the potential range between -0.5V and 0.5V at a scanning speed of 50 mV/s
(J.-l. Wang et al., 2014).
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2.2.2. Design of PDA/Anti-CD36 Immuno-Biosensor Recognition Sur-

face

After obtaining the PDA surface, a biofunctional surface for the determination
of CD36 was obtained by using Anti-CD36. 0.5% EDC (pH: 6.0; in 50 mM phosphate
buffer) was first dropped onto the PDA surface and incubated for 15 minutes (Chiou and
Wu, 2004). Then, the electrode surfaces were washed with pure water. After the surfaces
were dried, 4.5 𝜇L of 10 𝜇M Anti-CD36 (pH: 7.4; 50 mM PBS) was dropped. It was left
to incubate at +4 °C for 24 hours.

2.2.3. Electrochemical Measurement Techniques

2.2.3.1. Cyclic Voltammetry (CV)

Cyclic Voltammetry is a method used to explore the kinetics and mechanisms of
electrochemical reactions. This technique involves varying the potential of an electrode at
a controlled rate and recording the resulting current (Kissinger and Heineman, 2005). CV
is applied in various fields such as studying redox reactions, identifying electrochemical
mechanisms, characterizing electrode surfaces, and developing sensors (Ciobanu et al.,
2023; González and Sequí-Castellano, 2021). During the potential sweep, the current
generated by redox reactions at the electrode surface is measured, and the resulting current-
potential plot (voltammogram) is analyzed to understand reaction mechanisms and kinetic
parameters. The benefits of CV include fast and sensitive measurements, the ability to
operate over a wide potential range, and the provision of both analytical and mechanistic
insights. However, its drawbacks include the need for complex data interpretation and
potential interference from other redox-active species in the solution.

2.2.3.2. Differential Pulse Voltammetry (DPV)

Differential Pulse Voltammetry is a technique used in electrochemical analysis to
achieve high sensitivity and low detection limits. This method involves incrementally
increasing the potential and applying short pulses at each step. DPV is employed in appli-
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cations such as detecting trace amounts of analytes, biosensors, environmental analyses,
and pharmaceutical analyses (Mamun et al., 2023; Noureldin et al., 2023; Yolchuyev and
Aydoğmuş, 2023). The electrode potential is increased in small steps, and a short pulse is
applied at each step while measuring the current. The differential current (the difference
in current between two steps) is recorded, and the resulting differential current-potential
graph is analyzed to obtain information about analyte concentration and other parameters.
The advantages of DPV include high sensitivity and low detection limits, low noise levels,
and the ability to work with small sample volumes. However, its disadvantages include the
requirement for more complex instrumentation and longer analysis times. Both techniques
play significant roles in electrochemical analysis and are used in different application ar-
eas; CV is suitable for more general and broad analyses, while DPV is preferred for more
specific and sensitive measurements.

2.2.4. Electrochemical Characterization of the PDA/Anti-CD36 Immuno-

Biosensor System

Electrochemical characterization of whether each modification step of the devel-
oped PDA/Anti-CD36 immuno-biosensor system was successful was performed using CV,
DPV and EIS techniques. For this purpose, measurements were taken after each modifi-
cation (Blank SPCE, PDA, PDA/Anti-CD36 and PDA/Anti-CD36/CD36). CV, DPV, and
EIS measurements were performed with PBS (50 mM PBS, pH 7.4) containing 5 mM
hexacyanoferrate (III) (K3[Fe(CN)6], HCF) and 0.1 M KCl. CV and DPV measurements
were performed in the potential range of -0.4 to +0.8 V with a scan rate of 20 mV/s.

2.2.5. Analytical Characterization and Applications of the PDA/Anti-

CD36 Immuno-Biosensor

2.2.5.1. Establishing the Linear Detection Range and Determining the

LOD for CD36 Determination

Analytical applications of the PDA/Anti-CD36 immuno-biosensor were performed
using the DPV technique. To create the calibration scheme of the PDA/Anti-CD36
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immuno-biosensor system, 12 different CD36 solutions were prepared in the concentration
range of 0.005 ng/mL to 50 ng/mL. PDA/Anti-CD36 was applied to the immuno-biosensor
surfaces and incubated for 30 minutes at room temperature. After incubation, the sur-
faces were washed with distilled water. Once the surfaces were dried, electrochemical
measurements were taken three times.

PDA PDA / Anti-CD36 PDA / Anti-CD36 / CD36

Anti-CD36
Immobilization +CD36

Figure 2.1. Schematic illustration of immuno-biosensor surface preparation.

To determine the LOD of the PDA/Anti-CD36 immuno-biosensor, 10 different
electrodes were prepared. Electrochemical measurements were taken in the presence of
0.05 ng/mL CD36, which is the lowest concentration in the calibration chart. Using the
obtained data, the LOD of the PDA/Anti-CD36 immuno-biosensor was calculated. The
scheme for the preparation of the immuno-biosensor system for CD36 determination is
shown in Figure 2.1.

Figure 2.2. Calibration graph showing the effect of CD36 concentration on the response in
the biosensor system. The linear detection range for CD36 determination with PDA/Anti-
CD36 modified SPCE is highlighted, with a linear fit equation of 𝑦 = 0.87𝑥 + 2.09 and
𝑅2 = 0.99. Measurements were taken at a scan rate of 50 mV/s in 10 mL PBS (pH 7.4)
with 5 mM K3[Fe(CN)6] and an anionic redox solution containing 0.1 M KCl. The inset
graph details low-level measurements.
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2.2.6. Dataset

The dataset comprises electrochemical data obtained from CV and DPV measure-
ments. These data were generated using electrochemical immuno-biosensors designed to
detect the CD36 antigen. Measurements were conducted across various concentrations
and cycles. Each analyte concentration level is represented by a separate class within
the dataset. The corresponding data are stored in Excel files (.xlsx format) organized
within class-specific folders. This dataset aims to capture the relationship between analyte
concentration and the corresponding voltammetric and biosensor measurements, enabling
the exploration of classification and predictive modeling tasks.

2.2.7. Addressing Low CD36 Concentration Detection Challenges

For CD36 concentrations below 0.05 ng/mL (specifically 0.005, 0.01, 0.025, and
0.035 ng/mL), electrochemical differentiation was not possible using traditional methods.
Therefore, DL analysis was employed to distinguish between these lower concentrations.
Multiple measurements were taken for each of the 12 different CD36 concentrations
using both CV and DPV techniques, providing a comprehensive dataset for analysis. DL
algorithms were applied to this dataset to enhance the detection sensitivity and accuracy
at these lower concentrations.

2.2.8. Data Augmentation

The quantity of data is crucial for effectively training artificial intelligence models.
A substantial amount of data ensures that the models can learn intricate patterns and rela-
tionships within the dataset. However, obtaining a large volume of data can be challenging
economically and in time constraints. To address this challenge, we employed data aug-
mentation techniques to generate additional data without extensive experimental efforts.
In our experimental setup, which involves different cycles, we specifically focused on
analyzing the initial five cycles of each measurement. This decision was motivated by the
potential variability between cycles, particularly evident in CV and DPV measurements.
By concentrating on the first five cycles, our aim was to capture the early behavior of
the analytes during the voltametric measurements while minimizing potential variations
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arising from factors such as electrode condition and analyte diffusion kinetics.

a)

b)

Figure 2.3. CV and DPV measurements for an analyte at various concentrations. The
CV and DPV curves show the current (I) in microamperes (𝜇A) versus the potential (V)
in volts (V) across multiple cycles (Cyc.). The legend indicates different concentrations
and cycles, with each color representing a specific concentration and cycle number. Panel
(a) represents measurements below the LOD, while panel (b) represents measurements
ranging from 0.050 ng (LOD) to 25 ng.

Data augmentation was performed using convex combination methods on measure-
ments taken for each analyte over 5 cycles. For each class, the process involved creating
linear combinations of signals between pairs of cycles. Specifically, 50 new signals were
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generated for each pair of cycles using the following formula:

new_signal = (1 − 𝛼) × signal1 + 𝛼 × signal2 (2.1)

where 𝛼 is a weighting factor ranging from 0 to 1. Starting from the first cycle, new
signals were generated as linear combinations between each pair of cycles, and all newly
generated signals, along with the original cycle signals, were combined to create the final
dataset. 500 new signals were generated for each class. These new signals were added to
the existing dataset, resulting in a more extensive and diverse dataset for model training.
This approach aims to improve the model’s generalization capability and performance.
The convex combination method is effective for data augmentation, especially in cases
with limited datasets. This method generates new data points between existing examples,
enabling the model to learn different patterns and enhancing model performance. This
augmentation process ensured that our dataset met the requirements for DL by providing
sufficient data for the models to learn from. Through the augmentation of our dataset,
we empowered our DL models to discern more patterns and achieve superior results.
This augmented dataset facilitated the production of more accurate and reliable outcomes,
thereby enhancing the overall performance of our study.

Figure 2.4. Five signals interpolated using convex combination between Cycle 1 as signal
1 and Cycle 5 as signal 2 for 0.025 ng of analyte are depicted with green lines.
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2.2.9. Deep Learning Algorithms

2.2.9.1. One-Dimensional Convolutional Neural Network (1D-CNN)

In this study, we utilized a 1D-CNN to analyze CV and DPV data. The 1D-CNN
can effectively capture patterns in one-dimensional data, such as time series or sensor
signals, making it well-suited for biosensor data analysis. The model used in this study
consists of four convolutional layers with varying filter numbers and sizes, as detailed in
the first column of Table 2.1. These layers are designed to extract features at multiple
scales, allowing the model to capture both fine and coarse-grained data patterns. Each
convolutional layer is followed by a max-pooling layer to reduce dimensionality and
prevent overfitting. The output of the last pooling layer is flattened and fed into two
fully connected layers with Rectified Linear Unit (ReLU) activation functions to learn
high-level representations of the input data. The ReLU activation function introduces
non-linearity, enabling the model to learn complex relationships between the input and
output. The output layer employs the softmax activation function to generate classification
probabilities for each class. We trained the model using the categorical crossentropy loss
function and the Adam optimizer with a learning rate of 0.001.
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Figure 2.5. Representative 1D-CNN architecture.
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Table 2.1. Comparison of the layer configurations for the 1D-CNN and 1D-CNN – LSTM
models. Both models include multiple Conv1D layers with varying filter sizes and ReLU
activations, followed by BatchNormalization and MaxPooling1D layers. The 1D-CNN
model uses Flatten and several Dense layers for classification, while the 1D-CNN – LSTM
model incorporates an LSTM layer before the Dense layers.

1D-CNN 1D-CNN – LSTM
Conv1D (Filters=256, Kernel Size=3, ReLU) Conv1D (Filters=256, Kernel Size=3, ReLU)
BatchNormalization BatchNormalization
MaxPooling1D (Pool Size=2) MaxPooling1D (Pool Size=2)
Conv1D (Filters=128, Kernel Size=3, ReLU) Conv1D (Filters=128, Kernel Size=3, ReLU)
BatchNormalization BatchNormalization
MaxPooling1D (Pool Size=2) MaxPooling1D (Pool Size=2)
Conv1D (Filters=64, Kernel Size=3, ReLU) Conv1D (Filters=64, Kernel Size=3, ReLU)
BatchNormalization BatchNormalization
MaxPooling1D (Pool Size=2) MaxPooling1D (Pool Size=2)
Conv1D (Filters=32, Kernel Size=3, ReLU) Conv1D (Filters=32, Kernel Size=3, ReLU)
BatchNormalization BatchNormalization
MaxPooling1D (Pool Size=2) MaxPooling1D (Pool Size=2)
Flatten LSTM (Units=64, Return Sequences=True)
Dense (Units=128, ReLU) Flatten
Dense (Units=64, ReLU) Dense (Units=128, ReLU)
Dense (Units=32, ReLU) Dense (Units=64, ReLU)
Dense (Units=12, Softmax) Dense (Units=32, ReLU)

Dense (Units=12, Softmax)

2.2.9.2. Hybrid Neural Network Model

In this study, The 1D-CNN – LSTM model starts by applying a 1D convolutional
layer to the input data, which applies a set of filters to extract relevant features from the
time-series data. This is followed by a batch normalization layer to normalize the output
of the convolutional layer. The normalized feature maps are then fed into a max-pooling
layer that reduces the dimensionality of the output. This sequence of convolutional, batch
normalization, and max-pooling layers is repeated to further refine and extract features.
Next, the output of the fourth max-pooling layer is fed into an LSTM layer, which processes
the sequential data and uses memory cells to store information about past inputs. Finally,
the output of the LSTM layer is passed through a flatten layer, which transforms the data
into a one-dimensional vector. This flattened output is then fed into a fully connected
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neural network consisting of several dense layers, which perform the classification task.
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Figure 2.6. Architecture of the Hybrid 1D-CNN – LSTM model.

2.3. Results and Discussion

2.3.1. Data on Electrochemical Characterization of the PDA/Anti-CD36

Immuno-Biosensor System

Electrochemical characterizations of the PDA/Anti-CD36 immuno-biosensor sur-
face were performed with CV, DPV and EIS measurement techniques.

CV is a popular electrochemical measurement technique widely used to provide
information about electron transfer, reduction and oxidation reactions (Giffhorn, 2000).
According to the CV voltammograms seen in Figure 2.7.a, I catodic values are 62.99
𝜇A, 48.41 𝜇A, 35.52 𝜇A, 27.46 for blank SPCE, PDA, PDA/Anti-CD36 and PDA/Anti-
CD36/CD36 surfaces, respectively. It was found to be 𝜇A. Electrochemical oxidation and
reduction peaks of HCF were observed in the CV profiles of each modification step of the
prepared immuno-biosensor surface. A significant decrease in the currents obtained after
each modification step of PDA, PDA/Anti-CD36 and PDA/Anti-CD36/CD36 of blank
SPCE was observed. This supports that all modifications were completed successfully.

DPV is a fast and sensitive technique widely used in biosensor systems. Therefore,
the DPV technique is a method used to understand how the behavior of modified surfaces

27



changes after each modification step. Figure 2.7.b shows the voltammograms of the
blank SPCE, PDA, PDA/Anti-CD36, PDA/AntiCD36/CD36 modified surfaces obtained
using DPV. After each modification, the current values were found to be 47.59 𝜇A, 21.43
𝜇A, 16.71 𝜇A and 9.15 𝜇A, respectively. A significant decrease was observed in the
DPV voltammograms obtained after each modification step of PDA, PDA/Anti-CD36
and PDA/Anti-CD36/CD36 of blank SPCE. The obtained DPV profiles support the CV
voltammogram results.

a) b)

c)

Figure 2.7. Electrochemical characterization results of blank SPCE, PDA, PDA/Anti-
CD36 and PDA/Anti-CD36/CD36 surfaces a) CV voltammograms b) DPV voltammo-
grams c) EIS diagrams (All measurements, scan rate: 50 mVs−1. 10 mL PBS (pH 7.4) in
the presence of an anionic redox solution containing 5 mM K3[Fe(CN)6] and 0.1 M KCl).

Finally, the EIS technique was used for the prepared surfaces to determine how
their resistance changed after each modification. In the EIS technique, the diameter of
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the semicircle is proportional to the increase in load transfer resistance. Increasing the
diameter of the semicircle indicates that an insulating layer is formed on the surfaces and
electron transfer decreases. Figure 2.7.c shows the EIS diagrams of the empty SPCE,
PDA, PDA/Anti-CD36 and PDA/Anti-CD36/CD36 surfaces. After each modification, it
is seen that the resistance on the surface increases and the semicircle becomes larger. This
supports the results obtained from CV and DPV techniques.

2.3.2. Data on Analytical Characterization and Applications of the

PDA/Anti-CD36 Immuno-Biosensor

In order to determine the linear determination range of the PDA/Anti-CD36
immuno-biosensor, DPV measurements were performed in 12 different CD36 concen-
tration ranges of 0-50 ng/mL. As seen in Figure 2.2, the linear determination range of the
developed PDA/Anti-CD36 immuno-biosensor was determined to be 0.05-25 ng/mL. The
calibration equation was determined as 𝑦 = 0.87𝑥 + 2.09 and 𝑅2 = 0.9𝑝. it is thought
that after 25 ng/mL CD36 concentration, a decrease in current intensity is observed due
to CD36 creating steric hindrance on the PDA/Anti-CD36 biofunctional surface.

In order to determine the LOD of the developed PDA/Anti-CD36 immuno-biosensor,
10 different electrochemical measurements were carried out with a CD36 concentration
of 0.05 ng/mL, which is the lowest point of the calibration graph. As a result of all these
calculations, the detection limit of the PDA/Anti-CD36 immuno-biosensor was found to
be ng/mL.

2.3.3. Deep Learning Model Performance Analysis

Figure 2.8 illustrates the performance comparison between two DL models, a 1D-
CNN and a hybrid 1D-CNN – LSTM, on two different datasets: CV data and DPV data. For
the CV data (panel a), the 1D-CNN model demonstrates higher stability and better overall
performance in both training and validation. The 1D-CNN training accuracy rises rapidly,
reaching close to 1.0, and the validation accuracy fluctuates between approximately 0.6
and 0.9. In contrast, the 1D-CNN – LSTM model’s validation accuracy shows significant
instability, often dipping below 0.6. Correspondingly, the validation loss for the 1D-CNN
is consistently lower and more stable, staying around 0.5 after an initial drop, while the
hybrid model experiences significant fluctuations with peaks above 2.0. For the DPV data
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(panel b), both models achieve similar training accuracies, peaking around 1.0. However,
the hybrid model’s validation accuracy is slightly higher but more variable, fluctuating
between 0.7 and 0.9. The 1D-CNN validation loss stabilizes around 0.5, whereas the
hybrid model shows a lower and more stable validation loss, often remaining below 1.0
but with occasional spikes. These results suggest that the 1D-CNN model performs
robustly and consistently on CV data, while the hybrid 1D-CNN – LSTM model exhibits
potential advantages for DPV data, despite greater fluctuation in accuracy and loss.

a)

b)

Figure 2.8. The graphs illustrate the training and validation accuracy (left) and loss
(right) curves throughout the epochs. The training accuracy/loss is depicted in blue, while
the validation accuracy/loss is shown in orange. These plots provide insights into the
performance of the model during training, indicating how well it generalizes to unseen
data.

30



The confusion matrices in Figure 2.9 provide a comprehensive comparison of
the classification performance of the 1D-CNN and 1D-CNN – LSTM models across all
analyte concentrations for both CV and DPV datasets. For the CV data, the 1D-CNN
model achieves perfect classification at 0 ng, 0.010 ng, and all higher concentrations
from 0.035 ng to 25 ng, but shows reduced performance at 0.005 ng with 50.00% correct
classification, misclassifying 16.22% as 0 ng and 33.78% as 0.010 ng, and at 0.025 ng with
98.75% correct classification and 1.25% misclassified as 0.035 ng. The 1D-CNN – LSTM
model, however, demonstrates improved performance at 0.005 ng, with 54.05% correct
classification and reduced misclassifications of 13.51% as 0 ng and 32.43% as 0.010 ng,
and at 0.025 ng with 96.67% correct classification and 3.33% misclassified as 0.035 ng,
while maintaining perfect classification at 0 ng, 0.010 ng, and all higher concentrations.

For the DPV data, the 1D-CNN model achieves 100% correct classification at 0
ng, 0.010 ng, and all higher concentrations from 0.025 ng to 25 ng, but shows 86.49%
correct classification at 0.005 ng with 13.51% misclassified as 0.010 ng. The 1D-CNN
– LSTM model improves performance at 0.005 ng to 90.54% correct classification, with
9.46% misclassified as 0 ng, while also achieving perfect classification at 0 ng, 0.010 ng,
and all higher concentrations.

These results indicate that the hybrid 1D-CNN – LSTM model generally offers im-
proved performance over the 1D-CNN model, particularly at lower analyte concentrations.
The LSTM component’s ability to capture temporal dependencies enhances the model’s
discriminatory power, leading to more accurate classifications and reduced confusion be-
tween closely spaced concentrations. This demonstrates that incorporating LSTM into
the CNN architecture significantly enhances the performance of electrochemical sensor
data analysis, providing a robust framework for future research and development. The
hybrid model’s superior classification capabilities are consistent across all analyte concen-
trations, underscoring its potential for more reliable and precise electrochemical sensor
data interpretation.
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Confusion Matrix for CV Data Based on 1D-CNN

Confusion Matrix for CV Data Based on 1D-CNN + LSTM

Confusion Matrix for DPV Data Based on 1D-CNN

Confusion Matrix for DPV Data Based on 1D-CNN + LSTM

a) b)

c) d)

Figure 2.9. Confusion matrices showing the classification results for CV and DPV data,
presented as percentages, achieved by 1D-CNN and 1D-CNN – LSTM models. (a)
Confusion matrix for CV data using the 1D-CNN model, (b) Confusion matrix for DPV
data using the 1D-CNN model, (c) Confusion matrix for CV data using the 1D-CNN –
LSTM model, (d) Confusion matrix for DPV data using the 1D-CNN – LSTM model.
The matrices illustrate the classification performance for various analyte concentrations,
with true positive rates along the diagonal and misclassification rates off-diagonal.

Table 2.2 evaluates the performance of two models, 1D-CNN and a combined
1D-CNN – LSTM, across two methods: CV and DPV. For the CV method, the 1D-CNN
model achieves an accuracy of 95.82%, a precision of 97.01%, a recall of 95.73%, and
an F1-score of 95.52%. The addition of LSTM to the 1D-CNN slightly improves these
metrics, resulting in an accuracy of 95.93%, the same precision of 97.01%, an increased
recall of 95.89%, and an F1-score of 95.73%. In contrast, the DPV method demonstrates
a marked improvement in performance. The 1D-CNN model under this method achieves
an accuracy of 98.90%, a precision of 99.18%, a recall of 98.87%, and an F1-score
of 98.96%. The combined 1D-CNN – LSTM model further enhances these metrics,
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achieving an accuracy of 99.23%, a precision of 99.41%, a recall of 99.21%, and an
F1-score of 99.28%. Overall, the DPV method significantly outperforms the CV method
in all metrics. Additionally, incorporating LSTM with 1D-CNN consistently yields better
performance in both methods, indicating the effectiveness of combining these techniques
for improved model accuracy, precision, recall, and F1-score.

Table 2.2. Performance comparison of 1D-CNN and 1D-CNN – LSTM models using CV
and DPV methods. The metrics evaluated are Accuracy, Precision, Recall, and F1-Score.

Method Model Accuracy Precision Recall F1-Score
1D-CNN 95.82% 97.01% 95.73% 95.52%CV 1DCNN + LSTM 95.93% 97.01% 95.89% 95.73%
1D-CNN 98.90% 99.18% 98.87% 98.96%DPV 1DCNN + LSTM 99.23% 99.41% 99.21% 99.28%

t-SNE (t-Distributed Stochastic Neighbor Embedding) is a machine learning algo-
rithm used for dimensionality reduction and visualization, beneficial for high-dimensional
data. It maps multi-dimensional data to two or three dimensions for visualization, pre-
serving the structure and relationships within the original data. In Figure 2.10, the t-SNE
algorithm has been applied to CV and DPV data to visualize how well the 1D-CNN and
1D-CNN – LSTM models differentiate between different analyte concentrations. Pan-
els (a) and (b) display the t-SNE results for CV and DPV data, respectively, using the
1D-CNN model. Panels (c) and (d) show the t-SNE results for the same types of data
but using the 1D-CNN – LSTM model. The clusters of points in each panel represent
different concentrations of the analyte. The distinct separation between clusters indicates
that both models effectively capture the variations in the data corresponding to different
analyte concentrations. The 1D-CNN model shows a clear clustering pattern in both CV
and DPV data, suggesting it successfully distinguishes between varying concentrations.
The addition of LSTM to the 1D-CNN model, as seen in panels (c) and (d), appears to
enhance this differentiation further, resulting in more distinct and well-separated clusters.
This improved separation highlights the superior performance of the combined 1D-CNN
– LSTM model in capturing the underlying patterns of the CV and DPV data, thereby
improving the model’s ability to classify different analyte concentrations accurately.
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a) b)

c) d)

0 ng 0.005 ng 0.010 ng 0.025 ng 0.035 ng 0.050 ng 01 ng 05 ng 10 ng 15 ng 20 ng 25 ng

Figure 2.10. t-SNE results for CV and DPV data based on 1D-CNN and 1D-CNN – LSTM
models. Panels (a) and (b) show the t-SNE results for CV and DPV data, respectively,
using the 1D-CNN model. Panels (c) and (d) depict the t-SNE results for CV and DPV
data, respectively, using the 1D-CNN – LSTM model. The different colors represent
various concentrations of the analyte, as indicated in the legend.

The performance comparison between 1D-CNN and 1D-CNN – LSTM models
on CV and DPV datasets reveals that the 1D-CNN model is more stable and performs
better on CV data, with rapid training accuracy and stable validation accuracy and loss.
In contrast, the hybrid model shows higher but more variable validation accuracy on
DPV data. Confusion matrices indicate that the hybrid model generally offers improved
performance, especially at lower analyte concentrations, due to its ability to capture
temporal dependencies. Performance metrics show that the hybrid model consistently
outperforms the 1D-CNN in both methods, achieving higher accuracy, precision, recall,
and F1-scores. t-SNE visualizations further highlight the superior performance of the
hybrid model in distinguishing between different analyte concentrations, demonstrating
its effectiveness in capturing data patterns and improving classification accuracy.
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2.4. Conclusion

In this study, we developed a DL-based approach for the detection and classification
of CD36 using an immuno-biosensor at various concentrations, including those below the
LOD. Our research highlights the significant role of CD36 in various physiological and
pathological processes, emphasizing the need for advanced detection methods. Traditional
techniques, while effective, often fall short in sensitivity and rapid analysis, particularly at
low analyte concentrations.

We successfully fabricated a PDA/Anti-CD36 immuno-biosensor platform and
characterized it using electrochemical techniques such as CV, DPV, and EIS. The results
confirmed the successful modification of the sensor surface at each step, demonstrating
its capability to detect CD36 with high sensitivity. The linear detection range of the
developed PDA/Anti-CD36 immuno-biosensor was determined to be 0.05-25 ng/mL,
with a calibration equation of 𝑦 = 0.87𝑥 + 2.09 and an 𝑅2 value of 0.99. The LOD was
found to be 0.05 ng/mL.

To address the challenges of detecting low CD36 concentrations, we integrated
DL models, specifically 1D-CNN and a hybrid 1D-CNN – LSTM network. These models
were trained on augmented datasets derived from CV and DPV measurements. The data
augmentation process, which involved generating 500 additional signals per class through
convex combinations, significantly enhanced the dataset’s size and diversity, improving
the models’ training and performance.

Our findings indicate that the hybrid 1D-CNN – LSTM model outperforms the
standalone 1D-CNN model, particularly in classifying lower analyte concentrations. For
the CV method, the 1D-CNN model achieved an accuracy of 95.82%, precision of 97.01%,
recall of 95.73%, and F1-score of 95.52%. The hybrid model slightly improved these
metrics, achieving an accuracy of 95.93%, precision of 97.01%, recall of 95.89%, and
F1-score of 95.73%. For the DPV method, the 1D-CNN model achieved an accuracy of
98.90%, precision of 99.18%, recall of 98.87%, and F1-score of 98.96%. The hybrid model
further enhanced these metrics, achieving an accuracy of 99.23%, precision of 99.41%,
recall of 99.21%, and F1-score of 99.28%. The t-SNE visualizations further confirmed
the models’ effectiveness in distinguishing between different analyte concentrations, with
the hybrid model showing more distinct and well-separated clusters.

In conclusion, the integration of DL techniques with electrochemical immuno-
biosensors presents a powerful approach for the sensitive and accurate detection of CD36.
This methodology not only enhances the performance of biosensors but also holds signif-
icant potential for point-of-care diagnostics and real-time data processing. Future work

35



could explore the application of this approach to other biomarkers and further refine the
models to improve their robustness and generalizability.
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CHAPTER 3

HAND GESTURE CLASSIFICATION WITH SURFACE

ELECTROMYOGRAPHY (SEMG) SIGNALS USING

VISION TRANSFORMERS

3.1. Introduction

Electromyography (EMG) is an essential technique for measuring and recording
the electrical activity produced by skeletal muscles (Ibrahim et al., 2016; Mills, 2005).
This method is pivotal in providing critical insights into muscle function and nerve-muscle
interactions, thus playing a crucial role in diagnosing neuromuscular disorders such as
muscular dystrophy, amyotrophic lateral sclerosis (ALS), and peripheral neuropathies
(Bashford, Mills, and Shaw, 2019; Bora et al., 2021; Ullah and Iqbal, 2020). EMG’s
diagnostic capabilities enable clinicians to develop targeted treatment plans and monitor
the progression of these conditions effectively. Beyond clinical diagnostics, EMG is
widely employed in sports science to assess muscle performance, prevent injuries, and
optimize training programs for athletes, underscoring its versatility in both clinical and
non-clinical settings (S.-H. Liu et al., 2019; Mcmanus, Vito, and Lowery, 2020). Recent
advancements in science and technology have further enhanced the application of EMG
in intelligent systems, particularly within the field of Human-Computer Interaction (HCI)
(Maity and Veer, 2023).

Hand gesture recognition, a critical component of HCI, significantly benefits from
EMG data. By analyzing the electrical activity of muscles during various gestures, it
is possible to develop intuitive control systems for a diverse range of applications (Qi
et al., 2019; X. Zhou et al., 2020). This capability is especially valuable in the design of
advanced medical devices, such as prosthetic limbs and robotic assistants, which require
precise and natural user control (Godoy et al., 2022; Samuel et al., 2019). These devices
rely on the accurate interpretation of muscle signals to perform desired actions, thereby
enhancing the quality of life for users.

In recent years, deep learning (DL) methods have gained prominence in the field
of hand gesture classification. DL networks, including Convolutional Neural Networks
(CNNs) and Recurrent Neural Networks (RNNs), have demonstrated remarkable capability
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in automatically extracting relevant features from input data, significantly enhancing clas-
sification performance. These networks can learn complex patterns from large datasets,
making them highly effective for EMG signal analysis. To effectively utilize EMG data for
gesture recognition, it is necessary to extract intrinsic information from the recorded sig-
nals. Conventional Time-Frequency Analysis (TFA) methods, such as Wavelet Transform
(WT), and Short-Time Fourier Transform (STFT), are commonly employed to analyze
EMG signals. These methods help transform raw EMG data into a format suitable for
FE, which is a critical step in gesture discrimination. These methods’ output can also be
visualized as a 2D image, where axes represent time and frequency, enabling better un-
derstanding and analysis of signal characteristics. In 2020, Nahid et al. aimed to optimize
control schemes for the DUFAB Hand prosthetic using sEMG data. They converted sEMG
signals into images using the continuous wavelet transform (CWT), then employed transfer
learning and CNN-LSTM architectures. Achieving high accuracies (99.72% and 99.83%),
their approach outperformed traditional methods, particularly with transfer learning using
AlexNet (Nahid, Rahman, and Ahad, 2020). In 2021, Elbeshbeshy et al. examined EMG
signal analysis and classification for rehabilitation and motor control. They utilized time-
frequency representations and DL models, achieving accuracies of 92.71% to 96.88% with
pre-trained CNNs. Their end-to-end system showed superior performance over traditional
classifiers, demonstrating the efficacy of DL in EMG analysis for prosthetic control and
robotic applications (Elbeshbeshy, Rushdi, and El-Metwally, 2021). In 2022, Ozdemir
et al. explored hand gesture classification using surface electromyography (sEMG) sig-
nals and transfer learning (TL) based on convolutional neural networks (CNNs). They
collected 4-channel sEMG data from 30 subjects performing 7 hand gestures, then ap-
plied time-frequency (TF) analysis methods (STFT, CWT, HHT) to obtain TF images.
Pre-trained CNN architectures were used to classify gestures. Results showed that the
HHT method, combined with TL using the ResNet-50 model, achieved the best average
accuracies (93.75% for SKCV and 94.41% for LOOCV) (Ozdemir et al., 2022b). In 2023,
Buelvas et al. proposed a method for classifying hand gestures using EMG signals from
amputee patients. They employed CWT to generate scalogram images for training a CNN,
achieving high accuracy (94.49% in one-to-one methodology and 85.70% in all-to-one
methodology) with low computational complexity (Buelvas, Montaña, and Serrezuela,
2023). In 2024, Mohapatra et al. introduced time–frequency domain deep neural network
(TFDDNN), for recognizing hand gestures using multichannel electromyogram (MEMG)
sensor data. By segmenting MEMG recordings into frames and applying CWT to obtain
time–frequency representations (TFRs), they achieved robust recognition performance.
The proposed TFDDNN model, integrated with a deep representation learning network
(DRLN), outperformed existing methods, attaining accuracy rates of 92.73% and 80.33%
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for multiclass-based recognition across different databases. This innovative approach was
further implemented in a web application, enabling real-time recognition of hand gestures
in Internet of Things (IoT) applications (Mohapatra, Aggarwal, and Tripathy, 2024).

In this study, we utilized the open-source dataset published by Ozdemir et al. in
2022 (Ozdemir et al., 2022a). Our primary objective is to develop advanced methods for
hand gesture classification by combining Time-Frequency Analysis (TFA) of surface EMG
(sEMG) signals with Vision transformers. We examined the effects of different window
sizes and various transformer models on classification performance. Additionally, we
performed a comparative analysis of traditional Short-Time Fourier Transform (STFT)
and Continuous Wavelet Transform (CWT) methods. Our research makes significant
contributions to the field by providing a high-resolution sEMG signal dataset from 40
subjects and determining the optimal number of channels for precise gesture recognition.
The dataset provided by Ozdemir and colleagues is essential for training and evaluating
the proposed models, ensuring their robustness and reliability.

In summary, this paper explores the integration of sEMG with advanced TFA
and Vision transformers for gesture analysis, highlighting improvements in accuracy and
efficiency. By leveraging the strengths of DL and signal processing techniques, we aim
to enhance the performance of sEMG-based gesture recognition systems. Our findings
demonstrate the feasibility and potential of using sEMG and Vision transformers for de-
veloping intuitive and responsive control systems, paving the way for future advancements
in intelligent human-machine interfaces.

3.2. Methodology

3.2.1. Dataset

In our research, we made use of the open-source dataset presented by Ozdemir et
al. in 2022 (Ozdemir et al., 2022a). The dataset provided constitutes a valuable resource
for the Biomedical Signal Processing Society, comprising 4-channel time-series sEMG
signals from 40 participants who executed 10 distinct hand gestures. This comprehensive
dataset proves particularly beneficial for tasks like hand-gesture detection and classifica-
tion, holding considerable promise for the development of AI models, particularly in DL
research aimed at predicting hand gestures. The data is structured into repetitive cycles
and encompasses both raw and filtered formats, thus facilitating its integration into DL
models and serving as a benchmark for evaluating other models.
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Each participant’s data was meticulously captured using a 4-channel MP36 BIOPAC
device with Ag/AgCl surface electrodes positioned on specific muscle sites, ensuring the
acquisition of high-quality recordings. The signals were sampled at 2 kHz and underwent
filtering to eliminate noise, enabling researchers to focus on muscle-generated sEMG
signals. Furthermore, demographic data and responses from health-related surveys were
gathered to guarantee the accuracy and relevance of the recordings. The dataset is accom-
panied by detailed MATLAB code for the automated segmentation of gesture moments,
thereby enhancing its usability for further analysis. Overall, this dataset provides a sturdy
foundation for research in hand gesture recognition, model training, and validation in ma-
chine learning and DL applications, as well as in the development of HCI and biorobotics
applications.
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Figure 3.1. Figure depicting a series of hand gestures and rest intervals, organized into
five cycles of exercises.
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Rest Extension Flexion Ulnar
Deviation

Radial
Deviation

Grip Abduction Adduction Supination Pronation

Figure 3.2. Ten different hand gestures demonstrated in sequence.

The dataset includes 10 different hand gestures, which are demonstrated in se-
quence in Figure 3.2. These gestures are Rest, Extension, Flexion, Ulnar Deviation,
Radial Deviation, Grip, Abduction, Adduction, Supination, and Pronation. Each gesture
represents a distinct position or movement of the hand.

3.2.2. Preprocessing and Windowing for sEMG Data

The dataset’s raw sEMG signals undergo crucial preprocessing steps to extract the
muscle activity signal and eliminate noise. A sixth-order Butterworth band-pass filter
ranging from 5 to 500 Hz is applied to remove artifacts, while a second-order notch
filter at 50 Hz minimizes power-line interference. Following this, segmentation of the
signals is performed to isolate sEMG recordings corresponding to seven hand gestures
per cycle, as depicted in the experimental design. Segments are obtained by identifying
4-second steady-state periods during maximal muscle contraction, effectively bypassing
transitional delays. Subsequently, signal windowing is applied using rectangular sliding
windows of lengths 250, 500, and 1000 ms, with corresponding shifts of 50, 100, and 200
ms, respectively, and overlapping windows.
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3.2.3. Time-Frequency Analysis for Image-Based sEMG Analysis

Time-Frequency Analysis (TFA) methods play a crucial role in transforming 1D
sEMG signals into 2D images, facilitating image-based analysis. By operating in the
joint time-frequency (TF) domain, TFA approaches offer a comprehensive representation
of signal characteristics, capturing signal energy distribution across time and frequency.
This conversion process enhances the effectiveness of signal analysis, particularly for
classification studies, where TF images serve as valuable inputs for DL models. Recent
advancements in the field have witnessed the widespread adoption of TF images in con-
junction with DL models, leading to notable outcomes in various studies (Yao Li et al.,
2024; Ozdemir, Cura, and Akan, 2021). Among the traditional TFA methods, STFT and
CWT stand out for their effectiveness in generating TF images. These images, derived
through STFT and CWT, are subsequently employed to fine-tune pre-trained various ViT
models for the classification of hand gestures. In the following sections, we provide a
concise overview of STFT and CWT, elucidating their roles in the transformation process.

3.2.3.1. Short-Time Fourier Transform (STFT) for sEMG Image Gen-

eration

Short-Time Fourier Transform (STFT) is a powerful tool for analyzing non-
stationary signals, such as sEMG signals, by providing a time-frequency representation.
Mathematically, the STFT is defined as:

𝑋 (𝑡, 𝜔) =
∫ ∞

−∞
𝑥(𝜏)𝑤(𝜏 − 𝑡)𝑒− 𝑗𝜔𝜏 𝑑𝜏 (3.1)

where:

• 𝑥(𝜏) is the signal to be analyzed,

• 𝑤(𝜏 − 𝑡) is the window function centered at time 𝑡,

• 𝜔 is the angular frequency,

• 𝑗 is the imaginary unit (
√
−1),

• 𝜏 is the integration variable.
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STFT provides a way to examine the spectral content of the signal as it changes
over time by applying the Fourier transform to a sliding window of the signal. This method
allows for the decomposition of a signal into its constituent frequencies at different points
in time, offering insights into the time-varying characteristics of the signal. In practice, the
STFT is computed by dividing the signal into overlapping segments, applying a window
function, and performing the Fourier transform on each segment. This results in a two-
dimensional time-frequency representation, useful for analyzing non-stationary signals
like sEMG. By visualizing the STFT, one can observe the evolution of different frequency
components, aiding in the interpretation of underlying physiological processes.

c)

Channel
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3

Channel
2

Channel
4

b)a)

Figure 3.3. Analysis of sEMG signal recorded from four channels. a) Time-domain
representation of sEMG signals recorded from four channels, showing the amplitude
variations over time for each channel. b) 3D STFT spectrograms for each channel,
illustrating the frequency content of the signals over time. c) Combined spectrogram view
for all channels, presenting a comprehensive visualization of the frequency distribution
and intensity over time. This data represents an sEMG signal captured over a 250 ms
period during a resting state.
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3.2.3.2. Continuous Wavelet Transform (CWT) for sEMG Image Gen-

eration

In this study, we utilized the Continuous Wavelet Transform (CWT) to generate
sEMG images. CWT is a powerful tool for analyzing non-stationary signals like sEMG
because it provides a time-frequency representation of the signal. Unlike the STFT, which
uses a fixed window size, CWT can vary its window size to provide better frequency and
time localization. This adaptability makes CWT particularly suitable for sEMG signal
analysis, where the signal characteristics can vary rapidly over time.

To identify the most suitable wavelet parameters, eight different wavelets were
tested using the pywt.cwt function. The wavelets tested included Bump (bump), Deriva-
tive of Gaussian (cgau1), Complex Morlet (cmor), Frequency B-Spline (fbsp), Gaussian
(gaus1), Mexican Hat (mexh), Morlet (morl), and Shannon (shan). Each wavelet was
applied to the sEMG data to create time-frequency representations, which were then fed
into a convolutional neural network (CNN) for classification. The performance of each
wavelet was evaluated based on accuracy, precision, recall, and F1-score. The results are
summarized in Table 3.1.

Table 3.1. Performance metrics for various wavelets

Wavelet Accuracy Precision Recall F1-score
bump 0.77 0.76 0.77 0.76
cgau1 0.78 0.79 0.78 0.77
cmor 0.79 0.79 0.79 0.79
fbsp 0.77 0.78 0.77 0.77

gaus1 0.66 0.65 0.66 0.65
mexh 0.67 0.68 0.67 0.67
morl 0.70 0.72 0.7 0.7
shan 0.78 0.79 0.78 0.78

Among the wavelets tested, the Complex Morlet wavelet (cmor) achieved the
highest performance across all metrics. This wavelet’s superior performance can be
attributed to its ability to provide a good balance between time and frequency localization,
which is crucial for accurately capturing the features of sEMG signals. The Complex
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Morlet wavelet used in this study is mathematically defined as:

𝜓(𝑡) = 1
√
𝜋𝐵

exp

(
− 𝑡

2

𝐵

)
exp ( 𝑗2𝜋𝐶𝑡) (3.2)

where 𝐵 represents the bandwidth and 𝐶 denotes the center frequency. The combination
of these parameters allows the wavelet to effectively analyze the frequency content of the
sEMG signals over time.
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Figure 3.4. Examination of sEMG signals from four channels. (a) Displays the time-
domain representation of sEMG signals from four channels, highlighting the amplitude
changes over time for each channel. (b) Shows the 3D CWT spectrograms for each
channel, depicting the frequency content of the signals over time. (c) Presents a combined
CWT spectrogram view for all channels, offering a detailed visualization of the frequency
distribution and intensity over time. This data captures an sEMG signal over a 250 ms
period during a resting state.

The CNN architecture used for classification included three convolutional layers,
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each followed by batch normalization and max-pooling layers to reduce the spatial di-
mensions. This was followed by fully connected layers with dropout regularization to
mitigate overfitting, and a final SoftMax layer to produce the output probabilities. This
detailed architecture ensured that the model could effectively learn and generalize from
the CWT-transformed sEMG images.

In this study, it was found that the Complex Morlet wavelet yielded the high-
est accuracy in a simple Convolutional Neural Network (CNN) model for the CWT of
this dataset. Using this parameter, CWT was applied to generate images across the en-
tire dataset, which were then prepared for use in the respective transformers for CWT
applications.

3.2.3.3. Application of ViT-Based Models to sEMG Image Data

We investigated the efficacy of various ViT models in classifying sEMG signals
transformed into image representations using STFT and CWT with various window sizes
and overlap ratios. Specifically, we explore the performance of three state-of-the-art
transformer architectures: Base Vision Transformers (ViT), Shifted Window Transformer
(Swin), and Multi-Axis Vision Transformer (MaxViT).

The sEMG image dataset is split into training, testing, and validation sets with
a ratio of 70% for training, 15% for testing, and 15% for validation, ensuring robust
evaluation of the models. Each sEMG image is associated with a hand gesture label,
allowing the models to learn the mapping between image features and corresponding
gestures. We applied both fine-tuning (FT) and feature extraction (FE) techniques to all
three transformer models to assess their capabilities in different training scenarios.

By evaluating the performance of Vision Transformers, Swin Transformer, and
MaxViT on the sEMG image dataset, we aim to identify the most effective architecture
for hand gesture recognition tasks. Through comprehensive experimentation and analysis,
we gain insights into the suitability of various ViT models for processing sEMG data.

3.3. Results and Discussion

In this section, we present the findings of our study on hand gesture recognition
using the dataset of 4-channel surface sEMG signals provided by Ozdemir et al. (2022).
The dataset consists of recordings from 40 participants performing 10 distinct hand ges-
tures, providing a robust foundation for developing and evaluating various ViT models.
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In our preprocessing stage, we segmented the sEMG signals using windowing techniques
with window lengths of 250 ms, 500 ms, and 1000 ms. Each window was overlapped with
the next data segment by shifts of 50 ms for the 250 ms window, 100 ms for the 500 ms
window, and 200 ms for the 1000 ms window.

Subsequently, we investigated the effectiveness of transforming these segmented
signals into time-frequency images using STFT and CWT. These time-frequency repre-
sentations served as inputs to various ViT architectures, including base ViT, Swin, and
MaxViT.

According to the results shown in Figure 3.5, different training methods signifi-
cantly impact model performance. The images used in this study were generated using
STFT. The FT method yields substantially superior performance compared to the FE
method. Models subjected to FT, including MaxViT, Swin, and base ViT, achieved nearly
100% accuracy in both training and validation phases and exhibited low loss values. No-
tably, there was a rapid decrease in loss within the first 10 epochs, followed by stabilization.
In contrast, when using the FE method, accuracy rates were markedly lower. The MaxViT
model demonstrated lower accuracy compared to other models in the FE approach, while
the ViT model achieved the highest accuracy. Training losses started higher and decreased
more slowly compared to the FT method. In conclusion, the FT method enhances over-
all model performance, yielding higher accuracy rates and lower losses. This indicates
that training the entire model is more effective than relying solely on pre-learned features.
Within this context, the base ViT model exhibited the best performance in the FE approach,
whereas the MaxViT model showed the lowest performance. These findings provide valu-
able insights into model selection and training strategies. Figures 3.6 and 3.7 illustrate
the impact of different window lengths used in STFT on the images generated for model
training. The performance of the three models varies with these STFT configurations.
These figures provide a comparative analysis of how different window lengths in the STFT
process influence the accuracy and loss metrics across the three models.

Figure 3.8 illustrates the accuracy and loss curves for CWT images with a 500
ms window, comparing two different scenarios: FT and FE. In the FT scenario, the
accuracy curves for the MaxViT, Swin, and base ViT models show a similar upward
trend. The MaxViT model achieves the highest validation accuracy, surpassing 97% after
approximately the 10th epoch. The Swin and base ViT models also reach high accuracy
levels, but slightly lower than MaxViT. The loss curves indicate that the training and
validation losses for all three models decrease rapidly. The MaxViT model achieves the
lowest validation loss, indicating the best performance, while the Swin and base ViT
models also reach low validation loss levels, but slightly higher than MaxViT. In the FE
scenario, the accuracy curves for the MaxViT, Swin, and base ViT models show an upward
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trend, but reach lower accuracy levels compared to the FT scenario. The base ViT model
achieves the highest validation accuracy, reaching around 0.70 after approximately the
60th epoch. The loss curves show that the training and validation losses for all three
models decrease but remain higher compared to the FT scenario. The base ViT model
achieves the lowest validation loss, indicating the best performance, while the Swin and
MaxViT models also reach low loss levels, but slightly higher than MaxViT.

Figure 3.5. Comparison of training and validation performance for MaxViT, Swin, and
base ViT models using STFT images created with a window size of 500 ms a) Shows
the accuracy and loss graphs obtained with FT for all three models.b) Shows the graphs
obtained when all three models are used as feature extractors.

Figures 3.9 and 3.10 depict the effect of varying window lengths used in CWT on
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the images generated for model training. The performance of the three models changes
with these CWT configurations. These figures offer a comparative analysis of how different
window lengths in the CWT process impact the accuracy and loss metrics across the three
models.

Figure 3.6. Comparison of training and validation performance for MaxViT, Swin, and
base ViT models using STFT images created with a window size of 250 ms. a) Shows the
performance metrics for FT, with MaxViT, Swin, and base ViT models. b) Displays the
performance metrics for FE, with MaxViT, Swin, and base ViT models.
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Figure 3.7. Comparison of training and validation performance for MaxViT, Swin, and
base ViT models using STFT images created with a window size of 1000 ms. a) Shows
the performance metrics for FT, with MaxViT, Swin, and base ViT models. b) Displays
the performance metrics for FE, with MaxViT, Swin, and base ViT models.
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Figure 3.8. Comparison of training and validation performance for MaxViT, Swin, and
base ViT models using CWT images created with a window size of 500 ms a) Shows
the accuracy and loss graphs obtained with FT for all three models.b) Shows the graphs
obtained when all three models are used as feature extractors.
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Figure 3.9. Comparison of training and validation performance for MaxViT, Swin, and
base ViT models using CWT images created with a window size of 250 ms a) Shows the
performance metrics for FT, with MaxViT, Swin, and base ViT models. b) Displays the
performance metrics for FE, with MaxViT, Swin, and base ViT models.
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Figure 3.10. Comparison of training and validation performance for MaxViT, Swin, and
base ViT models using CWT images created with a window size of 1000 ms a) Shows the
performance metrics for FT, with MaxViT, Swin, and base ViT models. b) Displays the
performance metrics for FE, with MaxViT, Swin, and base ViT models.

Figure 3.11 presents confusion matrices for STFT images using three different
models (MavVit, Swin, and base ViT) with a 500 ms window. The top row (a, c, e) shows
the models when fine-tuned, while the bottom row (b, d, f) shows the models used as
feature extractors. In the fine-tuned configuration, all three models exhibit strong diagonal
dominance, indicating high classification accuracy. MavVit (a) demonstrates the highest
accuracy, achieving near-perfect classification for several classes, with minimal misclassi-
fications. Swin (c) also performs well, showing high accuracy with few misclassifications.
Base ViT (e), while still accurate, shows more misclassifications compared to MavVit and
Swin.
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Figure 3.11. Comparison of classification performance via confusion matrices for MaxViT,
Swin, and base ViT models using STFT images created with a window size of 500 ms.
a) Shows the performance metrics for FT, with MaxViT, Swin, and base ViT models. b)
Displays the performance metrics for FE, with MaxViT, Swin, and base ViT models.

When used as feature extractors, the models show a more distributed pattern of mis-
classifications, indicating lower accuracy. MavVit (b) and Swin (d) still perform relatively
well but have higher off-diagonal values, reflecting more instances of misclassification
across various classes. Base ViT (f) outperforms the other models in this configuration,
showing relatively better accuracy and fewer misclassifications compared to MavVit and
Swin. Base ViT (f) demonstrates substantial misclassifications in several classes but still
maintains a better overall performance as a feature extractor. Overall, the results suggest
that fine-tuning the models significantly enhances their classification accuracy for STFT
images, with MavVit demonstrating the best performance in the fine-tuned configuration.
In contrast, base ViT performs better as a feature extractor, highlighting the importance of
model configuration for optimal performance.

Figures 3.12 and 3.13 present confusion matrices that illustrate the impact of
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varying window lengths in the STFT on the generated images used for model testing. These
figures provide a comparative analysis of how different window lengths in the STFT process
affect the classification accuracy across the three models. The performance variations of
the three models with these STFT configurations are clearly depicted, highlighting the
influence of window length on model accuracy during testing.

Figure 3.12. Comparison of classification performance via confusion matrices for MaxViT,
Swin, and base ViT models using STFT images created with a window size of 250 ms.
a) Shows the performance metrics for FT, with MaxViT, Swin, and base ViT models. b)
Displays the performance metrics for FE, with MaxViT, Swin, and base ViT models.
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Figure 3.13. Comparison of classification performance via confusion matrices for MaxViT,
Swin, and base ViT models using STFT images created with a window size of 1000 ms.
a) Shows the performance metrics for FT, with MaxViT, Swin, and base ViT models. b)
Displays the performance metrics for FE, with MaxViT, Swin, and base ViT models.

Figure 3.14 presents confusion matrices for CWT images using three different
models with a 500 ms window. The top row (a, c, e) shows the models when fine-
tuned, while the bottom row (b, d, f) shows the models used as feature extractors. In
the fine-tuned configuration, MavVit demonstrates the highest classification accuracy,
achieving near-perfect classification for several classes, with minimal misclassifications.
Swin also performs well, showing high accuracy with few misclassifications. ViT, while
still accurate, shows more misclassifications compared to MavVit and Swin.

When used as feature extractors, the models show a more distributed pattern of
misclassifications, indicating lower accuracy. MavVit and Swin still perform relatively
well but have higher off-diagonal values, reflecting more instances of misclassification
across various classes. ViT outperforms the other models in this configuration, showing
relatively better accuracy and fewer misclassifications compared to MavVit and Swin.
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Overall, the results suggest that fine-tuning the models significantly enhances their clas-
sification accuracy for CWT images, with MavVit demonstrating the best performance
in the fine-tuned configuration. In contrast, ViT performs better as a feature extractor,
highlighting the importance of model configuration for optimal performance.

Figures 3.14 and 3.15 display confusion matrices that demonstrate the effect of
varying window lengths in the CWT on the generated images used for model testing. These
figures provide a comparative analysis of how different window lengths in the CWT process
impact the classification accuracy across the three models. The performance variations of
the three models with these CWT configurations are clearly illustrated, highlighting the
influence of window length on model accuracy during testing.

Figure 3.14. Comparison of classification performance via confusion matrices for MaxViT,
Swin, and base ViT models using CWT images created with a window size of 500 ms.
a) Shows the performance metrics for FT, with MaxViT, Swin, and base ViT models. b)
Displays the performance metrics for FE, with MaxViT, Swin, and base ViT models.
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Figure 3.15. Comparison of classification performance via confusion matrices for MaxViT,
Swin, and base ViT models using CWT images created with a window size of 250 ms.
a) Shows the performance metrics for FT, with MaxViT, Swin, and base ViT models. b)
Displays the performance metrics for FE, with MaxViT, Swin, and base ViT models.

In Table 3.2, the performance metrics of three models (MaxViT, Swin, and ViT)
are evaluated using two methods (CWT and STFT) with varying window lengths (250 ms,
500 ms, and 1000 ms). The evaluation is conducted in two stages: Feature Extractor and
FT, with metrics including Accuracy, Precision, Recall, and F1 Score.

58



Figure 3.16. Comparison of classification performance via confusion matrices for MaxViT,
Swin, and base ViT models using CWT images created with a window size of 1000 ms.
a) Shows the performance metrics for FT, with MaxViT, Swin, and base ViT models. b)
Displays the performance metrics for FE, with MaxViT, Swin, and base ViT models.

For the CWT method, the ViT model consistently outperformed the MaxViT and
Swin models across all window lengths in the Feature Extractor stage. Specifically, the
ViT model achieved the highest accuracy of 73.65% with a window length of 1000 ms,
compared to MaxViT’s 66.44% and Swin’s 65.52%. Precision, recall, and F1 scores
followed a similar trend, with ViT showing superior performance. In the FT stage, all
models exhibited significant improvements in performance metrics. The MaxViT model
achieved an accuracy of 98.40% with a window length of 500 ms, while Swin and ViT
models also showed high accuracies of 98.40% and 97.90%, respectively, for the same
window length. The precision, recall, and F1 scores were consistently high across all
models, indicating effective FT.

Under the STFT method, the ViT model again demonstrated superior performance
in the Feature Extractor stage, particularly with a window length of 1000 ms, achieving an

59



accuracy of 64.17%. The MaxViT and Swin models showed lower accuracies of 54.25%
and 58.50%, respectively, for the same window length. Precision, recall, and F1 scores
were also higher for the ViT model. In the FT stage, the performance metrics for all models
improved significantly. The MaxViT model achieved the highest accuracy of 97.80% with
a window length of 500 ms, while the Swin and ViT models showed accuracies of 97.60%
and 94.70%, respectively, for the same window length. Precision, recall, and F1 scores
were similarly high, indicating that FT effectively enhanced the models’ performance.

Overall, the ViT model demonstrated superior performance in the Feature Extractor
stage across both methods and all window lengths. The FT stage resulted in substantial
improvements in performance metrics for all models, with accuracies, precision, recall,
and F1 scores all being very high (mostly above 94%). Increasing the window length
generally improved the performance metrics in the FE stage, but the improvement was less
pronounced in the FT stage. These results suggest that while the initial FE benefits from
larger window lengths, FT is crucial for achieving high performance across all models and
methods.

Table 3.2. Performance metrics (Accuracy, Precision, Recall, and F1 Score) of MaxViT,
Swin, and Vit models using CWT and STF methods with varying window lengths (250,
500, and 1000) in both FE and FT stages.

Feature Extraction Fine TuningMethod Model Window
Length Accuracy Precision Recall F1 Score Accuracy Precision Recall F1 Score

250 61.65% 61.97% 61.65% 61.64% 96.90% 96.90% 96.90% 96.90%
500 62.40% 60.86% 62.40% 61.19% 98.40% 98.40% 98.40% 98.40%MaxViT
1000 66.44% 67.43% 66.44% 66.18% 97.00% 97.00% 97.00% 97.00%
250 60.36% 61.02% 60.36% 60.12% 96.70% 96.70% 96.70% 96.70%
500 61.40% 61.83% 61.40% 60.65% 98.00% 98.00% 98.00% 98.00%Swin
1000 65.52% 66.21% 65.52% 64.58% 97.40% 97.40% 97.40% 97.40%
250 65.91% 66.02% 65.91% 65.52% 96.90% 96.90% 96.90% 96.90%
500 70.42% 70.16% 70.42% 69.83% 97.90% 97.90% 97.90% 97.90%

CWT

Vit
1000 73.65% 73.80% 73.65% 73.44% 97.10% 97.10% 97.10% 97.10%
250 49.34% 49.15% 49.34% 48.55% 97.30% 97.30% 97.30% 97.30%
500 52.58% 52.96% 52.58% 51.92% 98.40% 98.40% 98.40% 98.40%MaxViT
1000 54.25% 56.54% 54.25% 54.38% 97.80% 97.80% 97.70% 97.70%
250 48.53% 50.16% 48.53% 48.05% 97.30% 97.30% 97.30% 97.30%
500 55.40% 55.72% 55.40% 54.89% 98.40% 98.40% 98.40% 98.40%Swin
1000 58.50% 58.40% 58.50% 57.81% 97.60% 97.60% 97.60% 97.60%
250 57.41% 57.38% 57.41% 56.97% 94.30% 94.40% 94.30% 94.30%
500 60.65% 60.98% 60.65% 60.33% 97.40% 97.40% 97.40% 97.40%

STF

Vit
1000 64.17% 64.86% 64.17% 63.95% 94.70% 94.70% 94.70% 94.70%
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3.4. Conclusion

In this study, we explored the integration of sEMG with advanced TFA and various
ViT models for hand gesture classification. Utilizing the open-source dataset, we aimed
to enhance the performance of sEMG-based gesture recognition systems by combining
TFA methods such as STFT and CWT with various ViT models, including base Vision
Transformers (ViT), Swin Transformer, and MaxViT.

Our findings demonstrate that FT various ViT models significantly improves classi-
fication accuracy compared to FE methods. Among the models tested, MaxViT exhibited
the highest performance when fine-tuned, achieving near-perfect accuracy in both training
and validation phases. Specifically, MaxViT achieved an accuracy of 98.40% with a 500
ms window length for both STFT and CWT methods. The base ViT model, while perform-
ing well in the FE approach, showed lower accuracy compared to fine-tuned models, with
the highest accuracy of 73.65% for CWT and 64.17% for STFT in the feature extraction
stage.

The comparative analysis of STFT and CWT methods revealed that both techniques
are effective in transforming sEMG signals into time-frequency images suitable for various
ViT models. Overall, this study underscores the potential of combining sEMG with
advanced TFA and various ViT models to develop intuitive and responsive control systems
for many applications, including prosthetic devices and HCI systems. By leveraging the
strengths of ViT and signal processing techniques, we believe there is significant potential
for future advancements in intelligent human-machine interfaces, which could ultimately
enhance the quality of life for users.
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CHAPTER 4

PHASE-OTDR-BASED ELECTRICAL CURRENT

SENSING USING DEEP LEARNING

4.1. Introduction

Fiber optic current sensors offer several advantages, including lightweight, small
size, and good insulating ability, over traditional current sensing technologies such as
electromagnetic sensors or Hall effect sensors, making them a popular choice for a wide
range of applications, including generation and distribution of electricity, nuclear power
plants, on-aircraft lightning-detection, and railway stray current detection (Aerssens et al.,
2012; Kurosawa, 2014; Nguyen, Ely, and Szatkowski, 2015; S. Xu et al., 2014). Ampere’s
law enables contactless current sensing by measuring the magnetic field created around
the current of interest. Optical fiber, as a magneto-optic material, responds to the magnetic
field according to the Faraday effect. That response can be observed in the polarization
properties of a lightwave traveling inside the fiber, which allows measuring the magnetic
field. Fiber can almost uniformly be exposed to the current-induced magnetic field by
being coiled around a current-carrying wire, so the current of interest can be quantified
from magnetic field response.

Ideally, circularly polarized light passing through such a coil gets a Faraday phase
shift that is directly proportional to the current of interest. This phase information can be
acquired by interferometric detection methods such as Sagnac, Michelson, or reciprocal
reflection (Frosio and Dändliker, 1994; Kersey and Jackson, 1986; Nicati and Robert,
1988) interferometer. However, the demodulated phase may contain a dominating nonlin-
ear term coming from the intrinsic linear birefringence of the fiber. Spun fiber, a special
type of fiber manufactured by spinning the preform while drawing, provides a linear bire-
fringence suppression, so it is widely preferred for Faraday sensing applications. Optical
fiber sensitivity to the Faraday effect is relatively poor due to the magneto-optic properties
of silica (Cruz, Andres, and Hernandez, 1996). High-current sensing applications take
advantage of it since the maximum phase shift is limited to 𝜋 or 2𝜋 depending on the
sensing configuration. However, sensing low-level currents becomes more challenging
due to several noise sources, such as temperature drift and vibrations. Proper packaging
and isolation of the sensing coil can reduce the external noise effect, but the photodetector
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noise remains a problem to overcome.
A recent study on interferometric detection-based current sensing involves a pop-

ular optical fiber monitoring tool, Phase-Sensitive Optical Time Domain Reflectometer
(Phase-OTDR), which allows observing the phase change of Rayleigh backscattered light-
waves as a function of position in the fiber (Sirin, Aldogan, and Wuilpart, 2022). It
combines the Phase-OTDR with a Fiber Bragg Gratings (FBG)-inscribed spun fiber coil.
Simulations in the mentioned study show that the photodetector thermal noise poses a
restriction on the accurately measurable minimum current. The data corrupted by the
photodetector noise in Phase-OTDR is obtained for each positional sample point on the
sensing coil, constituting an array of phase values involving complex temporal (positional)
patterns. Extraction of the especially low-level current value from those patterns requires
deep learning-based analysis and data-driven approaches due to their ability to extract
insights and make more accurate predictions from complex datasets (LeCun, Bengio, and
Hinton, 2015; Z. Li et al., 2022).

Deep learning (DL) has gained popularity because of its capacity to automati-
cally learn features from large datasets. DL techniques may overcome the limitations
of traditional methods, which depend on manually crafted features, set a benchmark for
future methods, and improve further as more data becomes available (Y. Yang et al.,
2021). By utilizing different types of DL models, the analysis of complex temporal pat-
terns becomes feasible, effectively differentiating between low and similar signal levels,
leading to a remarkable improvement in detection system performance (Cho et al., 2020;
Goodfellow, Bengio, and Courville, 2016; Sikdar, Liu, and Kundu, 2022). The suc-
cess of these methods across various domains underscores the key benefits of DL-based
data-driven approaches, such as enhanced accuracy, automated feature engineering, scal-
ability, flexibility, and interpretable results (Alibabaei et al., 2022; Belhadi et al., 2021).
These advantages make DL-based analysis and data-driven approaches valuable tools for
addressing a wide range of problems in various fields, including medical imaging and
autonomous vehicles to finance and beyond (Alzubaidi et al., 2021; He, Wang, and Zhou,
2022; Lin et al., 2022; Odusami, Maskeliūnas, and Damaševičius, 2022). Utilizing these
approaches is crucial for maximizing the insights from complex datasets and developing
efficient solutions to real-world problems, making them indispensable for professionals
working with large, complex datasets. One of the primary benefits of DL-based analysis is
its ability to learn directly from data, eliminating the need for explicit feature extraction or
manual preprocessing. Additionally, this approach can reduce the need for labor-intensive
and error-prone data preprocessing steps often required in traditional methods to extract
relevant features (Farsi et al., 2021; Karimi et al., 2020). Moreover, DL-based analysis
can surpass traditional methods in speed, particularly when handling large amounts of
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data. Once trained, these models can rapidly process new data and generate results with-
out extensive manual analysis or preprocessing (Ditria et al., 2020). Overall, DL-based
analysis offers a powerful and flexible approach to extracting insights from complex data
sets, and its ability to learn directly from data, reduce the need for manual preprocessing,
and surpass traditional methods in speed makes it an indispensable tool for professionals
working in various domains.

In the field of fiber optic sensors, DL has shown promise in improving the accuracy
and reliability of sensor systems, particularly in cases with small sample sizes or limited
computational resources. Shi et al. proposed a multi-event classification method using
DL and support vector machine (SVM) for Phase-OTDR distributed optical fiber sensing
systems (Y. Shi et al., 2020). They used a deep convolutional neural network (CNN) to
extract features from the raw vibration signals and then applied an SVM to classify the
events. The proposed method outperformed other traditional classification methods and
achieved high accuracy. In 2021, Shi et al. also proposed an easy-access method for event
recognition of Phase-OTDR sensing systems based on transfer learning (Y. Shi et al.,
2021). They used a pre-trained deep neural network to extract features from the vibration
signals. The proposed method achieved high accuracy with limited training data. Rao et
al. reviewed recent advances in Phase-OTDR, including its principles, applications, and
challenges (Rao et al., 2021). The review highlighted the potential of Phase-OTDR in
various fields, such as energy, aerospace, and transportation, and provided insights into the
future development of Phase-OTDR. Kandamali et al. reviewed machine learning (ML)
methods for event identification and classification in Phase-OTDR systems (Kandamali
et al., 2022), where the current state-of-the-art methods were analyzed in terms of their
advantages and limitations. The review provided guidance for researchers to choose
appropriate ML methods for their applications. Finally, Ming Wang et al. proposed a
Phase-OTDR pattern recognition method based on CNN–LSTM (M. Wang et al., 2023).
They used CNN to extract spatial features and an LSTM to capture the temporal patterns of
the vibration signals. The proposed method achieved high accuracy in event recognition
and could be applied to various Phase-OTDR systems.

In this study, we propose a novel DL-based approach to enhance the performance
of a Phase-OTDR-based current sensing system by accurately classifying phase data cor-
rupted by photodetector noise into intervals of electrical current values. Our approach
employs three DL models: 1D-CNN, 1D-CNN – LSTM, and 1D-CNN – Bi-LSTM. These
models were trained and tested by the data acquired from the Phase-OTDR-based current
sensing simulation environment. To the best of our knowledge, this is the first DL-based
optical current sensing study. Our proposed approach, employing DL models, reduces
the maximum error margin under 20 A, addressing the challenge of accurately measuring
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low-level currents. Accurate low-level current measurements are crucial for applications
such as on-aircraft lightning detection, railway stray current detection, and nuclear power
plants. While fiber optic current sensors offer a contactless current sensing method, the
sensitivity of optical fiber to the Faraday effect is relatively low, making the measurements
of low-level currents challenging due to various noise sources. The proposed DL-based
approach overcomes this challenge by effectively analyzing and interpreting the complex
temporal patterns in the data, resulting in high levels of current distinction and signifi-
cantly decreasing detection limits. The success of this approach highlights several key
advantages, including increased accuracy and the ability to interpret noisy data, making it
a promising solution for future optical current sensing applications.

4.2. Methodology

4.2.1. Phase-OTDR-based Current Sensing Simulations and Data Prepa-

ration

Phase-OTDR components and the current sensing system are illustrated in Figures
4.1 and 4.2 respectively.

Figure 4.1. Phase-OTDR Interrogator Unit.
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Figure 4.2. Phase-OTDR-based current sensing system. PMF: Polarization Maintaining
Fiber, QWP: Quarter-Wave Plate, FBG: Fiber Bragg Grating.

The working principle of a Phase-OTDR-based current sensor involves using co-
herent light generated by a narrowband laser. This light is time-gated by a modulator, and
the resulting optical pulse is linearly polarized by a polarizer in parallel with the x-axis of
polarization-maintaining components in the system. The pulse is then transmitted through
polarization-maintaining fiber (PMF) to a quarter-wave plate (QWP), which converts the
polarization from linear to circular. This circular polarization is essential for the linear
response of the pulse phase to the Faraday effect.

Before entering the current sensing coil, a small part of the light is reflected by the
first of two 20 dB-reflective fiber Bragg gratings (FBGs). After the pulse is exposed to the
Faraday effect along the coil, some reflects back from the second FBG. As the reflected
lightwaves pass through the QWP, they are linearly polarized in the y-axis. The PMF
carries them to a polarization-maintaining coupler, which directs them to a Mach-Zehnder
interferometer. One arm of the interferometer is imbalanced by double the distance
between the FBGs, allowing the reflected lightwaves to be interfered in a 3x3 coupler. The
interfered light power is detected by three photodiodes to prevent signal fading.

The detector outputs can be expressed by equations 4.1, 4.2 and 4.3 (Masoudi and
Newson, 2017a, 2017b):

𝑃1(𝑡, 𝑥) = 𝐴(𝑥) + 𝐵(𝑥) cos (𝜑(𝑡, 𝑥)) + 𝑁1(𝑡, 𝑥) (4.1)

𝑃2(𝑡, 𝑥) = 𝐴(𝑥) + 𝐵(𝑥) cos
(
𝜑(𝑡, 𝑥) − 2𝜋

3

)
+ 𝑁2(𝑡, 𝑥) (4.2)

𝑃3(𝑡, 𝑥) = 𝐴(𝑥) + 𝐵(𝑥) cos
(
𝜑(𝑡, 𝑥) + 2𝜋

3

)
+ 𝑁3(𝑡, 𝑥) (4.3)
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where 𝜑(𝑡, 𝑥) is the Faraday phase shift, A and B are constants, and 𝑁1,2,3(𝑡, 𝑥) are
additive white Gaussian noise (AWGN) terms coming as the detector noise. The standard
deviation of AWGN is the minimum detectable power given as integrated noise in some
datasheets. DC component of the detected powers can be removed by substituting their
average from themselves as in Equation 4.4.

𝑃1,2,3(𝑡, 𝑥) = 𝑃1,2,3(𝑡, 𝑥) −
1

3

3∑︁
𝑛=1

𝑃𝑛 (𝑡, 𝑥) (4.4)

Finally, Faraday phase shift which is proportional to the current to be measured at
time t can be extracted as in Equation 4.5:

𝜑(𝑡, 𝑥) = arctan
𝑃2(𝑡, 𝑥) − 𝑃3(𝑡, 𝑥)

𝑃1(𝑡, 𝑥)
∝ 𝐼 (𝑡) (4.5)

Phase-OTDR simulation tool that is used to generate test and training data is based
on an extended version of the one-dimensional impulse response model (Electrical Engi-
neers, Engineering, and Technology, 1985) so that the FBGs and polarization properties
are also included besides the Rayleigh backscattering (Sirin, 2022). The simulated sens-
ing coil is circularly winded eight times with a radius of 0.1 meters around the current
carrying wire. Detector-integrated noise is assumed to be 17 nW. The pulse length is 2
meters. Parameters of the spun fiber, PMF, FBGs, and detectors are determined according
to the components available in the market. The simulation tool is developed in MATLAB
2020a. The dataset is generated using parallel computation on a computer with a 4-core
Intel i7. Simulating one measurement for 100 different current values takes 18 minutes
on average.

When any of the detector outputs in equations 4.1-4.3 is plotted, three peaks are
observed due to FBGs where the middle peak corresponds to the interference of FBG
reflections as shown in 4.3.a Current sensing part of the trace is the middle peak, also
called FBG interference zone. Considering the same pulse shot, phase values obtained
from each spatial point in this region carry information about the same current value.
Thus, they must be equal as shown in 4.3.b under ideal conditions, such as no noise,
proper polarization of the pulse, and perfect birefringence conditions. When the detector
noise is included, they differ significantly from each other, as shown in 4.3.c, which makes
reading the current value difficult.
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Figure 4.3. a) Power trace 𝑃1 as a function of position x and pulse shot number (corre-
sponds to time t). Middle peaks are FBG interference zone where the current values can
be read from. b) Extracted phase when noise is off. c) Extracted phase when noise is on.

There are 401 spatial points in the FBG interference zone, which is the length of
the phase data in each pulse shot. Current values range from 0 A to 99 A with a step size
of 1 A in each pulse shot, so the overall phase data of one measurement is a 100 x 401
matrix. A total of 173 measurements were allocated for the DL models, distributed as
follows: 52% for training (90 measurements), 19% for validation (33 measurements), and
29% for testing (50 measurements). Moreover, K-fold cross-validation was performed on
the dataset. Our objective was to develop a model that could accurately classify current
values based on the collected data. To achieve this, we analyzed the results of different
scenarios, as shown in Table 4.1, to determine the most effective classification methods
and identify improvement areas. In addition, scenarios were illustrated Figure 4.4. We
studied different buffer sizes during classification and changed the current levels within
the same class to see how it affected classification accuracy. By analyzing the results of
each scenario, we identified the most effective methods to classify the data accurately and
found the proper margin between current values for reduced error.
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Figure 4.4. Scenario-specific data selection from the dataset. The yellow line represents
the entire dataset, while the black dots enclosed indicate the selected values preferred
for the specific scenario. Correspondingly, the gray dots dispersed along the yellow line
signify the data points omitted from consideration within the scope of the given scenario.

69



Figure 4.5. Figure illustrates the first three scenarios from Table 4.1, where specially
designed current values are represented as distinct classes: a) Ten current values in the
first scenario, b) Seven current values in the second scenario, and c) Five current values
in the third scenario.
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Table 4.1. This table categorizes current values observed during the experiment into
distinct scenarios. Each row represents a scenario with class intervals, and columns
denote class ranges from Class 0 to Class 9.

Scenario Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 Class 8 Class 9
Total

Number
of Classes

1 0 A 11 A 22 A 33 A 44 A 55 A 66 A 77 A 88 A 99 A 10
2 0 A 16 A 32 A 48 A 64 A 80 A 96 A 7
3 0 A 21 A 42 A 63 A 84 A 5
4 0-9 A 10-19 A 20-29 A 30-39 A 40-49 A 50-59 A 60-69 A 70-79 A 80-89 A 90-99 A 10
5 0-9 A 15-24 A 30-39 A 45-54 A 60-69 A 75-84 A 90-99 A 7
6 0-9 A 20-29 A 40-49 A 60-69 A 80-89 A 5
7 0-9 A 25-34 A 50-59 A 75-84 A 4
8 0-9 A 30-39 A 60-69 A 90-99 A 4
9 0-14 A 15-29 A 30-44 A 45-59 A 60-74 A 75-89 A 6
10 0-14 A 20-34 A 40-54 A 60-74 A 80-94 A 5
11 0-14 A 25-39 A 50-64 A 75-89 A 4
12 0-14 A 30-44 A 60-74 A 3
13 0-14 A 35-49 A 70-84 A 3
14 0-19 A 20-39 A 40-59 A 60-79 A 80-99 A 5
15 0-19 A 25-44 A 50-69 A 75-94 A 4
16 0-19 A 30-49 A 60-79 A 3
17 0-19 A 35-54 A 70-89 A 3
18 0-19 A 40-59 A 80-99 A 3

In Table 4.1 provides a detailed overview of the various scenarios created to
categorize the current values observed during the experiment.

In this study, we analyzed the effects of different scenarios on classification accu-
racy. In each scenario, different buffer sizes were used during the classification process,
and current levels within the same class were varied. As a result of these analyses, we
identified the most effective methods for accurately classifying the data and found the
appropriate margin between current values to reduce error. Additionally, by examining
the results of each scenario, we identified areas for improvement.

4.2.2. Deep Learning Algorithms

4.2.2.1. One-Dimensional Convolutional Neural Network (1D-CNN)

In this study, we utilized a 1D-CNN to analyze Phase-OTDR data. The 1D-
CNN can capture patterns in one-dimensional data, such as time series or sensor signals,
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making it an ideal choice for analyzing Phase-OTDR data. The model used in this study
comprises three layers of convolutional filters with different filter numbers and filter sizes,
as shown in the first column of Table 4.2. These layers aim to extract features at various
scales, allowing the model to capture fine and coarse-grained data patterns. To reduce the
dimensionality of the output and prevent overfitting, each convolutional layer is followed
by a max-pooling layer.

Table 4.2. Details of 1D-CNN, 1D-CNN – LSTM, and 1D-CNN – Bi-LSTM model
architectures and their respective total number of trainable parameters.

1D-CNN 1D-CNN – LSTM 1D-CNN – Bi-LSTM
Conv1D (Filters=32, ReLU) Conv1D (Filters=32, ReLU) Conv1D (Filters=32, ReLU)
MaxPooling1D MaxPooling1D MaxPooling1D
Conv1D (Filters=64, ReLU) Conv1D (Filters=64, ReLU) Conv1D (Filters=64, ReLU)
MaxPooling1D MaxPooling1D MaxPooling1D
Conv1D (Filters=128, ReLU) Conv1D (Filters=128, ReLU) Conv1D (Filters=128, ReLU)
MaxPooling1D MaxPooling1D MaxPooling1D
Flatten LSTM (Filters=128, ReLU) Bi-LSTM (Filters=128, ReLU)
Dense (Units=64, ReLU) Dropout (rate=0.5) Dropout (rate=0.5)
Dense (Units=32, ReLU) LSTM (Filters=64, ReLU) Bi-LSTM (Filters=64, ReLU)
Dense (n Classes, Softmax) Dropout (rate=0.5) Dropout (rate=0.5)

Dense (Units=64, ReLU) Dense (Units=64, ReLU)
Dense (Units=32, ReLU) Dense (Units=32, ReLU)
Dense (n Classes, Softmax) Dense (n Classes, Softmax)

The total number of trainable parameters with 10 units at the last dense layer:
426730 218602 469127

Furthermore, the output of the last pooling layer is flattened and fed into two
fully connected layers with Rectified Linear Unit (ReLU) activation functions to learn
high-level representations of the input data. The ReLU activation function introduces
non-linearity into the model, enabling it to learn complex relationships between the input
and output. The output layer of the model uses the softmax activation function to generate
the classification probabilities for each class.

4.2.2.2. Hybrid Neural Network Models

This study also used two hybrid models: ID-CNN - LSTM and ID-CNN - Bi-
LSTM. Both models combine ID-CNN layers with LSTM or Bi-LSTM layers to create
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hybrid structures.
The first model, ID-CNN - LSTM, begins with three Conv1D layers. These layers

have 32, 64, and 128 filters respectively, and each uses the ReLU activation function. Each
Conv1D layer is followed by a MaxPooling1D layer. These layers extract features from the
input data. Next, there is an LSTM layer with 128 filters, followed by another LSTM layer
with 64 filters. After each LSTM layer, Dropout layers are added to prevent overfitting,
with a dropout rate of 0.5. Finally, there are two Dense layers; the first Dense layer has 64
units, and the second Dense layer has 32 units, both using the ReLU activation function.
The model ends with a Dense layer with n classes and a Softmax activation function.

The second model, ID-CNN - Bi-LSTM, also begins with three Conv1D layers.
These layers have 32, 64, and 128 filters respectively, and each uses the ReLU activation
function. Each Conv1D layer is followed by a MaxPooling1D layer. These layers extract
features from the input data. Next, there is a Bi-LSTM layer with 128 filters, followed
by another Bi-LSTM layer with 64 filters. After each Bi-LSTM layer, Dropout layers are
added to prevent overfitting, with a dropout rate of 0.5. Finally, there are two Dense layers;
the first Dense layer has 64 units, and the second Dense layer has 32 units, both using
the ReLU activation function. The model ends with a Dense layer with n classes and a
Softmax activation function.

These hybrid models use Conv1D and MaxPooling1D layers for feature extraction,
and LSTM or Bi-LSTM layers for processing time series data. Dropout layers are used to
prevent overfitting, and Dense layers are used for classification. This structure enhances
both the accuracy and generalization capability of the models.

4.2.2.3. Validation Techniques

In this study, two validation methods were employed: Holdout Validation and
K-Fold Cross-Validation. These validation methods ensure that the models are thoroughly
evaluated and their performance is accurately measured, enhancing the reliability of the
results.

In Holdout Validation, the dataset is divided into three subsets: training, validation,
and testing. The model is trained on the training set, validated on the validation set, and
tested on the test set. The model with the minimum validation loss is saved. The validation
accuracy results are presented in Figure 4.7 and Table 4.3. The saved model’s performance
is evaluated using confusion matrices and other performance metrics, as shown in Figure
4.8 and Table 4.4.
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Figure 4.6. A flow diagram illustrating the methods employed during dataset evaluation.
The dataset has been assessed using two distinct approaches. The first method partitioned
the dataset into test, train, and validation sets and fed into DL models. As a second
approach, K-fold cross-validation was applied to evaluate the dataset.

In K-Fold Cross-Validation with k=5, the dataset is divided into 5 subsets (folds).
The model is trained and validated 5 times, each time using a different fold as the validation
set and the remaining 4 folds as the training set. This process is repeated 5 times, and the
validation accuracy for each fold is recorded (Acc. 1, Acc. 2, Acc. 3, Acc. 4, and Acc.
5). The mean accuracy and standard deviation are calculated and presented in Table 4.4.

4.3. Results and Discussion

Fiber optic current sensors offer several advantages, such as inherent electrical
isolation, multiplexing capability, compact size, and lightweight. By using Phase-OTDR
to interrogate the optical fiber for current sensing purposes, it is possible to monitor
several current wires simultaneously using a single fiber line. However, the problem of
photodetector thermal noise can significantly affect the accuracy in low-current regimes.

Many traditional methods for analyzing Phase-OTDR data focus on noise reduction
through signal processing techniques (Bai, Lin, and Zhong, 2021; Wu et al., 2015). How-
ever, these processes are time-consuming and lack standardized pre-processing methods.
Additionally, such techniques might result in the loss of crucial features and a struggle

74



to identify intricate patterns within the data. To address these challenges, DL-based ap-
proaches present a promising solution for classifying Phase-OTDR-based signals. These
approaches offer increased accuracy, scalability, and flexibility, along with automated fea-
ture engineering. Recent studies have demonstrated the effectiveness of DL methods in
event classification and recognition for Phase-OTDR-based sensing systems.

Table 4.3. Validation accuracies of DL models for classifying different current levels in
the data in various scenarios.

Max Validation Acc in 50 Epochs
Scenario

Distinct
Current Values

In A Class

Skipped
Data

Total
Number

of Classes 1D-CNN 1D-CNN –
LSTM

1D-CNN –
Bi-LSTM

1 - 10 10 0.882 0.909 0.885
2 - 15 7 0.961 0.970 0.978
3 - 20 5 0.994 0.994 0.994
4 10 - 10 0.727 0.752 0.747
5 10 5 7 0.904 0.915 0.919
6 10 10 5 0.977 0.983 0.983
7 10 15 4 0.993 0.999 0.998
8 10 20 4 0.999 0.999 1.000
9 15 - 6 0.841 0.852 0.852
10 15 5 5 0.943 0.950 0.952
11 15 10 4 0.983 0.987 0.987
12 15 15 3 0.999 0.999 0.998
13 15 20 3 1.000 1.000 1.000
14 20 - 5 0.879 0.896 0.889
15 20 5 4 0.954 0.968 0.967
16 20 10 3 0.994 0.994 0.994
17 20 15 3 0.999 1.000 1.000
18 20 20 3 0.999 1.000 1.000

This study aimed to investigate the effectiveness of DL models in classifying data
from different current levels into distinct classes. The dataset used in the study included
current values ranging from 0 A to 99 A, and various scenarios were generated by grouping
the data differently. For each scenario, Table 4.3 presented the validation accuracies
achieved by three DL models using the evaluation method of partitioning the dataset into
training, testing, and validation subsets. The results showed that the proposed DL-based
approaches significantly enhance the performance of Phase-OTDR-based current sensing
and improve classification accuracy, especially in the presence of photodetector thermal
noise.
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The validation accuracy curve, delineated in Figure 4.7, illustrates the dynamic
shifts in model accuracy as the number of epochs increases. For this demonstration,
the first three scenarios were selected. Within these scenarios, it was observed that the
accuracy of the models increased rapidly in the first few epochs and then started to plateau.
After 10 epochs, the 1D-CNN model achieved an accuracy of around 99% (Figure 4.7.a),
while both the 1D-CNN – LSTM and 1D-CNN – Bi-LSTM models achieved, but only
after 18 epochs (Figure 4.7.b and 4.7.c). A closer inspection of Table 4.3 revealed that
although the 1D-CNN model reached high validation accuracy more quickly (as depicted
in Figure 4.7), the other two models exhibited superior performance in various scenarios.

In scenarios 4 to 8, the model’s response to a varying number of distinct current
values skipped between classes was investigated. The models exhibit a lower accuracy
rate in Scenario 4, which encompasses 10 current values per class. However, as seen in
Scenario 5, the models achieve higher accuracies with ten current values per class and five
skipped data points. This implies that introducing skipped data might aid the models in
better differentiating the different sparse patterns and increase the model’s accuracy. This
positive trend persisted in Scenario 6, where ten different current values coexist with ten
skipped data points, and a notable improvement in the models’ performance was observed.
This suggests that the increased sparsity introduced by diverse current values and skipped
data can lead to better model performance with higher accuracy. The models reach high
accuracy levels in Scenarios 7 and 8, where ten different current values within a class are
combined with fifteen and twenty skipped data points, respectively. These results show
that it underlines its robustness in handling sparsity in complex data.

In scenarios 9 through 13, each class is created by a sequence of fifteen consecutive
current values. Additionally, scenarios 14 to 18 are created such that each class encom-
passes a sequence of twenty consecutive current values. These scenarios were formulated
to analyze the effect of modifying the number of distinct current values within a class
on the accuracy of that class. An increase in the number of consecutive current values
within a class positively impacted the accuracy rate. Incorporating these scenarios helps
in developing a more comprehensive understanding of how alterations in the distribution
of current values within a class can influence the accuracy of results.
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Figure 4.7. Graphical representation of validation accuracy and loss across epochs for
three distinct scenarios (a, b, and c). Each graph illustrates the performance trajectory of
three different models: 1D-CNN, 1D-CNN – LSTM, and 1D-CNN – Bi-LSTM, facilitating
a detailed comparison of their respective performances over the progression of epochs.

Evaluating the classification performance of ML models is crucial in various
fields, and the confusion matrix is a widely used tool for such assessment. The confusion
matrix represents the true and predicted labels for each class, providing insight into
the model’s performance and facilitating the computation of metrics such as accuracy,
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precision, and recall. We save the weights of a model that has the lowest validation loss
value out of 50 epochs during training and then feed the test data into the saved model
to create the confusion matrix, which displays the number of correctly and incorrectly
classified samples for each class, providing valuable insights into the model’s classification
performance. We present the confusion matrices for the first three scenarios selected from
Table 4.1, with Figure 4.8 displaying the true and predicted labels for each class, providing
a comprehensive view of the classification performance of the models.

Figure 4.8. Classification performance illustrated by confusion matrices. Each matrix
represents one of the first three scenarios, evaluated with different DL models.
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Table 4.4. Comparison of Performance Metrics for Three Deep Learning Models Across
18 Scenarios.

Holdout Validation K-Fold Cross-ValidationScenario Model Accuracy Sensitivity Precision F1 Score Mean Acc SD
1D-CNN 0.860 0.935 0.940 0.859 0.876 0.018

1D-CNN – LSTM 0.876 0.979 0.980 0.876 0.841 0.0491
1D-CNN – Bi-LSTM 0.892 0.940 0.942 0.891 0.828 0.097

1D-CNN 0.937 1.000 1.000 0.937 0.962 0.015
1D-CNN – LSTM 0.963 1.000 1.000 0.963 0.929 0.0382

1D-CNN – Bi-LSTM 0.977 1.000 1.000 0.977 0.951 0.032
1D-CNN 1.000 1.000 1.000 1.000 0.990 0.010

1D-CNN – LSTM 1.000 1.000 1.000 1.000 0.959 0.0673
1D-CNN – Bi-LSTM 0.996 1.000 1.000 0.996 0.978 0.018

1D-CNN 0.732 0.848 0.862 0.728 0.816 0.006
1D-CNN – LSTM 0.751 0.877 0.885 0.749 0.802 0.0124

1D-CNN – Bi-LSTM 0.751 0.874 0.886 0.750 0.807 0.011
1D-CNN 0.897 0.948 0.951 0.897 0.948 0.005

1D-CNN – LSTM 0.917 0.935 0.939 0.917 0.927 0.0065
1D-CNN – Bi-LSTM 0.922 0.964 0.966 0.922 0.926 0.019

1D-CNN 0.979 0.992 0.992 0.979 0.988 0.003
1D-CNN – LSTM 0.984 0.986 0.986 0.984 0.983 0.0016

1D-CNN – Bi-LSTM 0.985 0.994 0.994 0.985 0.982 0.005
1D-CNN 0.994 1.000 1.000 0.993 0.997 0.001

1D-CNN – LSTM 0.994 0.996 0.996 0.994 0.997 0.0027
1D-CNN – Bi-LSTM 0.994 0.996 0.996 0.993 0.989 0.012

1D-CNN 0.999 1.000 1.000 0.999 0.999 0.001
1D-CNN – LSTM 0.999 0.998 0.998 0.999 0.998 0.0018

1D-CNN – Bi-LSTM 1.000 1.000 1.000 1.000 0.999 0.001
1D-CNN 0.833 0.904 0.912 0.834 0.885 0.005

1D-CNN – LSTM 0.842 0.949 0.949 0.842 0.855 0.0429
1D-CNN – Bi-LSTM 0.846 0.911 0.918 0.846 0.883 0.005

1D-CNN 0.935 0.954 0.957 0.935 0.967 0.004
1D-CNN – LSTM 0.945 0.962 0.964 0.944 0.947 0.01610

1D-CNN – Bi-LSTM 0.952 0.970 0.971 0.952 0.959 0.004
1D-CNN 0.983 0.993 0.993 0.983 0.968 0.004

1D-CNN – LSTM 0.987 0.997 0.997 0.987 0.959 0.00511
1D-CNN – Bi-LSTM 0.988 0.999 0.999 0.988 0.937 0.027

1D-CNN 0.998 0.999 0.999 0.998 0.992 0.002
1D-CNN – LSTM 0.998 1.000 1.000 0.998 0.987 0.00412

1D-CNN – Bi-LSTM 0.998 1.000 1.000 0.998 0.978 0.010
1D-CNN 1.000 1.000 1.000 1.000 1.000 0.000

1D-CNN – LSTM 0.999 1.000 1.000 0.999 0.999 0.00113
1D-CNN – Bi-LSTM 1.000 1.000 1.000 1.000 0.999 0.001

1D-CNN 0.872 0.901 0.918 0.871 0.913 0.007
1D-CNN – LSTM 0.888 0.948 0.949 0.888 0.909 0.00614

1D-CNN – Bi-LSTM 0.881 0.918 0.923 0.881 0.907 0.005
1D-CNN 0.954 0.977 0.978 0.954 0.978 0.002

1D-CNN – LSTM 0.966 0.986 0.986 0.966 0.968 0.00515
1D-CNN – Bi-LSTM 0.967 0.984 0.984 0.967 0.969 0.005

1D-CNN 0.992 0.995 0.995 0.992 0.996 0.002
1D-CNN – LSTM 0.990 0.990 0.990 0.990 0.991 0.00516

1D-CNN – Bi-LSTM 0.992 0.991 0.991 0.992 0.994 0.002
1D-CNN 0.995 0.994 0.994 0.995 0.998 0.002

1D-CNN – LSTM 0.997 0.997 0.997 0.997 0.997 0.00117
1D-CNN – Bi-LSTM 0.996 0.994 0.994 0.996 0.998 0.001

1D-CNN 1.000 1.000 1.000 1.000 0.999 0.001
1D-CNN – LSTM 0.999 1.000 1.000 0.999 0.997 0.00418

1D-CNN – Bi-LSTM 1.000 1.000 1.000 1.000 0.999 0.001
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As observed in Figure 4.8, the use of expanded buffer regions significantly facil-
itates the distinction of different classes. These extended buffer regions play a crucial
role in enhancing classification accuracy. Particularly in the first two scenarios depicted
in Figure 4.8, it can be observed that incorrect predictions are often close to the diag-
onal direction, highlighting the effectiveness of the DL approach. By employing buffer
regions in Scenario 1 for 10 A, Scenario 2 for 15 A, and Scenario 3 for 20 A levels, an
improvement in classification accuracy is observed as the buffer regions expand. This
phenomenon demonstrates the model’s capability to accurately discern even close current
values and the contribution of expanded buffer regions to this success. Additionally, con-
sidering the achievement of 100% classification accuracy at the 20 A level, it is evident
that discernibility is maintained even with smaller buffer regions.

Table 4.4 presents the performance metrics of three DL models for different scenar-
ios. Each scenario is labeled in the first column, and the corresponding model is specified
in the second column. The performance metrics for holdout validation, encompassing
accuracy, sensitivity, precision, and F1 score, are reported in columns 3 to 6. These met-
rics are calculated by recording the epoch with the lowest validation loss over 50 epochs
and evaluating the test dataset using the saved model associated with that recorded epoch.
Moreover, for dataset analysis, the second method utilized was K-fold cross-validation,
and its results were reported. The average accuracy and standard deviation across the five
folds were respectively reported in columns 7 and 8. The K-fold cross-validation results
emphasize the stability and consistency exhibited by the model’s performance. Low stan-
dard deviation values point towards the model’s reliability across various folds, while high
average values signify strong overall performance.

In essence, our study’s comprehensive evaluation of classification performance
through performance metrics and K-fold cross-validation highlights the profound signif-
icance of our findings within the realm of optical current sensing. Not only do these
outcomes enrich the existing knowledge, but they also offer invaluable insights for re-
searchers and practitioners engaged in similar classification tasks. The application of
DL-based methodologies to enhance the assessment of fiber optic sensor systems under-
scores the pivotal role that our research plays in advancing this domain. Moreover, the
exploration of Scenarios 1 to 18 serves as compelling evidence of the inherent adaptability,
robustness, and precision demonstrated by our DL models across a diverse array of class
configurations. Their consistent performance under varying conditions, encompassing
different current values, instances of skipped data, and varying class distributions, further
underscores their potential for real-world applications. Our findings provide valuable
insights for researchers and practitioners working on similar classification tasks and can
contribute to the development of more accurate models in optical current sensing applica-
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tions. The potential impact of this study is significant, as it can enhance the performance
of Phase-OTDR-based current sensing in the presence of photodetector thermal noise and
advance classification tasks in similar fields. The success of this approach highlights
several key advantages, including increased accuracy and the ability to interpret noisy
data, making it a promising solution for future optical current sensing applications.

4.4. Conclusion

The focus of this study is to introduce DL methods to improve the efficiency of
Phase-OTDR-based current sensing systems. To the best of our knowledge, this study is
the first DL-based optical current sensing implementation, offering unique insights and
advancements in the field. One of the challenges in the accurate measurement of low-
current regimes in Phase-OTDR-based current sensing is the presence of photodetector
thermal noise. The proposed method presents numerous advantages compared to tradi-
tional approaches for classifying Phase-OTDR-based current measurements. It eliminates
the need for preprocessing by utilizing raw data, offering speed and simplicity in the
process. In this study, a dataset consisting of simulation-based measurements covering a
range of current values was created. Three DL algorithms, namely 1D-CNN, 1D-CNN –
LSTM, and 1D-CNN – Bi-LSTM, were applied to scenarios with different current values
as corresponding classes. The results highlighted the effectiveness of the 1D-CNN and hy-
brid models in accurately classifying current values based on Phase-OTDR-based current
measurement data. The study also analyzed different scenarios, considering variations in
buffer sizes and current levels within the same class, to identify the most effective methods
for accurate classification and reducing error. Our analysis of the Phase-OTDR-based
current sensing dataset highlighted the noteworthy performance of our method in accu-
rately distinguishing between current levels. It demonstrated its effectiveness in complex
classification tasks, achieving a 100% accuracy rate when there was a 20 A buffer zone
between the current levels. Even as the buffer zones were gradually reduced, our method
consistently maintained high accuracy, reaching 97% and 89% for current levels of 15
A and 10 A, respectively. These findings provide valuable insights for researchers and
practitioners in related fields. It is emphasized that DL-based approaches play a critical
role in enhancing fiber optic-based electrical current detection performance, especially
in challenging scenarios like low current levels and noisy data. The proposed method
presents several advantages by enhancing the performance of Phase-OTDR-based current
sensing systems and creating new possibilities for improving contactless electrical cur-
rent measurements. The classification approach used in this work has the potential to
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be extended to various time-series data that require high-resolution class determination
while maintaining accuracy, even for data that may not be easily distinguishable. The
study specifically focuses on differentiating between low and similar current levels and
finding the limit of detection to a specified value. In conclusion, this research presents an
opportunity to enhance the performance of Phase-OTDR-based current sensing systems
and explore new avenues for improving contactless electrical current measurements.
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CHAPTER 5

DEEP LEARNING-BASED PHASE OTDR EVENT

DETECTION USING IMAGE-BASED DATA

TRANSFORMATION

5.1. Introduction

Event detection and classification involve identifying, analyzing, and categorizing
patterns within event streams, providing insights into real-world occurrences (L. Liu et al.,
2021; Porumb et al., 2020). This process is crucial in various fields, from emergency
response to monitoring social media trends and threats (Zishan Ahmad et al., 2022; Kim
and Kwon, 2022; Kim et al., 2020; Mredula et al., 2022). It helps understand, respond to,
and utilize data effectively in a rapidly changing world.

Using diverse sensor systems enhanced by deep learning, event detection and
classification address specific challenges in their domains. Despite the complexities in
identifying and classifying events within complex datasets, deep learning technologies
integrated with sensor systems demonstrate adaptability and efficacy. For example, deep
learning models in acoustic sensors can precisely analyze sound, identifying noise sources
in urban areas, which is vital for addressing noise pollution (Bonet-Solà, Vidaña-Vila,
and Alsina-Pagès, 2023; Vidaña-Vila et al., 2021). In image processing and video ana-
lytics, deep neural networks detect object movements and monitor traffic flow, useful in
surveillance and pedestrian observation (Becattini, Palai, and Bimbo, 2022; Ionescu et al.,
2019; Su et al., 2022). Seismic sensors classify earthquakes based on magnitude and
location (Lomax, Michelini, and Jozinović, 2019; Saad, Hafez, and Soliman, 2021), while
wearable devices in healthcare detect medical events like heart arrhythmias or epileptic
seizures (Beniczky et al., 2021; Lee et al., 2022; Tang et al., 2021). Deep learning models
like CNNs and RNNs autonomously acquire features from diverse sensing modalities,
enhancing event detection and classification accuracy.

Phase-sensitive Optical Time-Domain Reflectometer (Phase-OTDR) monitors acous-
tic events along optical fibers by sending light pulses and measuring the Rayleigh backscat-
tered light. Unlike traditional sensors, Phase-OTDR provides distributed sensing, moni-
toring the entire length of the fiber and detecting perturbations at different points. This
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technology is useful for real-time monitoring of large areas or structures, such as pipelines,
railways, and security systems (Mahmoud, 2023; Wu et al., 2019; Xie et al., 2023).

Combining deep learning and distributed acoustic sensing has advanced event de-
tection and classification along fiber-optic lines. Zhao et al. combined Markov Transition
Fields and deep learning for event classification, achieving 96.16% accuracy (X. Zhao
et al., 2022). Yang et al. applied these methods to high-speed railway security, achieving
99.5% precision and 555 FPS inference speed (Yang, Zhao, and Chen, 2022). In 2023,
Yang et al. introduced a real-time event classification method with 94.23% accuracy (N.
Yang et al., 2023). Barantsov et al. achieved over 98% accuracy with CNN architectures
(Barantsov et al., 2023). Cao et al. created a Phase-OTDR event dataset, achieving over
82% recognition accuracy with SVM and CNN models (Cao et al., 2023). Chen et al.
used this dataset with a Dendrite Net-based approach, achieving 98.6% accuracy (X. Chen
et al., 2023). Ni et al. and Sun et al. further improved recognition accuracy using data
augmentation and feature selection methods (Ni, Hu, and Yu, 2023; Sun and Fang, 2023).

Our study introduces an image-based analysis approach for Phase-OTDR data,
converting 1D time series data into visually informative representations using techniques
like Gramian Angular Difference Field (GADF), Gramian Angular Summation Field
(GASF), and Recurrence Plots (RP). These images are organized into a multi-channel
representation and processed for compatibility with deep learning models, enhancing
event discrimination and data analysis. This approach leverages transfer learning, adapting
pre-trained models for optical fiber sensor data, leading to more effective and adaptable
analytical outcomes.

5.2. Methodology

This study introduces a novel approach for analyzing 1D Phase-OTDR data, rep-
resenting a significant advancement in optical fiber sensing. By employing image-based
data transformation techniques such as GADF, GASF, and RP, raw data is converted into
informative images, facilitating a comprehensive understanding of complex fiber optic
sensing data. The study details a Phase-OTDR setup methodology that captures 15,612
samples across various disturbance events, demonstrating the effectiveness of CNNs and
transfer learning for accurate event discrimination. Furthermore, it addresses data size
reduction, significantly compressing the dataset from 2.03 GB to 180 MB through in-
novative image-based conversion methods, thus offering substantial improvements in the
analysis of complex fiber optic sensing data.
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5.2.1. Measurement Method

In the Phase-OTDR setup, light generated by the laser is amplified using an Erbium-
Doped Fiber Amplifier (EDFA) and then filtered to remove amplified spontaneous emission
(ASE) noise. An Acousto Optic Modulator (AOM), driven by a function generator (FG),
converts the continuous light into light pulses with a duration of 400 ns, corresponding
to a spatial resolution of 40 m, and a repetition frequency of 12.5 or 8 kHz depending
on the length of the leading fiber. The circulator directs the pulse into the sensing fiber,
which consists of three sections. The first section is the leading fiber, 5 or 10 km in length,
which is a bare fiber without any covering tube or jacket on the Acrylate coating and is
kept isolated from vibration in a soundproof box. The second and third sections, each
50 m long, are armored. The second section is subjected to various vibrational events.
Rayleigh backscattered light is directed by the circulator to the photodetector (PD), where
its intensity is detected and recorded on the data acquisition card (DAQ). The collected
data from the trailing 120 m fiber is then processed on a personal computer (PC).

5.2.2. Dataset

The dataset, publicly shared through the work of Cao et al., was collected by
sending successive 10,000 pulses and detecting the intensity of light backscattered from
the last 120 meters of the sensing fiber (Cao et al., 2023). Each measurement, taken
with a single pulse, contains 12 intensity values of the Rayleigh backscattered signal
at 12 equidistant spatial points along the 120-meter fiber section. Consequently, one
sample is represented as an intensity matrix with dimensions of 12x10,000. During the
measurement of each sample, one of six distinct disturbance events was applied to the
second fiber section: background, digging, knocking, watering, shaking, and walking.
Figure 5.1 illustrates one sample measurement data for each event.

The dataset, demonstrating significant scale, consists of a total of 15,612 samples,
providing a comprehensive resource for training deep learning models. It has been divided
into training and test sets in an 8:2 ratio and shared accordingly. Event measurements are
conveniently stored in tag files corresponding to each event type. To offer insights into
the dataset, a summary of the samples for each event is presented in Table 5.1. All event
samples are available in .mat format, and an inherent class imbalance is evident from the
varying sample counts across different event categories.
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(a) (b) (c)

(d) (e) (f)

Figure 5.1. This collection of six images displays the interpolated spatial-temporal samples
of various events, highlighting the unique features of each scenario. The images correspond
to the following events: a) Background, b) Digging, c) Knocking, d) Watering, e) Shaking,
and f) Walking. These images show raw data without any preprocessing or normalization,
revealing the inherent characteristics of the recorded events. The surfaces are created
through interpolation, and the red lines extending from the axes from space to time on the
surface indicate the positions of 12 distinct regions on the fiber.

Phase-OTDR data, initially presented as a 1D time series of amplitude information
collected over a defined period, can be challenging to analyze directly. Transforming this
1D data into images simplifies analysis and allows for the application of advanced machine
learning techniques, representing a significant step towards understanding and interpreting
such data (Garcia et al., 2022; Woodward, Kanjo, and Tsanas, 2023). Several techniques,
including Gramian Angular Difference Field (GADF), Gramian Angular Summation Field
(GASF), and Recurrence Plot (RP), are used to convert the 1D data into image represen-
tations (Adib et al., 2023; Zeeshan Ahmad et al., 2021; Batista et al., 2023; J. Wang et al.,
2023). Each technique employs unique mathematical approaches to emphasize different
data aspects, resulting in a variety of images suitable for in-depth analysis.
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Table 5.1. The table shows the distribution of dataset samples for various event types,
each associated with a specific label, facilitating easier analysis and classification.

Events Sample Counts Labels
Background 3094 0
Digging 2512 1
Knocking 2530 2
Watering 2298 3
Shaking 2728 4
Walking 2450 5
Total 15612 6

In this context, data from 12 spatial points are transformed into individual images
using each of these techniques, with each image highlighting distinct data characteristics
through specific mathematical methods. These individual images are then arranged into
a 3x4 grid, forming a multi-channel representation. This process is applied separately for
GADF, GASF, and RP, resulting in three distinct grayscale images, each stored in an 8-bit
format. To further enhance analysis, the output of each technique is assigned to a specific
color channel – typically red, green, and blue (RGB) – creating color-coded images. These
color-coded representations are then combined to ensure compatibility with deep learning
models, enabling a comprehensive examination of the data from multiple perspectives.

Figure 5.2. Depicts the raw data from 12 spatial regions on the fiber for one event, with
each subplot representing a different channel.
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Additionally, the dataset originally provided by Cao et al. was composed of
.mat files with a total size of 2.03 GB (2,187,235,932 bytes) (Cao et al., 2023). By
applying an image-based conversion method, the dataset size was significantly reduced
to 180 MB (189,709,203 bytes). This substantial reduction, approximately 11 times
smaller, demonstrates the effectiveness and benefits of such a transformation. Beyond the
immediate advantage of improved storage efficiency, this downsizing greatly simplifies
data management and accessibility. It addresses the challenges of handling large datasets
and contributes to faster data processing and easier transmission. The significance of
this size reduction, as shown in this paper, highlights the crucial role of innovative data
transformation techniques in optimizing data storage and analysis, emphasizing their
importance in contemporary data-driven research and applications.

Figure 5.3. The figure shows the assignment of grayscale images, converted from 1D data
using Recurrence Plot (RP), Gramian Angular Summation Field (GASF), and Gramian
Angular Difference Field (GADF) methods, to RGB channels. The resulting images are
organized into a 3x4 grid, with each small image having dimensions of 500x500 pixels,
resulting in a combined image of 1500x2000 pixels.

In Figure 5.4 presents examples from the dataset created by combining three
distinct color channels (red, green, and blue) and downsampled to 224x224 pixels. This
figure contains six images, each representing a different activity. The images exhibit
unique patterns corresponding to the specific characteristics of each activity. This dataset
can be used for training image-based deep learning models and facilitates the analysis of
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different types of events.

Background Digging Knocking

Watering Shaking Walking

Figure 5.4. Examples from the dataset created by combining color channels. Each image
represents a different activity: Background, Digging, Knocking, Watering, Shaking, and
Walking.

In conclusion, transforming 1D data into images not only facilitates easier analysis
but also offers additional benefits, such as enabling the use of machine learning and
reducing dataset size. This approach leads to more efficient data processing and sharper
analytical results, underscoring the essential role of image-based analysis.

5.2.2.1. Gramian Angular Field

The Gramian Angular Field (GAF) offers a novel approach to time series data anal-
ysis by transforming the data into a visual representation that enhances the understanding
of temporal dynamics (Wang and Oates, 2015). This method utilizes polar coordinates
for data representation, with angles depicting the interconnections among data points and
radial distances indicating time-related data. The primary elements of GAF include the
Gram Matrix, GASF Matrix, and GADF Matrix.

The Gram Matrix, also referred to as the Gramian Matrix, serves as a crucial
component in GAF. It represents the inner products of vectors within the dataset. For a
set of vectors 𝑥1, 𝑥2, . . . , 𝑥𝑛, the Gram Matrix 𝐺 is formulated as follows:
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𝐺 = 𝑋𝑇𝑋 (5.1)

𝐺 =


(𝑥1, 𝑥1) (𝑥1, 𝑥2) . . . (𝑥1, 𝑥𝑛)
(𝑥2, 𝑥1) (𝑥2, 𝑥2) . . . (𝑥2, 𝑥𝑛)

...
...

. . .
...

(𝑥𝑛, 𝑥1) (𝑥𝑛, 𝑥2) . . . (𝑥𝑛, 𝑥𝑛)


(5.2)

In this context, 𝑋𝑇 denotes the transpose of the data matrix 𝑋 . The Gram Matrix
𝐺 encapsulates the pairwise inner products among data points, playing a vital role in the
GAF transformation process.

The GASF Matrix, which originates from the Gram Matrix, reflects the cosine
values of the summed angles between data points. Each entry in the GASF Matrix
represents a pair of data points and is determined as follows:

GASF(𝑥𝑖, 𝑥 𝑗 ) = cos(Θ𝑖 + Θ 𝑗 ) (5.3)

GASF =


cos(Θ1 + Θ1) cos(Θ1 + Θ2) . . . cos(Θ1 + Θ 𝑗 )
cos(Θ2 + Θ1) cos(Θ2 + Θ2) . . . cos(Θ2 + Θ 𝑗 )

...
...

. . .
...

cos(Θ𝑖 + Θ1) cos(Θ𝑖 + Θ2) . . . cos(Θ𝑖 + Θ 𝑗 )


(5.4)

where Θ𝑖 and Θ 𝑗 represent the angular values corresponding to two distinct data
points. The GASF Matrix highlights the aggregate patterns and interactions among data
points, offering a perspective on their collective temporal development.

The GADF Matrix, another integral part of the GAF transformation, also stems
from the Gram Matrix. It computes the sine of the differences in angular values between
data points. Each component of the GADF Matrix is computed as:

GADF(𝑥𝑖, 𝑥 𝑗 ) = cos(Θ𝑖 − Θ 𝑗 ) (5.5)

GADF =


sin(Θ1 − Θ1) sin(Θ1 − Θ2) . . . sin(Θ1 − Θ 𝑗 )
sin(Θ2 − Θ1) sin(Θ2 − Θ2) . . . sin(Θ2 − Θ 𝑗 )

...
...

. . .
...

sin(Θ𝑖 − Θ1) sin(Θ𝑖 − Θ2) . . . sin(Θ𝑖 − Θ 𝑗 )


(5.6)
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Figure 5.5. Investigating transformations in signals: The methods of GASF, GADF, and
RP image encoding reveal distinct patterns in various sinusoidal signals. Signal 1 consists
of a pure sinusoidal wave with an amplitude of 6 and a frequency of 4 Hz. Signal 2 is
another sinusoidal wave, identical in amplitude at 6 but with a higher frequency of 8 Hz.
Signal 3 resembles Signal 1 but includes random noise, resulting in a sinusoidal wave with
an amplitude of 6 and a frequency of 4 Hz.

5.2.2.2. Recurrence Plot

The Recurrence Plot (RP), developed by Eckmann and colleagues in 1987, serves
as a tool for visualizing and analyzing recurring patterns and structures in dynamic systems
and time series data (Eckmann, Kamphorst, and Ruelle, 1987). It has become extensively
utilized, especially in the analysis of complex systems and the identification of specific
behaviors. The underlying mathematical principle of the RP is based on assessing the
similarity or closeness between two points in time. If the distance between two points is
less than a predetermined threshold, they are deemed to be close. Mathematically, the
distance 𝑑 (𝑖, 𝑗) between two time points 𝑖 and 𝑗 is determined as follows:
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𝑑 (𝑖, 𝑗) = | |𝑥(𝑖) − 𝑥( 𝑗) | | (5.7)

Here, 𝑥(𝑖) and 𝑥( 𝑗) represent the values of time series data at indices 𝑖 and 𝑗 ,
respectively.

This procedure is applied to every data point within the time series, culminating
in the creation of a matrix. This matrix is fundamental to the RP. Each element in the 𝑖-th
row and 𝑗-th column of the matrix indicates the distance between the time points 𝑖 and 𝑗 .
If this distance is below a predetermined threshold (𝜖), the matrix element is marked as 1;
if not, it is marked as 0. The mathematical formulation of the RP is described as follows:

𝑅𝑖, 𝑗 =


1 if 𝑑 (𝑖, 𝑗) < 𝜖

0 otherwise
(5.8)

Here, 𝑅𝑖, 𝑗 is an element of the matrix that indicates the similarity between the 𝑖-th
and 𝑗-th time points. 𝜖 serves as a threshold, determining how close two points in time
need to be. This matrix constitutes the RP.

5.2.3. Transfer Learning

In this study, transfer learning methods were used to analyze Phase-OTDR data
converted into images. Transfer learning involves adapting pre-trained deep learning
models on large datasets for a new task. The models used in this study are DenseNet121,
EfficientNetB0, InceptionResNetV2, InceptionV3, MobileNet, ResNet50, VGG16, and
VGG19. These models were utilized in two different ways:

1. Fine-Tuning: All layers of the models were retrained. This method allowed the
models to better learn the features specific to Phase-OTDR data. Fine-tuned models
achieved higher accuracy in classifying Phase-OTDR data. During this process,
all layers of the model were unfrozen and retrained to better capture the features
specific to Phase-OTDR data.

2. Feature Extractor: The pre-trained layers of the models were frozen, and only
the final layers were retrained for the classification task specific to Phase-OTDR
data. This method is faster and requires less computational power. Models used as
feature extractors retained the general features of the Phase-OTDR data while being
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adapted for the classification task.

These methods and models were compared to determine which was more effective
in classifying Phase-OTDR data converted into images.

5.2.3.1. Validation Techniques

In this study, two validation techniques were employed to evaluate the performance
of models on the image-based Phase-OTDR dataset: holdout validation and 5-fold cross-
validation.
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Figure 5.6. The model evaluation procedures are illustrated using two distinct methods.
The first method employs the holdout validation technique, which splits the dataset into
training, test, and validation sets. The second method utilizes a 5-fold cross-validation
technique to assess and validate the models.

Holdout Validation divides the dataset into three subsets: a training set (70%), a
test set (15%), and a validation set (15%). This method ensures a significant portion for
model learning in the training set, while the test set evaluates the model’s performance
on unseen instances. The validation set is used to tune the model’s hyperparameters and
prevent overfitting. The model with the minimum validation loss is saved as the best
model, and its performance is assessed using confusion matrices and various performance
metrics.
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5-Fold Cross-Validation splits the dataset into five equal parts or folds, allocating
80% for training and 20% for testing in each fold. By iteratively using one fold as the
test set and the remaining folds for training, this method aims for a more comprehensive
assessment. Its goal is to enhance the model’s generalization ability by learning from
diverse data subsets and averaging performance metrics across iterations. This approach
provides a robust evaluation by ensuring that each data point is used for both training and
testing.

5.3. Results and Discussion

The ability to monitor phase changes along an optical fiber as a function of position
and time opens up numerous possibilities for event detection using Phase-OTDR. However,
interpreting the phase trace is challenging due to noise sources and the similarity in strain
characteristics experienced by the fiber during different events. Consequently, significant
efforts have been made to recognize event types from phase traces. Traditionally, widely
used signal processing techniques such as wavelet transform, Fourier analysis, and statisti-
cal methods played a key role in this recognition process. However, recent advancements
have shifted the focus towards machine learning methods, which leverage data-driven ap-
proaches to effectively discern complex patterns, marking a significant evolution in event
detection methodologies.

The novelty of this approach lies in transforming 1D Phase-OTDR data into im-
ages, presenting a different method from common Phase-OTDR data analysis techniques.
This innovative method uses mathematical transformations, including Gramian Angular
Difference Field (GADF), Gramian Angular Summation Field (GASF), and Recurrence
Plot (RP), to convert raw data into visually interpretable images. This transformation
simplifies the complex process of analyzing 1D data and offers a unique way to gain
profound insights into monitored events. By converting 1D data into images using three
different methods, a multi-channel RGB image is created, with each channel representing
a different method. This approach allows for a deeper and more comprehensive analysis
by adding an innovative layer. Extracting meaningful features from the RGB image data
via transfer learning model architectures has enhanced the classification accuracy of fiber
optic sensor data. In summary, the key innovation in this approach is its image-based
analysis, which may positively impact Phase-OTDR data analysis, providing improved
capabilities and opening new avenues for research and application.

The results presented in Figure 5.7 are obtained through transfer learning with
trainable layers set to "True" and utilizing holdout validation. The graph illustrates
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the training and validation outcomes of three transfer learning models: DenseNet121,
EfficientNetB0, and MobileNet. The initial accuracy of the DenseNet121 model during
training started at 58.94%, reaching a maximum value of 99.54%. Validation accuracy
began at 79.96% and peaked at 98.72%. The EfficientNetB0 model commenced its
training with an initial accuracy of 66.87%, eventually reaching a peak accuracy of 99.61%.
Initially, the validation accuracy stood at 93.53% and later reached a maximum of 99.31%.
The MobileNet model initiated its training with an initial accuracy of 69.06%, culminating
in a peak accuracy of 99.58%. Initially, the validation accuracy was recorded at 92.51%
and later reached a maximum of 98.68%.

Figure 5.7. The figure displays the training and validation results for the transfer learning
fine-tuning model, where the trainable layers were set to "True" for each model.

In Figure 5.8, the results were obtained under the condition of trainable layers set
to "False". The DenseNet121 model commenced its training phase with an initial training
accuracy of 57.10%, eventually achieving a maximum accuracy of 93.16%. In terms of
validation accuracy, it started at 81.24% and reached a peak of 94.48%. EfficientNetB0
embarked on its training with an initial training accuracy of 58.85%, reaching an impressive
maximum accuracy of 96.58%. Throughout the validation, it started at 82.14% and
achieved a peak accuracy of 95.59%. The MobileNet model initiated its training phase
with an initial training accuracy of 52.49%, achieving an impressive maximum accuracy
of 97.71%. During validation, it started at 77.04% and reached a peak accuracy of 88.91%.
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Figure 5.8. The figure illustrates the results for the transfer learning model used as a
feature extractor with trainable layers set to "False".

The matrices shown in Figure 5.9 and 5.10 display the results derived from three
selected models used to evaluate the holdout validation method on the test dataset. Experi-
ments involving adjustments to the trainable parameter between true and false consistently
demonstrated superior performance when the parameter was set to true. This underscores
the effectiveness of our approach in converting 1D data into image format, facilitating
seamless integration within transfer learning models. Furthermore, our comparative anal-
ysis distinctly highlighted the superiority of fine-tuning, indicated by "Trainable: True",
compared to the feature extractor mode, denoted by "Trainable: False".

Figure 5.9. The figure demonstrates the classification performance of the selected
DenseNet121, EfficientNetB0, and MobileNet models under "Trainable: True" setting.
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Figure 5.10. The figure demonstrates the classification performance of the selected
DenseNet121, EfficientNetB0, and MobileNet models under "Trainable: False" setting.

Fine-tuning allowed for dynamic adjustments in specific weights or layers, es-
pecially within transfer learning, leading to better alignment with the dataset and more
efficient feature extraction. In contrast, the feature extractor mode primarily relied on
pre-trained layers without further refinement, thereby limiting its adaptability to specific
datasets and tasks while emphasizing the use of predetermined features.

Table 5.2. Comparison of performance metrics for different models with varying trainable
parameters using holdout validation.

Fine Tuning Feature ExtractorModel Cls Acc Sens Prec F1 Cls Acc Sens Prec F1
DenseNet121 0.9824 0.9826 0.9820 0.9821 0.9435 0.9418 0.9421 0.9416
EfficientNetB0 0.9884 0.9885 0.9880 0.9882 0.9542 0.9535 0.9537 0.9536

InceptionResNetV2 0.9833 0.9835 0.9831 0.9830 0.4788 0.4925 0.5432 0.4709
InceptionV3 0.9790 0.9785 0.9788 0.9786 0.8904 0.8890 0.8927 0.8898
MobileNet 0.9842 0.9841 0.9836 0.9837 0.8664 0.8633 0.8665 0.8634
ResNet50 0.9709 0.9711 0.9700 0.9705 0.9666 0.9665 0.9660 0.9661
VGG16 0.9722 0.9718 0.9713 0.9715 0.9456 0.9440 0.9456 0.9442
VGG19 0.9533 0.9529 0.9521 0.9521 0.9289 0.9287 0.9283 0.9281

Based on the analysis shown in Table 5.2, the performance of deep learning mod-
els in the context of image classification was evaluated using holdout validation with
varying configurations of trainable parameters. When the trainable parameters were
enabled ("True"), models such as DenseNet121, EfficientNetB0, InceptionResNetV2,
InceptionV3, MobileNet, and ResNet50 consistently achieved exceptional classification
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accuracies, surpassing 97%, with EfficientNetB0 reaching an impressive accuracy exceed-
ing 99%. However, when the trainable parameters were disabled ("False"), a noticeable
decline in performance was observed. In particular, InceptionResNetV2 exhibited a sig-
nificant reduction in classification accuracy, while InceptionV3, MobileNet, and VGG19
also experienced performance degradation. The notable performance difference between
the configurations can be attributed to the models’ adaptability to new data, which is
prominently demonstrated during fine-tuning procedures.

Using t-SNE, we visualized feature representations generated by three deep learn-
ing models, as shown in Figure 5.11. This analysis focuses on six distinct classes: back-
ground, digging, knocking, watering, shaking, and walking, revealing how these models
differentiate the training dataset as the learning process concludes. Our findings demon-
strate that both trainable parameter configurations result in noticeable class separations.
However, comparative analysis indicates that the "True" configuration offers superior dis-
criminative power, highlighting its effectiveness in capturing and distinguishing underlying
data patterns. This emphasizes the significance of parameter settings in optimizing deep
learning models for specific tasks, with the "True" configuration exhibiting exceptional
separation capabilities.
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Figure 5.11. t-SNE visualizations illustrate the feature space separation for DenseNet121,
EfficientNetB0, and MobileNet models under different trainable parameter settings. The
plots show the clustering of training data as interpreted by each trained model, with the
x and y axes representing the distribution of data points in a two-dimensional space that
approximates their high-dimensional relationships.
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Figure 5.12. Depicts the 5-fold cross-validation analysis showing training and validation
curves for three selected models with trainable parameters set to true. The colored lines
indicate the mean performance metrics across folds, while the shaded areas emphasize the
variations.

In the 5-fold cross-validation analysis, as shown in Figure 5.12 and 5.13, the
training accuracy curve is displayed on the left, while the validation curve for the test
dataset is on the right. The graphical representation tracks the performance of three
distinct models, each identified by unique color coding. To enhance the interpretability
of our results, we applied color-based background shading to highlight variations across
different folds.

Figure 5.13. Depicts the 5-fold cross-validation analysis showing training and validation
curves for three selected models with trainable parameters set to false. The colored lines
indicate the mean performance metrics across folds, while the shaded areas emphasize the
variations.
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The solid lines in the chart represent the mean performance metrics across cross-
validation folds for each model. Notably, during this analysis with "Trainable: True"
parameters in a 5-fold cross-validation framework, consistently higher accuracy values
were achieved.

The results shown in Table 5.3 are derived from a detailed 5-fold cross-validation
process, thoroughly assessing the performance of three selected models. This comprehen-
sive evaluation examines model performances across different trainable parameter settings.
The "Mean Acc" column displays the average performance metrics over the 5-fold cross-
validation. Notably, DenseNet121, EfficientNetB0, and VGG16 consistently exhibit strong
performance across these cross-validation folds. In the "Trainable: True" configuration,
these models achieve high classification accuracy: DenseNet121 with a mean accuracy
of approximately 98.68%, EfficientNetB0 with around 99.07%, and VGG16 with approx-
imately 96.86%. These metrics consistently surpass the 97% benchmark, indicating the
reliability of these models in maintaining high classification accuracy. Additionally, the
standard deviation values in the "Trainable: True" configuration are relatively low, reflect-
ing the models’ stability and minimal variance in their performance. Conversely, when
the trainable parameters are set to "False", the models show slightly lower classification
accuracy and marginally higher variance. For example, DenseNet121 and EfficientNetB0,
while still performing well, experience a reduction in classification accuracy to the range of
94.53% to 95.87%, and an increase in standard deviation, indicating reduced adaptability
and a greater reliance on pre-trained features.

Table 5.3. Comparison of performance metrics for three selected models with different
trainable parameter settings using 5-fold cross-validation.

Fine Tuning Feature ExtractorModel Statistic Type Cls Acc Sens Prec F1 Cls Acc Sens Prec F1
DenseNet121 Mean Acc 0.9868 0.9863 0.9863 0.9862 0.9453 0.9434 0.9444 0.9435

Standard Deviation 0.0012 0.0016 0.0012 0.0014 0.0051 0.0058 0.0054 0.0058
EfficientNetB0 Mean Acc 0.9907 0.9903 0.9903 0.9903 0.9587 0.9579 0.9578 0.9577

Standard Deviation 0.0024 0.0026 0.0023 0.0025 0.0032 0.0031 0.0031 0.0031
VGG16 Mean Acc 0.9686 0.9671 0.9675 0.9672 0.9478 0.9460 0.9467 0.9462

Standard Deviation 0.0063 0.0066 0.0066 0.0066 0.0027 0.0025 0.0026 0.0024

Our study presents a novel image-based approach for analyzing Phase-OTDR data
for event detection. The multi-channel RGB images, created using mathematical trans-
formations such as GADF, GASF, and RP, significantly enhance the depth of analysis. In
the fine-tuning scenario (with trainable layers set to "True"), holdout validation results
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show that EfficientNetB0 and DenseNet121 achieved classification accuracies of approx-
imately 98.8% and 98.2%, respectively. Similarly, in the 5-fold cross-validation process,
these models demonstrated high accuracy rates of around 99.1% and 98.7%, respectively.
These results highlight the consistency and generalizability of our model, representing a
significant advancement in Phase-OTDR data analysis and offering substantial potential
across various application domains.

Fine Tuning Feature Extractor

Figure 5.14. Comparative boxplots illustrate the performance of transfer learning models
with ’Trainable: True’ (left) and ’Trainable: False’ (right) settings over 5-fold cross-
validation. These visualizations compare key performance metrics, including accuracy
(Acc), sensitivity (Sens), precision (Prec), and F1 scores, highlighting the variability and
central tendencies in each configuration.

5.4. Conclusion

In conclusion, this pioneering study demonstrates the transformative potential of
image-based classification techniques in analyzing Phase-OTDR data. By employing a
publicly available dataset and innovative data transformation methods, the research show-
cases the effectiveness of converting raw data into grayscale images and multi-channel
RGB representations. The study utilized EfficientNetB0 and DenseNet121 models, which
exhibited outstanding performance in classifying various disturbance events along optical
fibers. The EfficientNetB0 model achieved an impressive accuracy of 98.8% in holdout
validation and 99.1% in 5-fold cross-validation, while the DenseNet121 model attained
accuracies of 98.2% and 98.7% in holdout validation and 5-fold cross-validation, respec-
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tively. These high accuracies underscore the reliability and robustness of the image-based
classification approach in accurately identifying and categorizing Phase-OTDR events.

Moreover, the study highlights the significance of model adaptability in enhancing
classification performance. The models that were fine-tuned with trainable parameters set
to “True” consistently outperformed the feature extractor models with trainable parameters
set to “False”. This finding emphasizes the importance of allowing the models to adapt
and learn from the specific characteristics of the Phase-OTDR data, leading to improved
classification accuracy.

In addition to the impressive classification results, the methodology also demon-
strates its efficacy in data storage and analysis. The transformation of raw data into
grayscale images and multi-channel RGB representations resulted in a significant reduc-
tion in dataset size from 2.03 GB to 180 MB. This compression not only facilitates more
efficient data storage but also enables faster processing and analysis of the Phase-OTDR
data.

This groundbreaking research paves the way for future advancements in fiber optic
sensing data analysis and has far-reaching implications for domains relying on accurate
fiber optic monitoring systems. The successful application of image-based classification
techniques in this study serves as a foundation for further exploration and practical ap-
plications in the field of Phase-OTDR data analysis. As such, this research represents
a significant step forward in understanding and leveraging the potential of image-based
methods in extracting valuable insights from complex fiber optic sensing data.
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CHAPTER 6

CONCLUSION

In this thesis, we have explored the application of deep learning (DL) techniques
across various domains, demonstrating significant improvements in the detection, clas-
sification, and analysis of complex data. The integration of DL models has showcased
their versatility and robustness, providing enhanced solutions to traditional analytical chal-
lenges. This work emphasizes the integrity of the thesis by highlighting the opportunity to
deal with different data from diverse fields and perform analyses using various techniques.

In Chapter 2, we focused on electrochemical analysis, developing a DL-based
approach for the detection and classification of CD36 using an immuno-biosensor. Tra-
ditional techniques often fall short in sensitivity and rapid analysis, particularly at low
analyte concentrations. By integrating DL models, specifically 1D-CNN and a hybrid
1D-CNN – LSTM network, we significantly enhanced the sensitivity and specificity of the
biosensor. The hybrid model outperformed the standalone 1D-CNN model, particularly
in classifying lower analyte concentrations, achieving an accuracy of 95.93%, precision
of 97.01%, recall of 95.89%, and F1-score of 95.73% for the CV method. For the DPV
method, the hybrid model achieved an accuracy of 99.23%, precision of 99.41%, recall of
99.21%, and F1-score of 99.28%. This integration of DL techniques with electrochemical
immuno-biosensors presents a powerful approach for sensitive and accurate detection,
with significant potential for point-of-care diagnostics and real-time data processing.

In Chapter 3, we explored the biomedical domain, integrating surface electromyo-
graphy (sEMG) with advanced time-frequency analysis (TFA) and various Vision Trans-
former (ViT) models for hand gesture classification. By combining sEMG data with TFA
methods such as STFT and CWT, and utilizing ViT models including base ViT, Swin
Transformer, and MaxViT, we achieved near-perfect accuracy in gesture recognition. The
MaxViT model, in particular, exhibited the highest performance, achieving an accuracy
of 98.40% with a 500 ms window length for both STFT and CWT methods. This study
underscores the potential of combining sEMG with advanced TFA and ViT models to de-
velop intuitive and responsive control systems for applications such as prosthetic devices
and human-computer interaction systems.

In Chapter 4, we introduced DL methods to improve the efficiency of Phase-OTDR-
based current sensing systems. We applied 1D-CNN, 1D-CNN – LSTM, and 1D-CNN –
Bi-LSTM models to classify current values based on Phase-OTDR measurements. The
results highlighted the effectiveness of these models in accurately distinguishing between
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current levels, even in the presence of noise. The study demonstrated high accuracy rates,
achieving 100% accuracy with a 20 A buffer zone between current levels, and maintaining
high accuracy rates of 97% and 89% for current levels of 15 A and 10 A, respectively.
This research presents an opportunity to enhance the performance of Phase-OTDR-based
current sensing systems and explore new avenues for improving contactless electrical
current measurements.

In Chapter 5, we demonstrated the transformative potential of image-based clas-
sification techniques in analyzing Phase-OTDR data. By converting raw data into
grayscale images and multi-channel RGB representations, and utilizing EfficientNetB0
and DenseNet121 models, we achieved outstanding performance in classifying various
disturbance events along optical fibers. The EfficientNetB0 model achieved an impres-
sive accuracy of 98.8% in holdout validation and 99.1% in 5-fold cross-validation, while
the DenseNet121 model attained accuracies of 98.2% and 98.7% in holdout validation
and 5-fold cross-validation, respectively. The image-based classification approach not
only improved classification accuracy but also facilitated more efficient data storage and
analysis, reducing the dataset size from 2.03 GB to 180 MB. This methodology paves
the way for future advancements in fiber optic sensing data analysis and has far-reaching
implications for domains relying on accurate fiber optic monitoring systems.

Overall, this thesis highlights the significant advancements that can be achieved
by integrating deep learning techniques with various analytical methods across different
domains. The studies presented here demonstrate the potential of DL to enhance the
performance of traditional techniques, providing more accurate, sensitive, and efficient
solutions. By working with diverse datasets and employing different DL models, we
have shown the versatility and robustness of these techniques in addressing complex
analytical challenges. The ability to work with different types of data and apply various DL
techniques has provided valuable insights and opened new possibilities for future research.
The methodologies developed in this thesis can be extended to other biomarkers, signal
types, and analytical challenges, further refining the models to improve their robustness
and generalizability. Future work could explore the application of these approaches to
other domains, enhancing the capabilities of DL in real-world applications.

In conclusion, the findings of this thesis contribute to the growing body of knowl-
edge in DL applications, offering new perspectives and solutions for complex analytical
problems. The continued development and refinement of these techniques hold significant
promise for future advancements in various fields, ultimately enhancing the quality of life
and technological progress.
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