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ABSTRACT

IMPLEMENTATION OF A REAL-TIME TELEOPERATION SYSTEM
FOR THE CONTROL OF A ROBOTIC SQUID

Teleoperation is defined as the remote control of a robotic system from an
operational environment. Teleoperation of soft robots has been a growing research topic
in recent years and there are still areas awaiting further studies.

In this study, a real-time teleoperation system has been implemented for a robotic
squid with four soft arms, to be used in underwater operations. The teleoperation system
consists of dissimilar master-slave system kinematics, with multiple master systems and
multiple slave systems. An operator utilizes two haptic devices for the manipulation of
the four soft robot arms. Haptic feedback is incorporated into the system for ease of use.
The slave system within the implemented teleoperation system is simulated using
hardware-in-the-loop simulation. For this purpose, communication protocols from the
real system are employed. In other words, the applied teleoperation system is integrated

within the hardware-in-the-loop simulation of the real system.

Experiments were conducted to validate that the implemented system is a real-
time system and to evaluate the ease of use of the system from the operator's perspective.
Additionally, experiments were expanded to measure the impact of haptic feedback on
the performance of the operator. The experimental results indicate that the system is a

real-time system and haptic feedback improves the system's ease of use.



OZET

BIR ROBOTIK MUREKKEPBALIGININ KONTROLU ICIN GERCEK-
ZAMANLI BiR TELEOPERASYON SISTEMININ UYGULANMASI

Teleoperasyon, bir robotik sistemin, operasyon ortamindan uzaktan kontrol
edilmesi olarak tanimlanir. Yumusak robotlarin teleoperasyonu son yillarda artarak

devam eden arastirma konusu olmustur ve halen arastirilmay1 bekleyen konular vardir.

Bu caligmada gercek-zamanli bir teleoperasyon sistemi bir robotik miirekkep
baliginin su alt1 operasyonlarda kullanilmak tizere sahip oldugu dort yumusak kol modeli
icin uygulanmigtir. Teleoperasyon sistemi, benzemez ana-bagimli sistem kinematigi ve
coklu ana sistem ve ¢oklu bagimli sistemden olusan bir teleoperasyon sistemidir.
Operatdr, dort yumusak robot kolunun manipiilasyonu i¢in iki haptik cihaz
kullanmaktadir. Kullanim kolaylig1 amaciyla sisteme haptik geribesleme tanimlanmaistir.
Uygulanan teleoperasyon sistemindeki bagimli sistem donanim igeren simiilasyon
vasitasiyla simiile edilmistir. Bunun igin, gercek sistemdeki iletisim protokolleri
kullanilmistir. Baska bir deyisle uygulanan teleoperasyon sistemi, gercek sisteme

donanim iceren simiilasyon uygulanarak entegre edilmistir.

Uygulanan sistemin gergek zamanli olup olmadigi ve sistemin operator agisindan
kullanilabilir oldugunu test etmek amaciyla deneyler yapilmistir. Ayrica, haptik
geribeslemenin operatoriin performansi tlizerindeki etkisini 6lgmek amaciyla deneyler
genisletilmistir. Deney sonuglari, sistemin gercek zamanli oldugunu ve haptik

geribeslemenin sistemin kullanim kolayligin1 gelistirdigini gostermistir.



to my father, Osman Cezayirli

Vi



TABLE OF CONTENTS

LIST OF FIGURES. ... s IX
LIST OF TABLES. ... i, Xi
CHAPTER 1. INTRODUCTION. ...ttt 1
1.1. Teleoperation & Haptic ......c.oovviiiniiiiii i 1

1.2. Continuum and Soft RODOLS ..........coveiiiiiiii e 3

1.3. Robotic Squid for Underwater Manipulation and Intervention ........... 5

1.4. Aimofthe ThesiS........cooiiiiiii 6

1.5, CoNtITDULIONS .. eeveeeneteteee ettt 6
1.6.0UtliNe . ..onei 6
CHAPTER 2. LITERATURE SURVEY ...t 7
2.1. Teleoperation System Architectures ..........coveevuiiiiiiiininienennn. 7

2.2. Teleoperation Control Strategies ............coeveviueininiiiiiiininiinnen.. 9

2.3. Multi-Master Multi-Slave Teleoperation .................c.ccveeeninnnn... 11

2.4. Teleoperation with Dissimilar Master-Slave Kinematics ................. 14

2.4.1 Teleoperation of Soft/Continuum Robots ...............ccceceiiiinnn. 15

2.4.2 Haptic Interfaces for Soft/Continuum Robots .......................... 16

2.5. Conclusion on Literature SUrvey ..........ccoovvvvriiiiiiiieniieeneeneannn. 17
CHAPTER 3. METHODOLOGY ...ttt 19
3.1. Model Mediated Teleoperation ...............ocveiiiniiniiiiiiininnenn.. 19

3.2. Hardware-in-the-Loop Simulation for Slave System ..................... 22

2L HArAWArE «.oecvieiiii e 23

B.2.2. SOTIWATIE .o .eeeeit i 24

3.2.3. Modelling of Soft Arms for Simulation ..................cc.oooeiint. 25

3.2.4. Actuation of Soft Arms for Simulation ....................ooeiinl. 27

3.3. Information Conveying Between Operator-Master-Slave ............... 28

Vii



CHAPTER 4. IMPLEMENTATION OF THE TELEOPERATION OF

HARDWARE-IN-THE-LOOP SYSTEM .......cccooiiiiiiiiiiiiiieen 30

4.1, MaSter SY S M L. 30

4.1.1. Cable Displacement Control with Haptic Device...................... 32

4.1.2. Haptic Feedback ..........coiiiiiiiiiiii e, 35

4.1.3. Camera and Light Placement in SOFA Simulation ..................... 36

4.1.4. Selecting Manipulation of Slave Arms Using Haptic Devices ...... 38

4.1.5. Graphical User Interface ............ccooeiiiiiiiiiiiii e, 40

4.2, SI1aVE SYSRIM L. .utittiet ettt e e 43

4.2.1. RODOt COMPULET ...vvntiitteitiitt et ettt et e e e 43

4.2.2. Simulation COMPULET ........ivtiineiit i 47

4.3. Overall System Architecture ...........covveiiiiiiiiiiiiiieeen 48

CHAPTER 5. EXPERIMENTS & RESULTS ... 51

5.1. Real-Time Validation Experiments ................coooiiiiiiiiiiin... 51

5.1.1. RTAI versus ROS Interrupt Experiment .............................. 51

5.1.2. Real-Time Validation of Implemented System ........................ 53

5.2, USEr EXPEriMENtS ....ceuviniitteiteteeteeieie et ee e e eeeeneeaans 54

5.2.1. Experiment Procedure ............ccooiiiiiiiiiiiiiii 54

5.2.2. Result & DiSCUSSION ...ttt e 56

5.2.2.1. Resulton Overall System ............ccoovviiiiiiiiiiiiieiannnn. 59

5.2.2.2. Effect of Haptic Feedback ...............coooiiiiiiiiii . 62

CHAPTER 6. CONCLUSIONS. ...t e e 65

REFERENCES. ... e 66
APPENDICES

APPENDIX A.PROBABLE PROBLEMS ..o 72

APPENDIX B. APPROVAL FORM & QUESTIONNAIRE ........ccooiiiiiiiiinns 73

APPENDIX B. USER MANUAL ..ot 77

APPENDIX C. RESULTS ... e e 79

APPENDIX D. SPECIFICATIONS ... e 83

viii



Figure

Figure 1.1.
Figure 1.2.
Figure 1.3.
Figure 1.4.

Figure 1.5.
Figure 1.6.
Figure 2.1.
Figure 2.2.
Figure 2.3.
Figure 2.4.
Figure 2.5.
Figure 2.6.
Figure 3.1.
Figure 3.2.
Figure 3.3.
Figure 3.4.
Figure 3.5.
Figure 3.6.
Figure 3.7.
Figure 4.1.
Figure 4.2.
Figure 4.3.
Figure 4.4.
Figure 4.5.
Figure 4.6.
Figure 4.7.
Figure 4.8.

LIST OF FIGURES

Page
A POIYGIaPN ... 2
Representation of a teleoperation system (Uzunoglu, 2012) ............ccccuvene.e. 2
da Vinci surgical teleoperation SYSteM ........cccccveiveveiieeie e 3
Continuum and soft robot manipulators based on structure
(Triverdi et al., 2015) ...cuiiiiiieeee e 4
Continuum and soft robot classifiCation...........c.cccoevereniieniiinseeeen 4
Robotic squid (EmMet, 2022)........c.ccceiieiieiieieeie e 5
Teleoperation types (a) Unilateral and (b) Bilateral teleoperation................. 8
Four-channel bilateral teleoperation SYSteM...........cccevvverineninieninieeee, 8
Teleoperation control StrateQies .........ccvveveiiieieeieie e 9
Model mediated teleoperation system schematic.............ccccoeveveieeiecnenen, 12
Single operator multi-master multi-slave teleoperation schematic .............. 13
Multi operator multi-master multi-slave teleoperation schematic ............... 13
Master and slave representation when there is no interaction.................... 20
Master and slave representation during and after interaction....................... 20
Changing environment with stationary master and slave representation..... 22
Real System SCNEMALIC..........cocoiiiiiieieiec e 23
Hardware-in-the-Loop SChEMALIC...........cocoiiriiiiiciece e 24
SOFtWAIE MOEIS ... e 27
Information conveyed between the operator and the slave system.............. 29
Schematic of teleoperation system with HIL simulation .............c..cccco...... 30
Schematic of the Master SYStEM ........cccoviiiiiiiiee e, 31
SOFA SIMUIALION SCENE ..ot e 32
Haptic device joint definitions (Emet, 2022) ..........cccoevivieiieiiie v 33
Haptic device initial POSITION..........ccooviiiiiiiiieee e 35
Camera display in SOFA simulation not illuminated ..............cccccvevveieenenn. 37
Camera display in SOFA simulation illuminated...........c.coccooviiiieiiecnenne, 37
Flowchart of transition StAgesS..........cccvevieiie e 39



Figure Page

Figure 4.9. Task arm at itS lMIt..........ccocoeiieiiiiececseee e 40
Figure 4.10. Cable displacement interface...........cccevveieiieeii e 41
Figure 4.11. Cable tensions and indicator lights interface...........ccccocevevivviiienenieieennnn, 42
Figure 4.12. Graphical user interface light indicators ...........ccccoveviiienin e, 43
Figure 4.13. Flowchart of transition stages with user interface information.................. 44
Figure 4.14. Slave system in HIL SImulation ...........ccccccovveiiiie e 45
Figure 4.15. NVidia JEtSON NANO ......coiiiiiiieiieie e 46
Figure 4.16. SOFA scene of simulation COMPULET............cccooiiiiiiieieie e 47
Figure 4.17. Overall system schematic representation ..............ccccoevveveiveiicseeieseeenan, 48
Figure 4.18. Overall SYyStem PICIUIE........c.civeiieiiiese e 49
Figure 4.19. Abstract view from master COMPULET ...........cccoviririiiieiene e 49
Figure 4.20. View from Simulation COMPULE..........cccoriiiiiiininieieee s 50
Figure 4.21. Overall system SChemMatiC............ccccoiveiiiii i 50
Figure 5.1. Elapsed time VS tiMe StEPS......cccueiieiiiiieiieie et 53
Figure 5.2. Experiment scene from master COMPULET ..........cocvvvreeiierienerieseseseeeeeeees 95
Figure 5.3. Experiment scene from master computer camera arm VIeW ...........cccceevenee. 56
Figure B.1. Informed approval form for user experiments — page 1 of 2..................... 73
Figure B.2. Informed approval form for user experiments — page 2 of 2............c.c....... 74
Figure B.3. User Manual (A3 paper Siz€d) ......cccocveiiiiiiiieie e 77
Figure C.1. Real-time experiment Gauss distribution.........c..cccccovineiiinncii i 79
Figure C.2. The reach of the tip of an arm (liN€).........cccoeveiveii i, 79
Figure C.3. The reach of the tip of an arm (SCatter) ........cccoovevveieiiere e, 80
Figure C.4. Master system software SChematic .............cccccovveveiiieiicce e, 81
Figure C.5. Slave system software SChemMatiC..........cccoveririiiiiiiiiciese s 82



LIST OF TABLES

Table Page
Table 2.1. Literature survey summary relevant to thesis’ novelty..........cc.ocoovrviiinennn 18
Table 5.1. Comparison of RTAI and ROS INEITUPLS. .......coviieieicieiereeseeeeeeee 52
Table 5.2. Results of the real-time validation experiment............ccccccvvveveiienieeneeiennn, 53
Table 5.3. Questions of the QUESLIONNAITE. ...........ccccviiieiiee e 57
Table 5.4. QUESLIONNAITE ANSWELS .......ecivveeireeiieeireeseeeetee e e steesreesaeesbeesbeesbeesreesbeesreeas 58
Table 5.5. ANSWErS and MEANINGS ......ccvoriiiriiieieie et 59
Table 5.6. Questionnaire answers for Mode 1 and Mode 2..........cccceoevvevieiiee e ecieesinn, 60
Table 5.7. Task completion time of each SUDJECE .........cccocoiiieiicie e, 61
Table 5.8. Task completion time % Detween SetS.........cccvevvviieieeie i 62
Table 5.9. Questionnaire answers on comparison and preference...........c.ccoovvvvvveivenenn 63
Table 5.10. Task completion time % between Mode 1 and Mode 2 ...........ccccvevvviennen, 64
Table B.1. QUESLIONNAITE .......cccveeiuieicrie ettt ettt et et re e sbeesbeeebeesnbaesraesnbeeabeens 74
Table D.1. Technical Specifications of HaptiC DeVICES ..........cccevvivieiverii i 83

Xi



CHAPTER 1

INTRODUCTION

Real-time refers to systems that can respond to inputs or events with no or minimal
time delay. Depending on the time delay of the system’s response real-time systems are
mainly divided into two categories, hard real-time and soft real-time systems. Hard real-
time systems are expected to respond to inputs or events within a defined time delay. The
use of hard real-time systems is necessary where precise timing is essential such as flight
control systems, and medical applications. Soft real-time systems on the other hand can
tolerate occasional minor failures of response time. The use of soft real-time systems
considering the need for response precision extends to autonomous nhavigation,
teleoperation, and human robot interactions. Real-time teleoperation refers to the
operation of a device or a system remotely in real time.

1.1. Teleoperation & Haptic

Teleoperation, in essence, refers to the expansion of an individual's skills to
operate in a remote environment. The word "tele" comes from Greek and means "at a
distance." Teleoperation serves as a bridge between human capabilities such as control,
perception, and planning, and the precision, durability, and mobility of robots (Sheridan,
1989). The use of teleoperation is necessary for specific operations that may be costly,
dangerous, or impossible for humans. For instance, it is employed in applications
conducted in environments like space or underwater, where human involvement could be
hazardous or unfeasible. Additionally, it is utilized in scenarios involving materials such
as nuclear substances that pose significant health risks or in minimally invasive surgical
procedures where human error could lead to lasting consequences.

Teleoperation systems have two sub-systems which are called master and slave.
The master system is where the user/operator establishes physical contact, enabling them
to perform the desired tasks in the operation environment. The slave system is where the

teleoperated manipulator is located and it performs the tasks given by the master system.



Figure 1.1. A Polygraph
(Source: Wikipedia)

Teleoperation can be either a single mechanical system or can consist of two or
more separate mechanical systems with a designated communication channel and
method. Figure 1.1 represents a teleoperation system, a polygraph, patented by John Isaac
Hawkins in 1803 for copying writing, which is a completely mechanical single system
and does not have a separate communication channel. Figure 1.2 depicts a representation
of a teleoperation system consisting of two separate mechanical systems. The
teleoperation system mentioned in the thesis discussed further, is the teleoperation system

shown in Figure 1.2, which includes a communication line.
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Figure 1.2. Representation of a teleoperation system
(Source: Uzunoglu, 2012)



The word "haptic" is derived from the Greek word "haptomai™ which means "to
touch™ or "to feel". The purpose of haptics is to allow the user to perceive a specific
situation, feature, or stimulus. Haptic technology has a broad range of applications,
including teleoperation. Examples of haptic feedback include the vibration of mobile
phones when receiving calls or messages, notched structures found on the edges of certain
roadways, the ridged structure beneath the F and J keys on computer keyboards, and the
vibration of computer and console game controllers.

In teleoperation systems, haptic feedback is a method of conveying the interaction
between the slave system and the operational environment to the user via the master
system. An example of this is a surgical robot, the da Vinci surgical robot. When
operating, da Vinci provides haptic feedback to the surgeon, enabling them to perceive
the interactions of the slave system, whose working environment is the patient, during the
surgery through the main system used by the surgeon during the operation. In Figure 1.3,
da Vinci surgical robot can be seen.

Master System Slave System
o 7
B« PO

e B
B __1"'

Figure 1.3. da Vinci surgical teleoperation system

(Source: da Vinci)

1.2. Continuum and Soft Robots

Most commonly, robot mechanisms are rigid structured mechanisms that consist
of rigid links and joints that connect these links. Depending on the joint types and
connection methods, rigid robot mechanisms have a finite number of degrees of freedom



(DoF). And when the DoF of a robot mechanism exceed the necessary degree of freedom
for the task defined, they are called redundant mechanisms. When a mechanism has a
high degree of redundancy, they are called hyper redundant mechanisms. Continuum
robots are hyper-redundant mechanisms which means, if not restricted, they always have
more DoF than needed. When continuum robots are built with soft materials, such as
silicone or rubber-based materials, they are called soft robots. Thuruthel et al. (2018) also
stated soft robots have a virtually infinite number of freedoms, including bending,
extension, torsion, and buckling. In Figure 1.4, a classification is shown for robot types.
Also, in Figure 1.5 a representation of the definition of soft and continuum robots made
by Robinson and Davies (1999) and Santina et al., (2020) is shown.

Hard Hyper redundant
Discrete Continuum
Non-Redundant Redundant Soft Material
o bir

S f

T M

) —

<= i

Figure 1.4. Robot manipulator classification
(Source: Triverdi et al., 2008)
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Figure 1.5. Continuum and soft robot classification



1.3. Robotic Squid for Underwater Manipulation and Intervention

The proposed research is to design a biomimetic unmanned underwater vehicle
(UUV) that takes inspiration from squids. The primary objective of designing this robot
is to develop an underwater system that can effectively interact with and manipulate the
underwater environment, surpassing the capabilities of existing systems. In this model,
the robot incorporates a streamlined and agile body, along with highly flexible and
versatile multitask tentacles. These tentacles resemble those of squids and enable the
robot to perform various actions such as reaching, grabbing, pulling, and exploring. Just
like the squid tentacles, the robot arms are constructed with hyper-redundant links using
soft and deformable materials.

Continuum and soft

Navigation sensors

limbs from elastomer (IMU, GPS etc.) o )
Lighting material Visible light
System ~ communication
Acoustic system
modem

n,
L
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\ Flexible fins driven by
electromechanical
. . active polymer (EAP)

o

-

Watertight and
Video camera pressure-resistant Embedded computer,
main body battery, control and

o

power systems

Subcutaneous
pressure/force sensors
at the limb ends

Figure 1.6. Robotic squid
(Source: Emet, 2022)

This work is conducted under a project funded by 1003 Priority Areas R&D
projects and Support Program (Project ID: 216M219) via TUBITAK in collaboration
between Bahcesehir University and Izmir Institute of Technology. The proposed robot
model is represented in Figure 1.6. The robot has two main modes, one is the cruising
mode and the other is the manipulation mode. During the cruising mode, the aim is to

reach the destination. Upon reaching its destination, the manipulation mode can be



activated. During the manipulation mode, the robot uses its tentacles to interact with the
environment. Manipulation mode is the work package of Izmir Institute of Technology.
The thesis proposes to design a teleoperation system with a haptic interface for

manipulation mode for the robotic squid.

1.4. Aim of the Thesis

This thesis aims to develop a real-time teleoperation system for four robotic squid
arms that are simulated in a hardware-in-the-loop simulation and teleoperated with two
haptic devices. The study investigates teleoperation of multi-master multi-slave systems,
teleoperation with dissimilar master-slave kinematics, teleoperation of soft/continuum
robots, and haptic interfaces for the control of soft/continuum robots. The real-time
operation of the teleperation system is validated via experiments. User experiments are

carried out to evaluate the impact of the haptic interface on the overall system's usability.

1.5. Contributions

This thesis contributes to the teleoperation of soft robots, specifically the haptic
enabled teleoperation approach for tendon driven soft robots with multi-master multi-

slave teleoperation system and dissimilar slave-master kinematics.

1.6. Outline

The study is presented in six chapters. The chapters are Introduction, Literature
Survey, Methodology, Implementation, Experiments & Results, and Conclusion. In
Chapter 2, teleoperation systems, and haptic interfaces in the literature are surveyed and
presented. In Chapter 3, the chosen methods along with hardware and software selection
and information conveying are presented. In Chapter 4, the implementation of the chosen
methods is presented. In Chapter 5, real-time validation experiments and user experiment
procedure with implemented system, and the results of the experiments are provided.
Lastly, in Chapter 6, the thesis concluded, and future work is addressed.



CHAPTER 2

LITERATURE SURVEY

In the literature, various types of teleoperation systems have been studied and
classified based on specific aspects of teleoperation. These aspects include the
communication channel used between the master and slave devices, the number of master
and slave devices, as well as the kinematic type and structure of both the master and slave
devices. These categorizations aim to address specific problems and provide insights into
the design and implementation of teleoperation systems.

2.1. Teleoperation System Architectures

Teleoperation systems are divided into two categories, unilateral and bilateral by
their communication structure. In unilateral teleoperation, the information flow is only in
one direction. The information flow is from the operator through the master system to the
operation environment through the slave system. On the other hand, in bilateral
teleoperation, the flow of information is two-way. The information received from the
operator through the master system is transmitted to the slave system through a
communication channel, while the information gathered from the operation environment
by the slave system is conveyed to the master system and thus the operator. The specific
type of information to be collected from the slave system depends on the nature of the
defined task. This information is collected and compiled through sensors. For example,
force/torque sensors can be used, as well as image, sound, position/proximity, and
velocity sensors. The collected information can be fed back to the user through various
means, such as force/torque, visual display, sound, or vibration. Figure 2.1 illustrates a
simplified schematic diagram of unilateral and bilateral teleoperation systems.

Bilateral teleoperation systems are classified into two different architectures based
on the communication method and the quantity of command signals (Dede and
Tosunoglu, 2006). These architectures are known as two-channel and four-channel
architectures. The mentioned channel configuration is still an active research area (Kubo
et al., 2007).
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Figure 2.1. Teleoperation types (a) Unilateral and (b) Bilateral teleoperation

In a two-channel bilateral teleoperation system, as can be seen in Figure 2.1 (b),
the operator typically feeds motion (position and/or velocity) information to the master
system. The master system then transmits this information to the slave system. The force
or torque resulting from the interaction between the slave system and the operational
environment is conveyed to the user as force feedback through the main system. This
system is commonly referred to as the "position-force™ architecture.

In a four-channel bilateral teleoperation system, the master system transmits both
motion data (e.g. position/velocity), as well as force or torque information, to the slave
system. The slave system generates feedback containing the same type of information
based on its interactions with the operational environment. This feedback is then provided
to the master system. The four-channel teleoperation is preferred in situations where there
may be undesired delays in the communication channel. It is chosen when the
information/data flow between the master and slave systems is required to be at a desired
speed and/or level of adequacy. Figure 2.2 illustrates a simplified schematic diagram of
a four-channel bilateral teleoperation system.

Position/Vclocit; Position/Velocit;
Position/Velocity . Position/Velocity
Master Communication Slave
Force/Torque Channel Force/Torque
Force/Torque Force/Torque

Figure 2.2. Four-channel bilateral teleoperation system



2.2. Teleoperation Control Strategies

In the implementation of a teleoperation system, there are variables that need to
be considered. Examples of these variables include the effectiveness of the
communication channel, the conditions of the operating environment, and the resolution
and capacities of sensors and actuators. For instance, if there is no significant delay or
insufficiency in the communication channel, a bidirectional teleoperation system can be
utilized. However, if such delays or limitations exist, relying solely on this method may
impede the stable operation of the system. This is because delays in transmitting
information from the master system to the slave system can result in phase differences.
In the early literature, three distinct control methods have been proposed (Stefano et al.,
1999). These methods include the move-and-wait strategy, direct control, and supervised

control. Figure 2.3 illustrates a schematic representation of these approaches.

Visual Visual _ Visual _ A
Feedback Motion Feedback ~ Motion Feedback ; High level Quasi- :
Feedback g commands Feedback
Master System Master System Master System
..... Communication Line
Slave System Slave System Slave System
I I
Interaction Interaction
Sensory Scnsory
v Information Information
Opc'rational Ope.:rational Ope.rational iRcm otc
Environment Environment Environment > Loop
Move & Wait Direct Supervisory
Strategy Teleoperation Countrol

Figure 2.3. Teleoperation control strategies

Ferrell (1965) stated that users developed a move-and-wait strategy in a one-way

teleoperation system with visual feedback and a time-delayed communication channel.

This method, as the name implies, involves the user visually tracking the slave system in



the operational environment during the time delay and waiting for the completion of the
slave system's motion.

The direct control method can be used when time delays are minimal or negligible.
In this method, the slave system operates based on real-time information received from
the main system and sends real-time feedback to the main system. This system can be
compared to a closed-loop control system.

For teleoperation systems with time-delayed communication channels, Ferrell and
Sheridan (1967) proposed the supervised control method. In the supervised control
method, instead of controlling every movement of the slave system, certain predefined
actions are automated. These predefined actions are referred to as high-level commands.
These commands are sent from the operator to the slave system through the master
system, and since the slave system performs these actions autonomously, the resulting
time delays are compensated for. Additional control loops, namely local loop and remote
loop are defined to implement this method. The remote loop is responsible for receiving
and interpreting information from the main system and coordinating the autonomous
motion of the slave system. The local loop involves a model of the slave system and can
generate partial feedback using this method.

In addition to these three methods, various approaches have been proposed for
teleoperation systems with direct control and time-delayed communication channels.
These include the passivity-based control method suggested by Anderson and Spong
(1989), the wave-variable method proposed by Niemeyer (1996), and the model-mediated
teleoperation methods proposed by Mitra and Niemeyer (2008).

The passivity-based control method proposed by Anderson and Spong (1989) is

based on scattering theory. A system is considered passive when the energy generated
within the system is less than the energy consumed by the system. This method suggests
that if a system is passive, it will be stable. In other words, the aim is to distribute or store
the input power of the system in such a way that it cannot provide more energy than the
initial energy of the system. The velocity and force variables are transformed into
scattering variables. Stability is achieved by transmitting these variables over the
communication channel.

The wave-variable method proposed by Niemeyer (1996), is designed for bilateral

haptic feedback teleoperation systems. This method emerged from the re-formulation of
scattering approaches. In this method, both the control of the master system and the

control of the slave system are exposed to a virtual wave generator. This virtual wave
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generator acts as a transformed representation of the master system manipulator in the
wave domain. Hence, it serves as a desired trajectory for the generated wave controllers.
In general, wave-variable-based controllers are considered protective, and robust, and do
not require any information about the remote environment or time delay (Alise et al.,
2005). As a result, most bilateral teleoperation systems are designed within the framework
of passivity, using scattering or wave-variable methods to ensure stability against time
delays in the communication channel.

The model-mediated teleoperation method proposed by Mitra and Niemeyer

(2008) introduces a different teleoperation structure. In this teleoperation structure, the
slave system is modeled in a virtual world, and this virtual model is displayed to the user
in a graphical user interface. The operator interacts with this modeled virtual world
through the master system. The haptic feedback resulting from the virtual interaction is
transmitted to the user. Subsequently, the user's motion is transmitted to the slave system
through the time-delayed communication channel via the master system.

Figure 2.4 illustrates the model-mediated teleoperation system schematic. The
section referred to as the proxy in the figure is the virtual model of the slave system within
the master system. The section labeled as the virtual model represents the virtual
operation environment within the master system. As previously defined, when the user
interacts with the master system, the master system interprets this interaction through the
proxy and exposes it to the virtual operation environment within the master system. The
resulting information is then conveyed to the user through the haptic device via the slave
system proxy. The part referred to as virtual model update is where the interactions of the
slave system's sensors with the operation environment are measured and interpreted, and
then this information is fed into the virtual world within the master system. Possible
changes in the operation environment are represented in the virtual world created within

the master system using this method.

2.3. Multi-Master Multi-Slave Teleoperation

The concept of teleoperation extends to collaborative integration with multiple
master and multiple slave systems (MMMS). MMMS concept is proposed to comply with
the problem of single-master single-slave (SMSS) systems' lack of dexterity and

flexibility with complex tasks (Minelli et al., 2019). Multiple master systems can be
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multiple operators with multiple masters or a single operator with multiple masters. In
Figure 2.5 single operator with multi-master multi-slave teleoperation schematic is
presented with n many slaves and N many masters. The previously mentioned da Vinci
surgical robot is an example of this type of teleoperation which is shown in Figure 1.3.
Da Vinci surgical robot has two hand-held master manipulators to teleoperate four slave

arms. In Figure 2.6 multi operator with multi-master multi-slave teleoperation schematic

is presented with n many slaves, N and M many masters, and K many operators.
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Figure 2.5. Single operator multi-master multi-slave teleoperation schematic

-

[ Operator 1 ] ‘- [ Operator K

A A \
Y Y A

A
Y

Master 1 |----- Master N Master N+1 |-----

Master M

R X X (I N

Communication Channel

S Fy

Slave 1 | = v rererentianan s sinsassnsnrasansssnsas

Slave n

Figure 2.6. Multi operator multi-master multi-slave teleoperation schematic

Sirospour and Setoodeh (2005) studied coordinated control for MMMS
teleoperation with multi operators using an adaptive nonlinear control method and with
two 1-DoF slaves and two 3-Dof planar twin pantograph haptic interfaces as masters.
Yang et al. (2023) designed a new control strategy for MMMS teleoperation with multi

operators and concluded with the developed method, operators can accomplish complex
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tasks with higher precision. Khademian et al. (2011) examined environmental factors that
affect operator performance in a dual-user system involved in collaborative tasks in a
virtual environment. Shahbazi et al. (2011) presented an adaptive impedance controller
against fixed time delays and conducted stability analysis to stabilize a dual-user system.
Passenberg et al. (2010) extended the model mediation teleoperation control method to
MMMS teleoperation with multi operators using 1-DoF masters and 1-DoF slaves.

Balch and Arkin (1998) have developed a behavior-based control theory for
collusion based on formation distortions in multiple slave systems. Lalish et al. (2006)
proposed a virtual structure approach where the formation of the slave system is treated
as a single virtual rigid structure. This method ensures the maintenance of the formation
and predicts the behavior of all slave system robots, but it leads to an increased
communication delay. Desai et al. (2001) suggested a leader-follower strategy in which
selected leaders are responsible for guiding the followers. The followers are directed with
predefined gaps by the leaders. This leader-follower approach improves the system's
simplicity, modularity, and reliability. However, it also presents potential challenges such
as leader failures that could disrupt the functionality of the system.

Minelli et al. (2019) have developed a new two-layer architecture for an MMMS
bilateral teleoperation system with one operator incorporating the concept of a shared
energy tank for tele-assisted laparoscopic surgery. On the master side, two devices were
used, 4-DoF Simball Joystick laparoscopic haptic device and 6-DoF Geomagic Touch
haptic device. On the slave side, 7-DoF KUKA LWR 4+ and 6-DoF Universal Robots

URS5 manipulator arms are used.

2.4. Teleoperation with Dissimilar Master-Slave Kinematics

As previously mentioned, teleoperation in general is composed of two separate
mechanical systems, manipulators; the master and the slave. When these two
manipulators share a similar kinematic structure; the position and/or velocity of the
master manipulator can be mapped to actuation of the slave manipulator with ease.
However, when these two manipulators have dissimilar kinematics, there must be a
kinematic interface connecting master and slave manipulators. Matsuhira et al. (1993)

defined this as master-slave manipulation with different configurations.
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Peer et al. (2005) discussed a compliant control for 10 DoF haptic device
(ViISHaRD10) as master manipulator and a 7-DoF slave manipulator. The study utilized
only 6 DoF for each manipulator and concluded the redundancies of both manipulators

were utilized for certain tasks such as avoiding singularities or joint limit collisions.

2.4.1. Teleoperation of Soft/Continuum Robots

The primary consideration in teleoperating soft robots is the difference in
kinematics between the master system and the slave system. While the slave system,
being a soft robot, is considered to have virtually infinite degrees of freedom (Thuruthel
et al., 2018), the master system has a limited number of degrees of freedom. This gives
rise to dissimilar master-slave teleoperation. Also, there are studies that use commercially
available devices that are not manipulators such as HTC Vive augmented reality Kit.

Stroppa et al. (2020) designed a wearable master that converts the operator's arm
to a manipulator to control a continuous robot, instead of using a traditional rigidly
connected master manipulator. EI-Hussieny et al. (2018) developed a flexible master for
a soft-growing robot.

Amaya et al. (2021) compared direct and indirect mapping methods for two
different master devices, a Geomagic Touch and an HTC Vive, to manipulate a soft robot.

Csencsits et al. (2005) introduced a new series of mappings from a joystick to a
continuum robot to assess the intuitiveness and effectiveness of control at both position
and velocity levels. They conducted a set of tests with human subjects to evaluate the
proposed mappings.

Fellmann et al. (2015) conducted a comparative study where they evaluated the
performance of controlling a concentric tube continuum robot for surgical tasks, using
different types of master devices, including a 3D mouse, Novint Falcon haptic device,
and gamepad. The study assessed the performance in terms of task completion times and
accuracy.

Frazelle et al. (2016) suggested a mapping and studied the effectiveness and
intuitiveness of a teleoperation system with a slave manipulator which is a three-segment,
9-DoF continuum robot, using a 6-DoF rigid-link master device. They concluded after
testing the system on fifteen volunteers that the teleoperation of continuum robot

manipulators with rigid-link master manipulators with mapping suggested is viable.

15



Ouyang et al. (2018) presented a teleoperation system and a shape control method for a
three-section continuum robot as slave and Geomagic Touch haptic device as master; and
concluded that the shape control method enhances the behavior of the system.
Bhattacherjee et al. (2018) presented a teleoperation system using Geomagic Touch
haptic device as the master and a tendon driven continuum robot arm as the slave. The
position of the wrist point of Geomagic Touch is mapped to the kinematic model of the

slave which is modelled in a virtual environment.

2.4.2. Haptic Interfaces for Soft/Continuum Robots

The literature on the haptic interface with teleoperation can be divided into two
sub-sections depending on where soft/continuum robots are used. Some of the studies use
the soft/continuum robots for master system while others use them for slave systems.

Frazelle et al. (2020) designed a new continuum haptic master manipulator
named HaptOct, an impedance type of haptic device to teleoperate continuum robots. The
haptic feedback is generated through controlling the cable tensions which are the
actuators of the manipulator. They reported that although there are limitations, the
resultant haptic enabled manipulator works as intended and is capable of providing haptic
feedback to the operator. This study develops a soft/continuum master for teleoperation
of soft/continuum robots, and is not in the subject of dissimilar master-slave kinematics.

Xie et al. (2022) developed a new 3-D haptic trackball master device for the
teleoperation of continuum robots. A tendon driven two-sectioned continuum robot as the
slave manipulator is used which is manipulated with cable displacements. They reported
that the master device yielded the best results with and without haptic feedback compared
to a joystick.

Xie et al. (2023) designed a new impedance type haptic a 4-DoF joystick master
manipulator for the teleoperation of continuum manipulators for medical applications.
They reported that the designed haptic manipulator makes the operator manipulate
intuitively and with ease.

Naghibi et al. (2019) developed a new soft sensing module for pneumatically
actuated soft slave for endoscopic teleoperation applications. The haptic feedback is

generated via the deformation of the slave module and fed to the master system which is
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a Geomagic Touch haptic device. They reported that the sensing module is capable of
producing realistic haptic feedback.

2.5. Conclusion on Literature Survey

The background on the teleoperation systems is given in this chapter. The
teleoperation system architecture and control methods are reviewed. For the teleoperation
of the robotic squid, the communication channel is a visible light system. A foreseen
problem is with the bandwidth of the communication channel. The data transfer is
considered not sufficient for conveying all the information gathered by the slave system
to the master system in real time. As a result, some information had to be sacrificed, such
as real-time camera footage. Because of this very reason, model mediated teleoperation
method is used since the slave system’s environment can be represented in the master
side in an abstract way.

Based on the investigations presented in this Chapter, the novelty of this thesis is
validated to be including the subjects of (1) multi-master and multi-slave teleoperation,
(2) haptic enabled (3) rigid master — soft slave teleoperation. A list of studies that targeted
these 3 topics are listed in Table 2.1.
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Table 2.1. Literature survey summary relevant to the thesis’ novelty

Subjects | Multi-Master & | Rigid Master & Haptic

Studies Multi Slave Soft Slave Enabled
Sirospour and Setoodeh (2005) 4 X X
Csencsits et al. (2005) x v x
Passenger et al. (2010) 4 x x
Fellman et al. (2015) x v x
Frazelle et al. (2016) x v x
Ouyang et al. (2018) x v %
Naghibi et al. (2019) x v v
Minelli et al. (2020) X X
Stroppa et al. (2020) X v X
Frazelle et al. (2020) X X v
Amaya et al. (2021) x v x
Xie et al. (2022) x v v
% v v

Xie et al. (2023)
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CHAPTER 3

METHODOLOGY

In the teleoperation system is developed to operate the robotic squid, which has
four tentacles (e.g., soft arms). Therefore, these four soft arms are to be teleoperated in
pairs using two haptic devices. The hardware and software specifications of the planned
system, as well as the selected and intended hardware and software to be used, are
provided in detail in the relevant sections. In addition to this teleoperation system, a user
interface that will work in conjunction with this system has been developed.

The developed system is a multi-master-multi-slave system and it involves a
kinematic dissimilarity between the master and slave systems. Additionally, the presence
of possible time delays and abstract information exchange capability in the
communication channel has been considered. Therefore, the model-mediated
teleoperation method has been employed to compensate for this delay and re-generate the
abstracted slave environment in the master side. Furthermore, without having the physical
models of the soft robotic arms that constitute the slave system, a hardware-in-the-loop

simulation system has been created.

3.1. Model Mediated Teleoperation

The working principle of the model-mediated teleoperation method is previously
explained under the section "2.2. Teleoperation Control Strategies”. In Figure 2.4, this
method is illustrated. As this method is deemed suitable, this section will discuss the
working and implementation method of the model mediated teleoperation method.

The motion of the master system is transmitted to a virtually created replica of the
slave system, named as the "proxy". The proxy then interacts with the virtual replica of
the operation environment. While the resulting interactions are conveyed to the user, the
proxy also relays these commands to the actual slave system. This process, considering
time change and motion for a single DoF, is shown in Figure 3.1. When there is no contact

between the proxy and the virtual replica of the operation environment, the proxy and the
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master move together. This motion is observed with a delay on the slave. The delay is
caused by the communication system used. The schematic labelled "Intermediate

Position™ on the right-hand side of Figure 3.1 provides an example of this motion.

Starting Intermediate
Master Position Position
& Proxy@ .Slave
Master . Slave
& Proxy
Virtual ~ Actual Virtual ~ Actual
Floor Floor Floor Floor

Figure 3.1. Master and slave representation when there is no interaction

The interaction of the proxy with the created virtual world is shown in Figure 3.2.
When interaction occurs, haptic feedback is to be provided to the user. The purpose of
this haptic feedback is to alert the user before any interaction takes place in the slave
system. The haptic feedback to be transmitted is calculated based on the interactions in
the virtual world. This calculation is performed through haptic rendering, which can be

mathematically modelled as a simple spring-damper system.

Begl{;lfnmg After Final
\ Interaction Position
Interaction
.Slave Sl Master
ave
Proxy Proxy & Proxy Slave
Vir‘gl_l_a_l__. Actual Virt_qz_q__. Actual
Floor Floor || Floor Floor ||Virtual Actual
d; ) ds Floor Floor
Fp
Master Master

Figure 3.2. Master and slave representation during and after interaction
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The virtual floor and the proxy can interact in the virtual world. However, to
perceive this interaction on the master system side, a mathematical model is required. As
mentioned before, when there is no contact, there is no positional difference between the
proxy and the master system. However, when contact occurs, the proxy interacts with the
virtual world while the master system continues its motion without such interaction,
resulting in a positional difference between them. The mathematical spring-damper
model accounts for this positional difference between the master system and the proxy.
In its simplest form, the model is represented by the spring equation given in (3.1), where
F is the calculated force to be transmitted to the user, and d is the positional difference
between the master and the proxy. The spring constant k is a property of the virtual floor
in the virtual world and can have different values for different types of virtual floors.
Therefore, the transmitted force to the user increases proportionally with the positional
difference between the proxy and the master. This allows the user to feel the force until
the positional difference is minimized. Figure 3.2 represents this process symbolically,

and the notation in the figure indicates that F1 is greater than Fo.

F=kd (3.1)

The described haptic rendering and feedback production apply not only when the
master, the proxy, and the slave are changing but also when the master, the proxy, and
the slave are stationary and the operational environment changes. This occurs on the slave
system side as previously mentioned in the model-mediated teleoperation. The virtual
world update information collected by the sensors of the slave system in the operational
environment is transmitted to the master system. The master system updates the virtual
world and is to provide interaction feedback to the operator. This is depicted in Figure
3.3.

If the situations that mentioned in Figure 3.2 and Figure 3.3 happen
simultaneously, the described system behavior would not change.

The haptic rendering process defined so far is not used for the implemented system
in this Thesis study. Instead, the information for the haptic feedback is acquired via the
cable tensions that are placed on the soft arms (tentacles) of the squid. The haptic

feedback generation is discussed in detail in Section 4.1.2.
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Figure 3.3. Changing environment with stationary master and slave representation

3.2. Hardware-in-the-Loop Simulation for Slave System

Hardware-in-the-loop (HIL) is a testing technique used before implementing the
generated codes on the actual systems hardware and when conducting actual experiments
on a prototype of the actual system is difficult, or when the hardware to be used in the
experiments is prohibitively expensive. In this technique, a virtual replica of the actual
system is simulated. The simulated environment interacts with the actual hardware as it
would, allowing for testing and evaluation.

In the design of the teleoperation system, it was deemed appropriate to use
hardware-in-the-loop simulation because it allows for budged friendly development of
the soft robot's arms. In Figure 3.4, the real system components and communication
protocols are given. In this figure and the following figures presented, double lines
represent the connections and interactions, and black arrows represent the conveyed
information flow. In this HIL simulation, the embedded system and computers for the
real system were used as the hardware components. Additionally, the communication

protocols intended for the real system were implemented. The system diagram of the
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hardware-in-the-loop simulation, along with the planned communication protocols,

methods, and interaction aspects, are shown in Figure 3.5.
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Figure 3.4. Actual system schematic

3.2.1. Hardware

Hardware-wise, it has been determined that in addition to the necessary power
adapters and connection cables, three computers, two haptic devices, and an embedded
system board are required. Two of the three computers are master system computer and
HIL simulation computer. Both computers are selected to be the same. They have Intel
i7-13700H processors, Nvidia GeForce RTX3060 graphic cards and 16GB of RAMs.
The other computer is the slave system computer, the Nvidia Jetson Nano, which is
referred to as a developer kit. It is called a developer kit because it can directly establish
connections with low-level hardware without the need for any additional interfaces or
cables. It is classified as a computer because it operates on a Linux-based operating
system. The two haptic devices selected are the Geomagic Touch and Geomagic Touch
X haptic devices from 3D Systems. For the technical specifications, please see Appendix.
Finally, for the HIL simulation, the STM Electronics STM32F407 Discovery Board was
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chosen as the microcontroller embedded system board. For the technical specifications,
please see Appendix.
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Figure 3.5. Hardware-in-the-Loop schematic

3.2.2. Software

Firstly, a software called Simulation Open Framework Architecture (SOFA) was
chosen for the simulation environment. SOFA is an open-source software that started as
a project in 2006. It is a C++ based system with integrated support for Python. SOFA is
specifically designed for simulating soft tissue models and soft robots. Additionally,
plugins have been developed for SOFA, including methods for soft robot control. SOFA
is used in both the hardware-in-the-loop simulation and the model-mediated teleoperation
in the main system.

The working principle of SOFA can be summarized as follows:

1. The first step in the simulation is to create a root node.

2. Each object to be simulated is added as a child node to the root node.

Additionally, variables that affect the entire simulation environment are
defined at this stage, such as gravitational acceleration direction and

magnitude, and the time step used for the simulation.
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3. The added child nodes are further expanded their own child nodes containing
information as solver types used by the program, visual information of the
model, physical dimensions of the model, material properties, and other inputs
that affect the simulation.

4. Finally, one of the animation loop options provided by SOFA is selected.

For a more detailed explanation of how SOFA works, its website
(https://www.sofa-framework.org/) can be visited. It should be noted that the models that
can be imported to SOFA must be mesh models. The process of model creation and how
the model is used during animation are discussed in detail in later sections.

The overall system is composed of several subsystems, and to ensure smooth
communication without synchronization issues between these subsystems, a software
library called Robot Operating System (ROS) has been chosen. ROS is an open-source
software development kit specifically designed to operate seamlessly with both C++ and
Python. For more detailed information on how ROS functions, their website
(https://www.ros.org/) can be visited.

ROS performs most efficiently on Linux-based operating systems. Considering
the compatibility of SOFA with Linux-based systems and the fact that the computer to be
utilized on the robot already operates on a Linux-based operating system, it is decided
that all three computers will run on Ubuntu, which is a Linux-based operating system.
Finally, for modelling purposes, an open-source program named gmsh was used, and

further details regarding its usage will be provided in subsequent section.

3.2.3. Modelling of Soft Arms for Simulation

For the simulation model, two of the four arms have been modelled as they are
identical to each other. All four arms have a conical shape. The two arms that are defined
are used for gripping, reaching, and similar tasks and named task arms. The other two
arms are used for the light source and the camera. The task arms have a base radius of
30mm, a tip radius of 10mm, and a length of 600mm. The camera and light arms have a
base radius of 30mm, a tip radius of 20mm, and a length of 300mm.

All arms are made of Smooth-On's Ecoflex 00-30, which is a rubber-silicone
based material. The Young's modulus is 10 psi or 69.95 kPa. The density is 1.07 g/cma3.
Lastly, the Poisson's ratio for rubber is considered as 0.499. When this value is 0.5, it
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means that the material is incompressible. Therefore, the arms used are considered almost
incompressible.
SOFA simulation has specific mesh formats that can be imported, which include:
e Files with *.obj extension: These mesh files contain surface mesh information.
e Files with *.vtk extension: These mesh files can contain either surface mesh
or volume mesh information.
e Files with *.stl extension: These mesh files contain surface mesh information.
e Files with *.off extension: These mesh files can contain either surface mesh
or volume mesh information.
e Files with *.msh extension: These mesh files can contain either surface mesh

or volume mesh information.

For use in SOFA, the *.stl and *.vtk file extensions have been selected. These
extensions were generated using an open-source software called gmsh. Figure 3.6 shows
the generated mesh for these two file extensions using the gmsh program, as well as their
appearances in the SOFA simulation program as an example of the camera and light arms.
Models with *.stl extension define a surface using triangles of various sizes. Models with
*.vtk extension, on the other hand, define a volume using tetrahedra. In SOFA, these two
models are combined to create the final composite model.

In SOFA simulation, the purpose of these models is not only to visually represent
the desired object. The *.stl surface mesh model is used by SOFA to simulate collisions
during animation. This modeling can be calculated using different solvers, but the
objective is the same. Along with the surface mesh, variables such as alarm distance and
collision distance are defined in SOFA. The alarm distance is the proximity between any
two triangles on different surface meshes. It is named alarm distance because if there is
no other object model within this defined distance, SOFA does not trigger the solvers for
collision. In other words, the alarm distance is the starting distance for collision
calculations. The collision distance, on the other hand, is the distance at which collision
occurs. Therefore, it should be smaller than the alarm distance. Collision calculations are
performed considering the behavior of the model and the defined operational
environment.

The *.vtk volume mesh models in SOFA are used for the behaviors of the model.

It calculates the relationships between each tetrahedron within the mesh, considering the
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defined material and physical properties. These properties include Young's modulus of
the material, Poisson's ratio, gravitational acceleration, the mass of the material,
information about whether the object is fixed or movable, and if it is fixed, the location

and which surface/part is fixed.

gmsh SOFA

* stl extension surface mesh

* vtk extension volume mesh

Figure 3.6. Software models

3.2.4. Actuation of Soft Arms for Simulation

Manti et al. (2016) discussed various actuation methods for soft robots. Some of
these methods include flexible fluidic actuators, shape-memory materials, electroactive
polymers, tendon-driven actuators, and low-melting-point materials. For this project, the
tendon-driven actuation method has been selected. In this method, as the name implies,
the robot is intended to move by attaching cables to specific points of the soft robot and
pulling these cables. This method has lower bending stiffness compared to other methods
and is commonly used in continuum soft robots. The tendon-driven actuation method is
directly supported by the SOFA simulation program through a dedicated library.

In the generated model, four symmetric cables are placed and fixed to the end
points of each arm. It is envisioned to use a motor with a pulley attached to the end of
each cable. By rotating the motors, it is possible to pull and release the cables wound
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around these pulleys. The control of cable pulling can be done in two different ways using
the library available in SOFA: displacement control and tension control.

Measurement of tension on the cables can be achieved in two ways in the actual
system. These methods involve adding a force/torque sensor to the system or monitoring
the current drawn by the motor. The force/torque sensor should be attached to the cable
and continuously acquiring the measurements. Monitoring the current drawn by the motor
implies measuring the torque produced by the motor. Knowing the torque produced by
the motor and considering that the cable is connected to the motor through a pulley, the
force on the cable can be calculated. When the control of motor rotation angle and thus
the amount of pulley rotation is measured, the displacement of the cable can also be
determined.

Measurement of cable tension and displacement is possible in the SOFA
simulation. These two values are interrelated in the simulation. In other words, when one

of these values is provided as input, the program can output the other value.

3.3. Information Conveying Between Operator-Master-Slave

As mentioned before, the main task of the master system is to enable the operator
to manipulate the arms of the slave system. Additionally, it should provide the operator
with a sense of interaction with the operational environment of the slave system, in this
case, the simulation environment. In the system at hand, the operator manipulates the
slave system through haptic devices and perceives haptic feedback. The information
conveyed between the operator and the slave system is presented in Figure 3.7.

Due to the tendon-driven actuation method, the necessary manipulation
information is obtained from the operator through joint positions (angles) of the haptic
device. The information received by the haptic device is transmitted to the slave system
as cable displacements. The information from the slave system to the haptic device is in
the form of torque which is calculated from the force after/during the interaction. This

mapping of information between the master and the slave is explained in Section 4.1.1.
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Figure 3.7. Information conveyed between the operator and the slave system

The limitation in the information flow between the haptic device and the slave
system arises from the kinematic dissimilarity between the master system and the slave
system. Generally, in such cases, the mapping between two systems (master and slave) is
achieved in the task space. This mapping would require the kinematic models of both
systems. However, since the slave system is a soft robot arm, instead of developing a
computationally expensive (finite-element based) inverse kinematics model, the motion
of the haptic device axes is mapped to the change of the cable lengths. The detailed
mapping information is given in Section 4.1.1.

The information received by the haptic device from the slave system can be in the
form of force or torque. Force information can be measured, interpreted, and transmitted
to the haptic device by using a force sensor located at the end of the arm to capture the
interaction between the slave system and the operating environment. However, in this
thesis, the tension in the cables is used to formulate the force feedback information. This

method is discussed in detail in Section 4.1.2.
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CHAPTER 4

IMPLEMENTATION OF THE TELEOPERATION OF
HARDWARE-IN-THE-LOOP SYSTEM

The teleoperation system is composed of two main parts as master system and
slave system which is simulated in a hardware-in-the-loop simulation. The master system
consists of two haptic devices and a computer. The haptic devices are connected to the
computer which also runs the SOFA simulation for generating the slave system in the
master side. The slave system consists of soft robot arms modeled in SOFA simulation
environment which is running on a separate slave system computer. In Figure 4.1, a
simplified schematic of the teleoperation system is shown. The sub-systems are further

investigated in their regarding sections.

Operator
h
h 4
Harware-in-the-Loop
Haptic Device Simulation
Computer
h A
Y Y
Master Computer <€ > Slave Computer
Master Slave
System System

Figure 4.1. Schematic of the teleoperation system running with HIL simulation

4.1. Master System

The master system is where the operator interacts with the HIL simulation of the

slave system through two haptic devices and a graphical user interface. A proxy of the
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slave system, i.e., four soft manipulator arms are simulated in a virtual environment. The
soft manipulator arms are named by their duty. Two of these arms are named task arms,
one of them is named light arm and the other one is camera arm. Manipulation of each
robot arm is achieved through the displacement of four cables attached to each soft arm.
The cable displacements are obtained through the position information received from the
operator via the haptic device. The master computer is responsible for acquiring the joint
angles from haptic devices, interpreting them as cable lengths (displacements) and use
them for abstracted simulation the slave soft arms. Also the transmission of the necessary
information for the graphical user interface is done through ROS (Robot Operating
System). ROS seamlessly integrates with SOFA. The master computer feeds the SOFA
simulation with haptic device position readings. Haptic feedback generated in the SOFA
simulation, and all the required information for the graphical user interface are sent
through ROS communication which effectively addresses any potential synchronization
issues. Schematic of the master system is shown in Figure 4.2.

Operator
B . |
Physical Physical
Interaction Interaction
Visual . . . .
Feedback Haptic Device Haptic Device
USB A A A A USB
Y Y Y Y
Task Light Task Camera
Arm Arm Arm Arm
Virtual World
Graphical User
Interfac
nterface Master
Computer

Figure 4.2. Schematic of the master system

Figure 4.3 shows a screenshot of the SOFA simulation running on the master

computer. Note that this screenshot does not depict the image captured from the camera
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attached to the camera arm. It is a manually selected camera position within the simulation
to showcase the arm configurations and the scene created. The scene illumination and

camera positioning are explained in detail in the subsequent section.

Figure 4.3. SOFA simulation scene

4.1.1. Cable Displacement Control with Haptic Device

The main challenge arises from the kinematic dissimilarity between the master
manipulator and the slave arms. The master system consists of haptic devices with six
degrees of freedom, while the slave system employs the previously mentioned soft robot
arms.

Although it was mentioned earlier that a soft robot has infinite degrees of freedom,
the modeling and actuation methods have resulted in soft robot arms having finite degrees
of freedom. Firstly, the choice of silicone-based rubber material for the arms, which has
a Poisson's ratio close to 0.5, makes the material incompressible, thereby restricting the
soft robot arm's degrees of freedom. Furthermore, the arrangement of cables on the soft
robot arm further constrains its movement. As a result, each soft robot arm in the slave

system has essentially two degrees of freedom.
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The mapping between the cable displacements in the soft robot arms to the
positions of the haptic devices is achieved using the first and second joint angles (Joint-1
and Joint-2) of the haptic device, as shown in Figure 4.4. Only two degrees of freedom

from the haptic devices' six degrees of freedom are utilized in this mapping process.

Jont - 2 Jomt - 3
Jomt - 1
2 \ /

Figure 4.4. Haptic device joint definitions
(Source: Emet, 2022)

The cables on the soft robot arms have maximum and minimum values, which
represent the limit values of cable length. These values are the same for cable pairs on
arms of the same length. The symbols d, d,, d5, and d, represent the average lengths of
the first, second, third, and fourth cables on an arm, respectively. The average length of a
cable is calculated as the average of its maximum and minimum lengths. The average
cable lengths matrix, denoted as d matrix, shown in (4.1), is composed of these four
elements. The symbols with subscripts max and min are used to represent the cable limit
values.

For the 300mm light/camera arms, the average cable length is 300.07mm, and for
the 600mm task arms, the average cable length is 600.14mm. Since the difference
between arm length and cable length is very small, the average cable lengths are taken at
the length of the corresponding arm.

Cable displacement represents the change in average cable length. The two joint
angles obtained from the haptic device, represented as q matrix, are multiplied by a gain

matrix, represented as k to obtain the cable displacement Ad, as shown in (4.2) and (4.3).
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The values Ad;, Ad,, Ads, and Ad, represent the displacements of the first, second, third,
and fourth cables on the arm, respectively. The values g, and g, represent the angles of

the first and second joint angles of the haptic device in radians.

d = dmin’;ﬂ (4.1)
Ad = kq (4.2)
Adl Adz _ k1 0 ql _ql
Ad, AdJ = [0 kz] [CI2 —qz] (4.3)

In this context, cable displacement directly represents the amount of cable being
pulled or released. A negative cable displacement value indicates that the cable is pulled,
i.e., it reaches a value lower than the average, while a positive cable displacement value
indicates that the cable is released, i.e., it reaches a value higher than the average. The
first and second cable displacements are in opposite directions to the third and fourth
cable displacements, respectively. In other words, while one of the pairs is being pulled,
the other pair is released by the same amount. This is achieved by multiplying the second
column of the q matrix, representing the joint angles, by a negative sign, as shown in
(4.3).

The joint angles g, and g, (measured in radians) of the haptic device vary between
positive and negative values. In other words, the angle value of the two joints used in the
haptic device passes through zero and changes sign. Figure 4.5 illustrates the initial
position of the haptic device, where the stylus on the device is placed in its holder. The
movement of the first joint is symmetric with respect to the initial position, and the initial
position corresponds to a zero position for the cable displacements. In other words, in the
initial position, the cable average lengths are equal to the arm length. However, the
movement of the second joint is not symmetric with respect to the initial position.
Therefore, a fixed angle value, 6, is added to create a zero position for the cable
displacements in the middle of the movement limits of the second joint. As a result,
Equations (4.3) have been rearranged as (4.4). The numerical values for k and 6 are
shown in (4.5).
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Figure 4.5. Haptic device initial position

(Source: 3D Systems)

Adl Adz _ k1 0 ql _ql

Ads Ad4] = [0 kz] [qz +0 —q,+86 (4.4)
Ad, Ad;] _ [60 0 ][ q1 —q1 (4.5)
Ad; Ad,]~ L0 60llg;—0.8176 —q,+ 0.8176 '

4.1.2. Haptic Feedback

The force perceived by the operator through the haptic device in the system is
generated in the virtual environment that represents the slave environment. Haptic
feedback can be generated in two ways. The first method is using haptic rendering to
create a force when the virtual counterparts, i.e., the arms representing the slave system,
interact with the virtual world. The haptic rendering is used to model this force. The
second method is to provide the operator with the sensation of cable tension. Since the
cable displacement is the actuation method of the robot and the tension is already
calculated in SOFA, the preferred method, in this case, is to provide the operator with the
cable tension as haptic feedback.
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Like cable displacement and haptic device joint position, cable tension is also
transmitted to the haptic device through the corresponding joint variables. As the
actuation method of the robot arm is displacement and the tension is already calculated
in SOFA at each time step, the calculated tension is used for haptic feedback. Unlike
haptic rendering, which relies on a spring-damper system, the calculated tension is
derived from the properties of the model, its interaction with the environment, and
environmental variables. This method is simpler compared to haptic rendering. However,
even when the arm does not interact with the virtual world, there will be cable tension
due to the material properties of the arm, resulting in haptic feedback. Especially as the
arm approaches its limit values, this feedback increases. This means that the operator
feels haptic feedback at every position except the zero position.

When the arm encounters a stationary object, it stays on top of the object.
However, since the actuation method is cable displacement, the arm tries to move in the
direction of the motion, but it cannot move inside the object. This increases the tension
on the cables and allows the operator to feel the surface. However, this method provides
less realistic haptic feedback compared to haptic rendering. In haptic rendering, the force
acting on the arm is calculated directly, while here, this force is indirectly perceived
through the tension resulting from the cable displacement.

4.1.3. Camera and Light Placement in SOFA Simulation

The two shorter arms in the slave system carry a light and a camera. The camera
and light modules available in SOFA are used for this purpose. Figure 4.6 shows a
simulation image taken from the camera mounted on the camera arm, and Figure 4.7
shows the illumination images from the light arm. In the simulation images, in addition
to the task arms, a box, and a ground are placed to test the interaction capabilities of the
arms. The white lines resembling a cone in Figure 4.7 indicate the illumination area of

the light. The same lines can also be seen in the top left corner of Figure 4.6.
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Figure 4.6. Camera display in SOFA simulation not illuminated

Figure 4.7. Camera display in SOFA simulation illuminated
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4.1.4. Selecting Manipulation of Slave Arms Using Haptic Devices

In the system, since there are two haptic devices and four arms, the operators with
their left hands will use one haptic device to manipulate the light arm and a task arm, and
with their right hands will use the other haptic device to manipulate the camera arm and
a task arm. Therefore, the operator needs to select the arm to manipulate with the haptic
device. This selection is made using one of the buttons located on the haptic device, as
outlined in the flowchart of the operation presented in Figure 4.8. Four stages have been
defined for the transition.

The simulation starts with the manipulation of the task arms by both haptic
devices. This is the first stage. When the button on the haptic device is pressed, the
position of the task arm at the instant when the button is pressed, i.e., the cable
displacements, is stored, and the system proceeds to the second stage. In the second stage,
there is no actively manipulated arm. When the button on the device is pressed again, the
manipulation of the light or camera arm begins, and the system enters the third stage.
Pressing the button again stores the position of the light or camera arm at the instant when
the button is pressed, i.e., the cable displacements, and systems enter to the fourth stage.
In the fourth stage, as in the second stage, there is no actively manipulated arm. Pressing
the button again returns the system to the first stage, and the manipulation of the task arm
begins.

The passive transition stages are included to ensure smooth transitions between
soft arm manipulations. The problem here is that the cable displacement, i.e., position
information of the task arm stored at the end of the first stage, may differ from the position
of the device at the end of the fourth stage. This difference, if disregarded, can result in
sudden changes in the position by the master system during the transition, which can
damage the arm or cable, destabilize the haptic feedback, and introduce inconsistencies
in the simulation. For example, consider a scenario without passive transition stages: in
the initial, i.e., the first stage, suppose the first and third cables of the left task arm are
fully extended, indicating that the arm reaches its limits as shown in Figure 4.9. When the
button is pressed, the position of the haptic device will be at its corresponding position.
However, since none of the cables on the light arm have moved initially, the arm will
instantly try to go to the position, causing the aforementioned problems. Consequently,

passive stages have been defined between arm transitions so that the position mismatch
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Figure 4.8. Flowchart of transition stages
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problem can be handled. The stages and transition method for the other haptic device and

the other two arms are the same.

Figure 4.9. Task arm at its limit

During arm transitions, the operator can see the target arm on the simulation
screen through a graphical user interface. In addition to this visual feedback, during
passive transition stages, the operator is guided to the target arm through the haptic
devices. This guidance is provided through haptic feedback. In other words, the operator
feels that the haptic device arm is pulled/pushed towards the stored position. The
magnitude of the force is inversely proportional to the distance from the stored position.
In other words, as the operator approaches the stored position, they feel less force.
Additionally, there is an indicator in graphical user interface to inform the operator that
haptic device is close enough to the stored position and it is safe to press the button to

control the designated soft arm. This interface is shown in Section 4.1.5.

4.1.5. Graphical User Interface

Various information needs have been identified to be shown to the operator on the

master computer. These include cable displacements, cable tension forces, and the
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operation stages of the arms. For example, if the cable displacements exceed a certain
range, it could indicate that the cable has been disconnected. Similarly, if the displayed
cable tension is too high, it could indicate that the arm has encountered an obstacle.
Especially considering the limited bandwidth of communication, visual feedback such as
underwater camera footage may have delays. However, the tension or displacement
values in the cable can be transmitted much faster compared to visual data. Therefore, it
is important to convey the necessary information to the operator through visually
understandable indicators. This visualization is achieved using a library called "tktools"
run through the Ubuntu terminal using Python.

Figure 4.10 shows the interface for cable displacements. Although there are
sixteen cables in the overall slave system, only eight cable displacements are shown. This
is because the operator can manipulate a maximum of two arms at a time. Therefore, the
eight cable displacements on the manipulated arms are displayed. The top row represents
the cables controlled by the left hand, while the bottom row represents the cables
controlled by the right hand. In both rows, the first, second, third, and fourth cables are

shown from left to right.

Figure 4.10. Cable displacement interface

Figure 4.11 shows the interface that conveys the cable tensions and the current
operation stage to the operator. Here, the four cables on each arm are shown separately.
Their arrangement is identical to the positioning of the soft arms in the simulation.
Therefore, the eight cable tension indicators on the left side of the figure are for the device
controlled by the left hand, and the eight indicators on the right side are for the device
controlled by the right hand. The top indicators are for the light and camera arms, while
the bottom indicators are for the two task arms. By observing these indicators, the
operator can understand that the forces on the cables should not reach certain values or
that caution should be exercised when they reach specific levels.

41



0.0N 0.0N

0.0N 0.0N

0.0N 0.0N

Figure 4.11. Cable tensions and indicator lights interface

0.0N

42



In Figure 4.11, there are indicators in the middle of the cable tension indicators
that change color from green to yellow to red to gray. These indicators and colors are
designed to facilitate the transition between the device and the arms. To give an example
based on the stages described in section 4.1.4, for the device and arms controlled by the
left hand, in the first stage, the indicator located at the bottom left of Figure 4.11 is colored
yellow. This indicates the actively manipulated arm. In the second stage, the indicator for
the light arm, which is the upper left indicator, is colored red, indicating that the operator
should not press the button yet and that there is a difference between the position of the
haptic device and the position of the light arm. When this indicator turns green, it means
that this difference has been eliminated and the operator can press the button for
transition, thus the manipulation of the light arm can begin. The gray color represents the
arm that is not being manipulated. The color representations are given in Figure 4.12.
Also, a flowchart with these indicators is illustrated in Figure 4.13. The flowchart in
Figure 4.13 is created based on the flowchart in Figure 4.9.

Arm is passive Button can be pressed

Arm is active / being manupulated Do not press the button

Figure 4.12. Graphical user interface light indicators

4.2. Slave System

The slave system consists of a robot computer located on the robot, a simulation
computer for HIL simulation, and a data acquisition embedded system card. Figure 4.14

depicts the schematic diagram of the HIL simulation of the slave system.

4.2.1. Robot Computer

The robot computer is connected to the master system computer and the slave
simulation computer running the simulation of the slave model. It is responsible for

compiling and interpreting the information received from the master system as if it were
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to be sent to real slave hardware. Additionally, it collects and interprets sensory data
planned to be obtained from the actual slave system to be sent to the master system
computer.

The Nvidia Jetson Nano development board is used as the robot computer. Figure
4.15 depicts this computer board. It is called a computer board or development board
because, as can be seen from the figure, it can communicate with various hardware
components. For example, it can generate and read communication protocols like UART,
SPI, and 12C without the need for additional interfaces. Moreover, since it runs a Linux-
based operating system, it can also run ROS. The ability to run ROS ensures
communication between its internal modules and synchronization with the master system

computer, avoiding any synchronization issues.

Figure 4.15. Nvidia Jetson Nano

(Source: Nvidia)

In the implemented system, the robot computer is connected to the master system
computer via an Ethernet cable. It is not directly connected to the simulation computer. It
communicates with the embedded system card via UART. This connection between the
robot computer and the embedded system card is the only communication in the entire
system where ROS is not used.
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4.2.2. Simulation Computer

The simulation computer is the computer where the HIL simulation of the virtual
world is running. The SOFA simulation software is used for simulating the soft arm
models. Interactions of the soft arms with their environment in the virtual world take place
here and are sent to the master system computer through the robot computer. It
communicates with the embedded system card via the USB protocol. It interprets the low-
level commands received from the robot computer. All communications, including this
communication, are done through ROS.

In Figure 4.16, the SOFA scene running on the simulation computer is shown. No
lights or cameras are used in this scene. The camera of the scene can be freely controlled
by the operator using a computer mouse. Also, the arrangement of the arms in the scene
Is the same as the simulation running on the master system. The reason for selecting this
scene is to visualize the movement of the robot arm. Additionally, the four red dots visible
at the ends of the arms indicate the attachment points of the cables.

Figure 4.16. SOFA scene of simulation computer
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4.3. Overall System Architecture

The hardware representations and communication protocols of the implemented
system, which include the teleoperation system and HIL simulation systems, are shown
in Figure 4.17. In Figure 4.18, a picture of the implemented system is presented.

The screen view for the master computer is composed of indicators of the
graphical user interface and an abstract view built with the information given by the
simulation computer. The abstract view is part of the virtual world scene that is re-
generated in the master computer. In the virtual world re-generated in the master
computer, objects are represented by a geometrical shape like a cube or a cylinder. The
actual slave system, in this case represented by the HIL simulation, is foreseen to have
time delayed communication channel. Although there are no communication problems in
the implemented system, since the aim is to simulate the real system conditions,

abstraction of the view is used in re-generating the slave system environment.

Operator
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Figure 4.17. Overall system schematic representation
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EMBEDDED SYSTEM

SIMULATION COMPUTER

Figure 4.18. Overall system picture

In Figure 4.19, the abstract view from the master computer and from the camera
is presented. The grey cube represents an object to be manipulated. In Figure 4.20, the
same scene from the simulation computer is presented. The cube in Figure 4.19 is the

abstraction of the octopus in Figure 4.20.

Figure 4.19. Abstract view from master computer
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Figure 4.20. View from simulation computer

Schematic representations of the implemented systems, communication methods,
and interactions are presented in Figure 4.21.
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Figure 4.21. Overall system schematic
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The sub-systems and information packages between the sub-systems that are

running inside the computers in the master system and in the slave system are provided
in Appendix.
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CHAPTER 5

EXPERIMENTS & RESULTS

The implemented system is a soft real-time system. Considering the human
reaction time, the frequency of real-time system is selected to be 10 Hz (Park et.al., 2022).
The experiments were conducted to validate the requirement. Also, user experiments
were conducted to evaluate the ease of use of the implemented teleoperation system in
two modes, haptic enabled and haptic disabled. The efficiency of implemented
teleoperation and the impact of haptic feedback was analyzed via experiments conducted
by volunteer human test subjects. The analyses are carried out using the feedbacks from

the test subjects taken by a questionnaire and recorded task completion times.

5.1. Real-Time Validation Experiments

Two different experiments are conducted to validate real-time operation of the
implemented teleopration system. The first one is to determine if additional software is
needed. The experiment results are used for comparing the performance of the interrupts

generated. The second experiment is to validate the implemented real-time system.

5.1.1. RTAI versus ROS Interrupt Experiment

This experiment compared the performances of "Real Time Application
Interface” (RTAI), which was installed on a Linux-based Ubuntu, and the "Robot
Operating System™ (ROS). The experiment was conducted on a simulation scene running
with ROS.

For this comparison, the experimental setup was prepared as follows: RTAI and
ROS were programmed to generate interrupts at specific intervals. These generated
interrupts were then interpreted using code written in ROS, and data collection was
performed with the same code. In this code, when an interrupt notification was received,

a random command was generated. The generated command could be used as a driver
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command for a simulated car running on ROS, and the transmission of this data to the
simulation was ensured. Here, the meaningfulness of the sent data and how well it drove
the car was not measured. Instead, apart from time measurement, no data was recorded
regarding what happened in the simulation. After this command production and
transmission, the elapsed time was recorded independently of what the simulation did
with the sent data. This recording process was carried out using libraries in ROS.

The experiment consisted of two stages. In the first stage, interrupt generation was
tested to run once every 1 ms, i.e., at a rate of 1000Hz. Except for the two programs
generating and interpreting interrupts, no other programs were run in the background, and
this stage was named "Control." In the second stage, in addition to the first stage, various
programs were opened in the background, including the simulation where the produced
and transmitted data would operate, to stress and destabilize the computer. After this
addition, the computer couldn't keep up with the interrupts generated every 1 ms. So, the
results of the interrupt generation interval of 1 ms are discarded. The data collected and

processed after these two experiments are shown in comparison in Table 5.1.

Tablo 5.1. Comparison of RTAI and ROS interrupts

RTAI Interrupt ROS Interrupt (R[')I'I,Z\fle tegges)
Control | 3ms | Control | 3ms Control 3ms
Mean 15714 | 35172 | 1.1128 | 3.3684 | 0.45859 | 0.14885
Standard Deviation (o) | 0.5883 | 2.1987 | 0.3185 | 2.2565 | 0.269773 | -0.05775
% of data outside 1 ¢ 8.4006 | 23.041 | 4.0301 | 27.2614 | 4.370484 | -4.22008
% of data outside 2 ¢ 2.4104 | 5.6508 | 2.3605 | 6.1474 | 0.0499 | -0.49663
% of data outside 3 © 0.5511 | 1.2346 | 1.7196 | 1.4099 | -1.16849 | -0.17533
% of data outside 4 ¢ 0.5089 | 0.3673 | 0.6458 | 0.4772 | -0.13694 | -0.10996
% of data outside 5 ¢ 0.1092 | 0.0996 | 0.3797 | 0.1220 | -0.27046 | -0.02247
% of data outside 6 ¢ 0.1018 | 0.0310 | 0.2997 | 0.0501 | -0.19794 | -0.01915
% of data outside 7 ¢ 0.0943 | 0.0133 | 0.1447 | 0.0174 | -0.05034 | -0.00416
% of data outside 8 ¢ 0.0720 | 0.0089 | 0.0958 | 0.0065 | -0.02385 | 0.002313

As seen in Table 5.1, the interrupt generated on RTAI is relatively more consistent

within itself and works better with longer time steps. However, when compared to the

ROS interrupt, the difference is negligibly small, especially for soft real-time

applications. That is why no additional software is used for the implemented system.
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5.1.2. Real-Time Validation of Implemented System

This experiment is conducted to validate the implemented system. SOFA solves
the models in time steps. After every time step, the time is logged via ROS. Then the
elapsed times between each step are calculated. In Figure 5.1, the results are presented.
In Table 5.2 the results are given. Also in the Appendix part, the Gaussian distribution of

the results can be found.

Elapsed Time vs Time Steps

0.1 | T

0 200 400 600 800 1000 1200 1400 1600 1800
Time Steps

Figure 5.1. Elapsed time vs time steps

Table 5.2. Results of the real-time validation experiment

Mean (seconds) 0.0582
Standard Deviation (c) | 0.0043
% of data outside 1 ¢ 27.62
% of data outside 2 ¢ 3.45
% of data outside 3 ¢ 112
% of data outside 4 ¢ 0.55
% of data outside 5 0.30
% of data outside 6 6 0.18
% of data outside 7 ¢ 0.06
% of data outside 8 ¢ 0.06
% of data outside 12 ¢ 0
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With the results presented, it can be said that the system works within the time
response defined i.e., 10 Hz sampling frequency. In other words, the system is validated

to be a soft real-time system.

5.2. User Experiments

User experiments are conducted to measure the relative performance of the overall

system by the operator with voluntary subjects. 7 subjects participated in the experiments.

5.2.1. Experiment Procedure

Each participant was provided with a user manual explaining how the overall
system works. Also, each participant is given a familiarization period on the implemented
system, without the graphical user interface and haptic disabled. Based on their
preference, the familiarization period was, not exceeding 10 minutes and not less than 5
minutes. Afterward, participants were given a task scenario. The scenario was conducted
in two separate modes, one with haptic feedback enabled, and the other with haptic
feedback disabled. Three sets of experiments were conducted with the same task. Each
participant completed a total of six experiments and a familiarization period.

The task scenario is defined to utilize the full capacity of the implemented
teleoperation system, including switching between all four slave arms, operating with task
arms, illuminating with the light arm, and looking at different positions with the camera
arm. The defined task is inspired by a real-life interaction that might occur between
robotic squid and an underwater creature during the operation of the robotic squid. The
creature flees to a spot when touched. After the fourth time of touching the creature, it
runs away, and the operator may continue to the duty at hand.

To represent this task, a creature is abstracted as a box to the operator. The defined
task is to touch this box four times; after each time, the operator must find the box in the
simulation screen and touch it again. After the fourth time touching the box, it goes away,
and the last task is defined as grasping two cylindrical objects placed. In Figure 5.2 the
beginning of the experiment scene presented, it should be noted that this screenshot is not

taken from the camera arm which the experiment view was conducted. In Figure 5.3 a
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screenshot of the final part of the task, which is grasping the cylindrical object placed, is

given from the view of the camera arm which subjects have experienced.

Figure 5.2. Experiment scene from the master computer

The task scenario is repeated for two modes which are haptic enabled and haptic
disabled modes to complete a set. Haptic disabled mode is called the first mode, and
haptic enabled mode is called the second mode.

There are three sets for the experiment. After each set is completed, the subjects
waited 10 minutes before proceeding to the next set. For the first set, the subjects started
and finished the task with the first mode then proceeded to the second mode. For the
second set, the subjects started and finished with the second mode then repeat the task
with the first mode. For the last set, subjects’ preferences are asked on which mode they
wanted to begin the experiment. For the subjects who had no preference, a beginning

mode is randomly selected.
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5.2.2. Results & Discussion

The results of the experiment were obtained based on the task completion time
and questionnaire responses. All the subjects were successful at finishing the given task.
The questionnaire answers provided by the subjects reflect their individual experiences

and preferences. Therefore, the results are investigated and analyzed separately.

Figure 5.3. Experiment scene from master computer camera arm view

In Table 5.3, the provided questions on the questionnaire are presented. The
questionnaire is divided into three sections. The first section focuses on answering
questions related to Mode 1, which corresponds to the haptic disabled mode of the
teleoperation system. The question numbers in this section range from 1 to 6. The same
set of questions is repeated in the second section, which pertains to Mode 2 of the
teleoperation system, where haptic feedback is enabled. The question numbers for this
section range from 7 to 12. In the third section of the questionnaire, participants answered
questions considering both Mode 1 and Mode 2, making comparisons and expressing

preferences. In Table 5.4, the questionnaire answers are presented.
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Table 5.3. Questions of the questionnaire

Question # Question
The task required extreme mental and/or perceptual activity. (e.g.,
1&7 thinking, deciding, calculating, remembering, looking, searching, etc.)
(Mental/Sensory Effort)
28 The task required extreme physical activity. (e.g., pushing, pulling,
turning, controlling, activating, etc.) (Physical Effort)
| felt extreme time pressure due to the rate at which the task elements
3&9 occurred. (Considering the task as slow and leisurely or rapid and
frantic) (Time Pressure)
4810 I think I was not successful in doing what was asked to do and not
satisfied with what | have accomplished. (Performance)
52 11 The task was demanding, complex and exacting. (Versus easy, simple,
and forgiving) (Task difficulty)
68 12 | felt anxious, worried, uptight, and harassed. (Versus calm, tranquil,
placid, and relaxed) (Stress level)
13 Initially, it was easier to control the robot arms with Mode 1 rather than
Mode 2. (Ease of use)
14 After a certain number of repetitions, it was easier to control the robot
arms with Mode 1 rather than Mode 2. (Ease of use)
When only manipulated robot arm change process (manipulated arm
15 transition) is considered, |1 would prefer Mode 2 over Mode 1
(Preference)
16 When only manipulation of robot arm is considered, | would prefer
Mode 2 over Mode 1. (Preference)
17 Generally, I would prefer to use the system with Mode 2 rather than

Mode 1. (Preference)
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Table 5.4. Questionnaire answers

Subject #

Question #

10
11
12
13
14
15
16
17
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The answers to the questions vary between 1 and 5. The corresponding meaning
of each number is given in Table 5.5.

Table 5.5. Answers and meanings

Answer Meaning
1 | strongly disagree
2 | disagree
3 | am neutral
4 | agree
5 I strongly agree

For the questions from 1 to 12, the lower values indicate better results in terms of
overall systems’ and given task’s usability and ease of use. For questions 13 and 14, the
lower values indicate the system was easy to use in Mode 2, haptic enabled mode. For
questions 15, 16, and 17, the higher values indicate user prefers to use haptic enabled
mode, Mode 2 over haptic disabled mode, Mode 1.

When the given answers are considered, Subject 6 can be said to be an outlier.
Because of two reasons. Firstly, during the experiment’s first set, the subject had not
considered the user manual presented and the user interface; secondly, even though the
subject was successful at finishing the task in the second and third sets without any
failures, the subject did not consider themselves successful.

The results can be investigated also in two sections as implemented teleoperation
systems’ performance in terms of user experience and the effect of haptic feedback on the

system.

5.2.2.1. Results on Overall System

In Table 5.6. the questionnaire answers measure the mental/sensory effort of the
subject, the physical effort of the subject, time pressure felt by the subject, subject
performance, task difficulty, and stress level of the subject for the given task and overall
system presented.

Mental/sensory effort: When the answers to questions 1 and 7, which measure

the mental/sensory effort of the subject, are investigated, enabling haptic feedback
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reduces the mental and perceptual difficulty of the task. However, the overall system,
with or without haptic feedback, requires mental and perceptual effort from the user.

Table 5.6. Questionnaire answers for Mode 1 and Mode 2

Question #
subjects 1702|813 |9]4|10]5]|12]6]12
4| 2 4 !2 3] 2] 32
414 3 3] 3 4 3
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Physical effort: When the answers to questions 2 and 8, which measure the
physical effort of the subject, are investigated, similar to mental/sensory effort, haptic
feedback reduces the physical activity of the subjects. Also, compared to the mental and
perceptual effort needed, the implemented system requires less physical effort from the
user.

Time pressure: When the answers to questions 3 and 9, which measure the time
pressure felt by the subject during the execution of the given task, are investigated, it can
be said that the haptic feedback reduces the time pressure felt by the user. Also with haptic
enabled mode, Mode 2, none of the subjects felt significant time pressure while with
haptic disabled mode, Mode 1, the time pressure is present for some subjects.

Performance: When the answers to questions 4 and 10 which want the subject to
rate their performance are investigated, none of the subjects rated themselves below 3,
for both Mode 1 and Mode 2. This indicates all the subjects think of themselves as
successful.

Task difficulty: When the answers to questions 5 and 11, which measures the
task difficulty, are investigated, and when compared to questions 1, 7, 2, and 8 it can be
deduced that the given task was easy, but the overall system was not easy to use especially
in haptic disabled mode, Mode 1.
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Stress level: When the answers to questions 6 and 12, which measure the stress
level during the task execution, are investigated, there is a significant difference between
Mode 1 and Mode 2. Moreover, none of the subjects felt stressed, especially when haptic
feedback is present, in Mode 2.

In Table 5.7. The task completion times are given for each set with Mode 1 and
Mode 2. Comparing the subject with each other in terms of task completion time would
not yield meaningful results on learning curve and/or ease of use of the overall system
and/or the effect of haptic feedback. Because each user is an individual with different
background for instance, some of the subjects are gamers while other have never played
video games, some of the subjects have experience with teleoperation while some other
has never used a teleoperation system. This is why comparing the percentages of each
user with their results in different sets with the same modes is calculated. The calculation
is done as shown in (5.1). And the results of the calculation are presented in Table 5.8.

tset(iymode; TEPresents the task completion time of set i and mode j. The calculations are

done to compare sets 1-2, 1-3, and 2-3 for both Modes.

Table 5.7. Task completion time of each subject

Time in Seconds

Test# Set 1 Set 2 Set 3
Subject # Model | Mode2 | Model | Mode2 | Model | Mode 2
1 206 185 165 148 168 125
2 243 142 129 90 138 64
3 415 198 277 137 246 173
4 436 179 246 236 296 194
5 626 369 324 190 252 189
7 485 407 292 261 383 281
% — tSet(i+1)M0dej 100 (51)

tSet(i)Modej

For Table 5.8, the percentages are calculated and presented under set numbers. In
other words, percentages compare the completion time of the later set to the previous set.

The values bigger than 100% indicate that the completion time is longer than the previous.

61



For both Mode 1 and Mode 2 there is a significant time percentage difference between
sets 1 and 2. Which indicates there is a learning curve. However, the same does not apply
to the time percentage difference between 2 and 3. This might be because, as explained
in the previous chapter, all the subjects had their familiarization time with the system and

the subjects might have reached a plateau in their learning curve.

Table 5.8. Task completion time % between sets

Test # Mode 1 Mode 2

Subject Set1-2 | Set2-3 | Set1-3 | Set1-2 | Set2-3 | Set1-3

1 80.1% | 101.8% | 816% | 80.0% | 845% | 67.6%

2 531% | 105.4% | 560% | 634% | 711% | 451%

3 66.7% | 888% | 59.3% | 69.2% | 1263% | 87.4%

4 56.4% | 1203% | 67.9% | 131.3% | 82.6% | 108.4%

5 518% | 77.8% | 403% | 51.5% | 995% | 51.2%

7 602% | 131.2% | 790% | 641% | 107.7% | 69.0%

Average 614% | 1042% | 64.0% 76.6 % 95.3 % 71.4 %
Standard

Seviation 106% | 196% | 155% | 283% | 200% | 23.4%

It should be noted that repeating the same task only three times would not give a
meaningful result on learning curve. In fact, giving user manual and providing the users

with a familiarization time was aimed to negate the learning curve.

5.2.2.2. Effect of Haptic Feedback

As previously discussed, the results of questionnaire answers given to questions
1 to 12, show that there is a significant difference between haptic disabled and haptic
enabled modes, Mode 1 and Mode 2 respectively.

In Table 5.9. the questionnaire answers for questions from 13 to 17 are presented.
These questions are formulated to determine user preferences. For questions 13 and 14,
lower values mean haptic enabled mode is better. On the other hand, for questions 15, 16,

and 17, higher values mean haptic enabled mode is better in terms of user experience.
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The answers to question 13, which is an ease-of-use question that compares initial
user experience between Mode 1 and Mode 2, show haptic enabled mode is initially far
superior to the haptic disabled mode. The answers to question 14, which is an ease-of-use
question that compares user experience between Mode 1 and Mode 2 after repetitions,
show that there is a significant difference between Mode 1 and Mode 2. However, when
compared to answers given to question 13, some users after repetitions do not have a
preference. This result might indicate, for some subjects, haptic feedback is a way to make

learning simpler, and after the learning period, the effect of haptic feedback is negated by

experience.
Table 5.9. Questionnaire answers on comparison and preference
Question #
Subject #
1
2
3
4
5
7 4
Average 1.2 1.7 45 4.0 45
Standard Deviation 0.4 1.0 0.8 0.6 0.5

The answers to questions 15, 16, and 17 measure user preference between haptic
enabled and haptic disabled modes. Question 15 only compares Mode 1 and Mode 2
during the arm selection process. The answers given to question 15 show that subjects
prefer to use haptic feedback during the arm selection process. Question 16 only compares
Mode 1 and Mode 2 during the arm manipulation process. The answers given to question
16 show that subjects prefer to use haptic feedback during the arm manipulation process.
When answers of 15 and 16 are compared, it is apparent subjects prefer to use haptic
feedback for the arm selection more than they prefer to use haptic feedback for arm
manipulation. The answers to question 17 show all the subjects prefer to use the haptic

feedback enabled system over the haptic disabled system in general.



To measure the effect of haptic feedback on the completion time of the tasks, a
calculation is done. Because comparing the subject within themselves would not yield
meaningful results. From Table 5.7, calculations are done as shown in (5.2) to calculate
the percentage difference between Mode 1 and Mode 2 in each set of tests for each

subject. The results are presented in Table 5.10.

0 = Modez 1 (5.2)

tMode1

Table 5.10. Task completion time % between Mode 1 and Mode 2

Test # Setl Set 2 Set 3
Subject # Mode 1 | Mode2 | Mode 1 | Mode 2 | Mode 1 | Mode 2

1 89.8 % 89.7 % 74.4 %

2 58.4 % 69.8 % 471 %

3 47.7 % 49.5 % 70.3 %

4 41.1 % 95.5 % 65.5 %

5 58.9 % 58.6% 75.0 %

7 83.9 % 89.4 % 73.4 %

Average 63.3 % 75.4 % 67.6 %
Standard Deviation 19.5% 18.9 % 10.7 %

In Table 5.7 the lower percentage values mean haptic enabled mode resulted in
faster task completion durations. The results of every set indicate that enabling haptic
feedback results in a shorter task completion time. In conclusion, it can be said that the

haptic feedback has a positive effect on this task.
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CHAPTER 6

CONCLUSIONS

A soft real-time teleoperation system is implemented for the teleoperation of soft
manipulators of an underwater robotic squid in hardware-in-the-loop simulation. This
study presents a haptic enabled interface of multi-master multi-slave teleoperation. Two
virtual worlds are created for the system. One is for model mediated teleoperation which
runs on the master system computer and the other is for hardware-in-the-loop simulation
which runs on the simulation computer. Hardware-in-the-loop simulation simulates a
virtual world to copy the real-world interactions that are to be conveyed to the master
computer via the communication channel of the model mediated teleoperation. The real-
time operation is validated with experiments. Additionally, to investigate the overall
system’s usability and the impact of the haptic feedback on the system user experiments
are conducted.

All the subjects successfully completed the given tasks for user experiments. The
results were obtained based on the task completion time and questionnaire responses. On
one hand, answers to the questionnaire reflect the user experiences and preferences, and
on the other hand, task completion time gives a quantitative comparison between haptic
enabled and haptic disabled modes.

The answers given to the questionnaire by the subjects suggest task difficulty was
harder than it should be, and the system was not easy to use. i.e., the resultant
teleoperation system is hard to use, and/or the defined task is too demanding for
inexperienced users. However, the answers provided for the questionnaire and the task
completion time show that the haptic feedback increases the system's usability.

The subject number is only 7 for this thesis. Although the sample size is small,
the results indicate a future investigation on this subject may be conducted. As future
work, experiments can be extended (1) by formulating different task scenarios that may
be easier to work and (2) to include at least 30 subjects to have meaningful results and a

meaningful comparison between haptic enabled and disabled modes.
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APPENDIX A

PROBABLE PROBLEMS

The only problem without a complete solution is the processing speed of SOFA.
Unless otherwise specified, SOFA operates using only a single core of the computer's
processor. This issue can be addressed using the "MultiThreading™ plugin of SOFA. This
plugin enables SOFA to utilize all cores of the computer's processor in parallel. In contrast
to using a single core, this provides noticeable speed gains. However, it is not the
definitive solution to the speed issue. Additionally, SOFA does not utilize the graphics
card on the computer unless specified otherwise. There is a development interface called
CUDA, especially used by Nvidia graphics cards, which facilitates the use of the graphics
card on the computer. Despite having a SOFA plugin named "SOFACuda," there are
integration issues. These integration problems stem from the fact that the simulation is
written in the Python language and the plugin that provides cable actuation methods -
mentioned earlier - is the source of the issue. Communication has been established with
the developers of the plugin related to this problem, but as of the writing date of this
report, the issue has not been resolved. In conclusion, SOFA, particularly used for
visualization, is unable to utilize the graphics card on the computer.

Another encountered issue is related to the drivers of haptic devices on Ubuntu.
Initially, this issue arises from the haptic device manufacturer not keeping up with the
latest Ubuntu version. As of the information accessed during the writing of the report, the
most recent update date for haptic device drivers is April 22, 2022, and this update is for
Ubuntu 20.04 released on April 23, 2020. The latest version of Ubuntu, Ubuntu 22.04,
was released on April 21, 2022. Programs used for software development, such as SOFA
and ROS, follow the latest version of Ubuntu. This implies that the entire system needs
to operate on older versions due to outdated haptic device drivers. Furthermore, after the
latest Ubuntu 20.04 update, updated haptic device drivers are unable to run two identical
haptic devices simultaneously. Among the two USB-connected and one ethernet-
connected haptic devices we have, two USB-connected devices cannot be used
simultaneously. Therefore, this issue has been resolved by using one USB-connected

device and one ethernet-connected device.
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APPENDIX B

APPROVAL FORM & QUESTIONNAIRE

iZMiR YUKSEK TEKNOLOJI ENSTITUSU
FEN VE MUHENDISLIK BiLIMLERI
BILIMSEL ARASTIRMA VE YAYIN ETIiK KURULU

BIiLGILENDIRILMIS ONAY FORMU

Sizi Izmir Yiiksek Teknoloji Enstitiisii, Mithendislik Fakiiltesi, Makine Miihendisligi 6gretim
ityesi Prof. Dr. Mehmet Ismet Can Dede tarafindan yiiriitiilen, “Kablo ile Eylenen Yumusak
Robot Kollarinin Coklu Haptik Arayiizlerle Teleoperasyonunda Haptik Geribeslemenin
Etkisi” basglikli arastirmaya katilmaya davet ediyoruz. Asagida ayrintili bilgileri verilen
calismaya katilmadan 6nce bu formun okunmasi 6nem tasinmaktadir. Bu arastirmaya
katilmak tamamen kendi iradenizle olmasi kosulu esasina dayanmaktadir. Arastirmaya
katilmama ya da istediginiz zaman, hi¢bir sebep gdstermeden ayrilma hakkina sahipsiniz.
Arastirma hakkinda anlamadiginiz herhangi bir konuyu cekinmeden sorun. Elde edilecek
kisisel bilgiler tamamen gizli tutulacak olup, anket sonuglarindan derlenecek istatistiki bilgiler
proje sonuglarinin degerlendirilecegi raporlarda ve bilimsel yayinlarda kullanilacaktir.

1. Cahismanin Amaci

4 adet yumusak robot kolunun kablo ile siiriilerek ¢ift yonlii (haptik geribeslemeli)
teleoperasyon ydntemi ile kontrol sisteminin olusturulmasi, olusturulan teleoperasyon
sisteminin bilgisayar ortaminda simiilasyonu ve olusturulan kontrol sistemindeki haptik
geribeslemenin etkisinin belirlenmesi amaglanmaktadir. Sistem, 2 ana kontrolcii ve 1 ana
bilgisayardan olusmaktadir. Simiilasyon; ana bilgisayar icerisinde modellenmis kollarin ve
gdrev uzayimn bulundugu bir sanal diinyada yapilmaktadir. Modellenmis 4 kolun birisinin
ucuna kamera takilmis, birisinin ucuna 151k takilmig ve kalan 2 kol da tammli gérevler igin
olusturulmustur. Operatdr, ana kontrolciileri kullanarak sanal diinyada modellenen dért
yumusak robot kolunu manipiile edecektir. Operatérden verilen gérev senaryolarini
tamamlanmasi istenecektir. Verilecek gérev senaryolari, sistemin tanimlanan biitiin
kapasitesinin kullanilmasi i¢in olusturulmus simiilasyon senaryolaridir. Senaryolarda
operatér 4 yumusak robot kolunu ayni anda iki tanesini aktif kullanacak olup; iki ana
kontrolciiyle afil olan diger iki robot kolu arasinda gecis yapacaktir. Verilen gérev
senaryolari; haptik geribesleme etkisinin &l¢tilmesi icin iki ayr set seklinde yapilacak olup,
her iki sette de ayni gérev senaryosu simiile edilecektir. Testler sonucunda, haptik
geribeslemenin kablo siiriiciilii yumusak robot kollar: iizerinde etkisini 6lcmek fizere 17
sorulu bir anket yapilacalktir.

2. Cahsmanin Siiresi: 5 giin

3. Planlanan Katihmei Sayisi: 7 kisi

4. Arastirmada Yapilacak Genel isler (Sorular hakkinda genel bilgi, soru sayisi, ortalama
cevaplama siiresi)

Katilimeilarin her birine §grenme egrisinin géz ardi edilebilmesi igin, bir kullamim kilavuzu
verilecektir. Ayrica, kullanicinin istegi dogrultusunda 5 dakikadan az, 10 dakikadan fazla
olmamak kaydiyla olusturulan simiilasyon {izerinde gérev senaryolari, haptik geribesleme ve
grafik kullanici arayiizii olmaksizin alisma siiresi tamnacaktir. Daha sonra kullanicilara
tanimli gérev senaryolari verilecektir. Bu senaryolar haptik geribesleme a¢ik ve kapali olarak
2 ayr1 set olarak yapilacaktir. Bu iki setten ilkinin hangisi olacag1, yine 63renme egrisini géz
ard1 edebilmek icin, rastgele belirlenecektir. Her kullanici igin biitlin testler 3 defa

tekrarlanacak ve G3renme egrisinin gercekten géz ardi edilip edilememegi belirlenecektir.

Figure B.1 Informed approval form for user experiments — page 1 of 2
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IZMIiR YUKSEK TEKNOLOJI ENSTITUSU
FEN VE MUHENDISLIK BILIMLERI
BILIMSEL ARASTIRMA VE YAYIN ETiK KURULU

Her kullanici toplamda 6 testi tamamlamus olacaktir. Her kullanic1 5-10 dakika alisma stiresi,
2-5 dakika bir test seti ve test setleri arasinda 10 dakika bekleme stiresi olmak iizere toplamda
31-40 dakika test i¢in ayirmas: gerekmektedir. Bunun yaninda 17 sorulu anketin ortalama
cevap siiresi 5 dakikadir. Yani kullanicinin neticede 36-45 dakikasini ayirmasi
beklenmektedir.

Katihm Onay1:

Yukarida vapilan acgiklamalari okudum ve anladim. Arastirma hakkinda yazili ve sézli
aciklama tarafima yapildi, sorularimi sordum ve tatmin edici yanitlar aldim. Istedigim zaman
arastirmadan ayrilma hakkina sahip oldugum bilinci ile calismaya géniillii olarak katilmayi
onayliyorum. Bu formun bir kopyasi tarafima verildi.

Katilimcinin adi soyadi: Tarih: _ / /2023

Katilimcinin imzasi:

Yiiriitiiciiniin adi soyadi: Prof. Dr. Mehmet fsmet Can Dede

Yilriitiicliniin imzasi:

Figure B.2 Informed approval form for user experiments — page 2 of 2

Table B.1 Questionnaire for the user experiments

1. Bolim

Lutfen her soruyu 1. Moda goére cevaplayin.

Puan 1 2 3 4
Soru

Gorev, asiri zihinsel ve/veya algisal aktivite
gerektiriyordu. (Ornegin disiinme, karar verme,
hesaplama, hatirlama, bakma, arama vb.)
(Zihinsel/Duyusal Caba)

Goreyv, asiri fiziksel aktivite gerektiriyordu.
(Ornegin, itme, cekme, déndiirme, kontrol
etme, harekete gecgirme vb.) (Fiziksel Efor)

Gorev 6gelerinin olusma hizi nedeniyle asiri
zaman baskisi hissettim. (Gorev yavas ve yavas
ya da hizli ve ¢ilgin olarak distintldigiinde)
(zaman Baskisi)

(cont. on next page)

74



Table B.1 (cont.)

Yapmam gerekenleri yapmakta basarili
olmadigimi disiinliyorum ve/veya
basardiklarimdan memnun degilim.
(Performans)

Gorev zorlu, karmasik ve titizlik gerektiriyordu.
(Kolay, basit ve toleransliya karsi) (Gorev
Zorlugu)

Endiseli, kaygili, gergin ve rahatsiz hissettim.
(Sakin, rahat, uysal ve gevsemise karsi) (Stres
Seviyesi)

2. Boliim

Lutfen her soruyu 2. Moda goére cevaplayin.

Puan
Soru

1

2

Gorev, asiri zihinsel ve/veya algisal aktivite
gerektiriyordu. (Ornegin diistinme, karar verme,
hesaplama, hatirlama, bakma, arama vb.)
(Zihinsel/Duyusal Caba)

Goreyv, asiri fiziksel aktivite gerektiriyordu.
(Ornegin, itme, cekme, déndiirme, kontrol
etme, harekete gecirme vb.) (Fiziksel Efor)

GoOrev 0gelerinin olusma hizi nedeniyle asiri
zaman baskisi hissettim. (Gorev yavas ve yavas
ya da hizli ve ¢ilgin olarak distnildigiinde)
(Zaman Baskisi)

10

Yapmam gerekenleri yapmakta basarili
olmadigimi disiintiyorum ve/veya
basardiklarimdan memnun degilim.
(Performans)

11

Gorev zorlu, karmasik ve titizlik gerektiriyordu.
(Kolay, basit ve toleransliya karsi) (Gorev
Zorlugu)

12

Endiseli, kaygili, gergin ve rahatsiz hissettim.
(Sakin, rahat, uysal ve gevsemise karsi) (Stres
Seviyesi)

(cont. on next page)
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Table B.1 (cont.)

3. Boliim

Lutfen her soruyu iki modu da dikkate alarak cevaplayin.

Puan
Soru

1

2

3

13

Baslangicta, gorevi 1. Mod ile kontrol etmek, 2.
Moda goére daha kolaydi. (Kullanim kolayligi)

14

Belirli bir tekrardan sonra, robot kollarini 1.
Mod ile kontrol etmek, 2. Moda gére daha
kolaydi. (Kullanim kolayligr)

15

Sadece robot kollari arasi gecisler (robot kolu
degistirme) dustnuldigiinde 1.Mod yerine
2.Mod ile kullanmayi tercih ederim. (Tercih)

16

Sadece robot kolu manipilasyonu
distnildiginde 1.Mod yerine 2.Mod ile
kullanmayi tercih ederim. (Tercih)

17

Genel olarak robot kollarini 1. Mod yerine 2.
Mod ile kullanmayi tercih ederim. (Tercih)
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APPENDIX D

SPECIFICATIONS

Table D.1 Technical Specifications of Haptic Devices

Specification

Geomagic Touch

Geomagic Touch X

Workspace

> 431 W x 348 Hx 165 D
mm

>355Wx228Hx180D
mm

Footprint (physical area
the base of the device
occupies on a surface)

~168 W x 203 D mm

~168 W x 184 D mm

Weight ~1.42 kg ~3.257 kg
Range of Motion Hand movement pivoting at wrist
Nominal Position ~0.055 mm ~0.023 mm
Resolution

Backdrive Friction <0.26 N <0.06 N
Maximum Exertable Force 3.3N 79N
(at nominal orthogonal

arms position)

Continuous Exertable > .88 N >1.75N
Force (24 hrs)

Stiffness X axis >1.26 N/ mm X axis > 1.86 N/ mm

Y axis > 2.31 N/mm
Z axis > 1.02 N/mm

Y axis > 2.35 N/mm
Z axis > 1.48 N/mm

Inertia (apparent mass at ~45¢ ~35¢
tip)

Force Feedback X, Y, Z

Position Sensing X, Y, Z (digital encoders)

Stylus gimbal Pitch, roll, yaw (= 5% Pitch, roll, yaw (Magnetic
linearity potentiometers) absolute position sensor,
14-bit precision.)
Interface USB 2.0 Ethernet
OpenHaptics® SDK, Yes Yes

Unreal®, Unity®
compatibility
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