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Özet

Bu projede geçirgen ince bir malzeme ile kaplanm�³ bir cismin ve/veya �zik-
sel özelliklerinin birkaç düzlem dalga ile sabit bir frekansta ayd�nlat�larak
bulunmas� problemi ele al�nm�³t�r. �teratif regülarize Newton metodu ve
do§rusal olmayan integral denklem tabanl� çe³itli tersini alma algoritmalar�
önerilmi³tir. S�n�r de§er problemlerinin klasik Newton iterasyonlar� ile ortaya
ç�kan çözümleri matris vektör çarp�mlar� ile yerde§i³tirildi§i için hesaplama
aç�s�ndan metodlar etkindir. Sentetik veri üretmek için spektral olarak has-
sas bir düz problem çözümü detayl� olarak sunulmu³tur. Düz problem çözüm
metodunun ve kaplama bulma metodunun uygulanabilirli§i say�sal örneklerle
gösterilmektedir.

Anahtar kelimeler: integral denklemler, ters problemler, spektral metod-
lar, GESK, küresel harmonikler, Tikhonov regülarizasyonu, Fréchet türevi,
Newton-tipi metodlar
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Abstract

In this project the problems of reconstruction an obstacle coated with a thin
layer of an penetrable material or/and its physical properties from measure-
ments for a few incident plane waves at a �xed frequency are considered.
Several inversion methods based on an iteratively regularized Newton-type
method and nonlinear integral equations are proposed. The methods are ef-
�cient from the computational point of view since the solutions of boundary
value problems appearing in the classical Newton iteration are replaced by
matrix-vector products. To generate synthetic data a detailed description of
a spectrally accurate method for the direct problem is presented. The feasi-
bility of the direct solution method and the coating reconstruction method
is illustrated by numerical examples.

Keywords: integral equations, inverse problems, spectral methods, GIBC,
spherical harmonics, Tikhonov regularization, Fréchet derivative, Newton-
type methods
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Chapter 1

Introduction

The generalized impedance boundary conditions (GIBC's) are used to model
obstacles coated with a thin layer of a penetrable material, obstacles with
corrugated surfaces or to model more accurately imperfectly conducting ob-
stacles. These boundary condition were introduced in 1940s in the area of
electromagnetic for modeling of an electromagnetic wave propagation over
irregular terrains, Senior and Volakis (1995). Since then GIBC's are used
for simplifying the analytical solutions or reducing the cost of numerical
solutions for problems involving complex structures not only in electromag-
netics Duru�é et al. (2006) but also in many other disciplines, in particu-
lar, three-dimensional acoustic problems, Antoine et al. (2001); Antoine and
Barucq (2005); Haddar et al. (2005); Bourgeois and Haddar (2010); Kateb
and Le Lou�er (2016).

The inverse problems we are interested in are to determine the surface
impedance functions or/and boundary shape of an obstacle from the knowl-
edge of the far �eld pattern for a few incident plane waves. This problem
appears in practical application such as NDT for detecting porosity, recon-
struction of surface roughness or coating thickness, Aslanyürek and Sahintürk
(2014), for modeling related to stealth technology or antennas, Bourgeois
et al. (2011). Additionally, it is motivated by the need to minimize the wave
re�ected by the obstacle in some directions what can be achieved by intro-
ducing a coating on the surface of the obstacle. The GIBC we are considering
is written as follows

∂u

∂ν
+ ik(λ−Div µGrad)u = 0, on Γ

where Grad and Div are surface gradient and surface divergence operators
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on the surface Γ and ν is the outward unit normal vector to Γ.
The literature overview for the inverse GIBC related problems in two

dimensions reveals the following research results. In the case of Leontovich
boundary condition, i.e. µ ≡ 0, the problem for reconstruction the impedance
and the shape of the obstacle is well-studied, see e.g. Liu et al. (2007). The
numerical solution for the general case µ 6= 0 was investigated by Bourgeois
et al. (2011); Bourgeois and Haddar (2010) with the aid of variational for-
mulation for the solution of the direct problem and by Kress (2018) with
the solution method completely based on the boundary integral equations.
Assuming that the boundary Γ is also unknown the variational approach was
extended to the simultaneous reconstruction of the shape and the impedance
functions, Bourgeois et al. (2012). A closely related inverse scattering prob-
lems with generalized oblique derivative boundary condition was considered
in Wang and Liu (2015) and the linear sampling method was developed for
the shape reconstruction, Wang and Liu (2016).

Regarding the inverse GIBC related problems in three dimensions the
currently available literature is scarce. For the inverse impedance problem a
nonlinear boundary integral equation approach was proposed in Ivanyshyn
and Kress (2011) for the case of Leontovich boundary condition. Further-
more, the theoretical study on the boundary integral equation methods for
the direct scattering problem with generalized impedance boundary condi-
tion was recently undertaken by Kress (2016).

During this project we developed reconstruction algorithms based on an
iteratively regularized Newton-type method and nonlinear boundary integral
equations. Extending the study of Ivanyshyn and Kress (2011) to the second
order boundary condition we employ an analogue of the Huygens' principle
for GIBC for deriving a system of nonlinear integral equations equivalent to
the inverse problem and propose several ways of its stable solution.

The report is organized as follows. In Chapter 2 we formulate a di-
rect boundary value problem for the Helmholtz equation with GIBC in 3D,
present its analytical solution for a special case and a spectrally accurate
method for its numerical solution. Additionally, we develop a numerical
method for the modi�ed Helmholtz equation with GIBC in 2D. Chapter
3 is dedicated to the inverse problems under consideration. In particular,
the question of uniqueness is addressed and iterative inversion schemes are
proposed. Chapter 4 is allocated for the detail descriptions for the imple-
mentation of the proposed methods and for the validation of the methods by
numerical examples. Discussions and outlook are summarized in Chapter 5.
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Chapter 2

Direct boundary value problems
with GIBC

In this chapter we review known results for the direct problems, �nd ana-
lytical solutions for special cases and develop numerical solution methods.
Whereas the direct and inverse problems for the Helmholtz equation with
GIBC in 2D is well-studied, there are fewer results for the Helmholtz BVP
in 3D. In addition to the Helmholtz equation in 3D we mention some re-
sults to the closely related problems such as Laplace equation in 3D and the
modi�ed Helmholtz equation in 2D.

2.1 Helmholtz equation in 3D

To generate synthetic data for the inverse problem we �rstly review the known
results for the direct problem. Mathematically, the direct scattering prob-
lem for an obstacle with generalized impedance boundary condition can be
stated as follows. Let D ⊂ R3 be a simply connected bounded domain with
boundary Γ. Given the incident plane wave ui(x) = eik x·d with wave number
k > 0 and the direction of propagation d the scattering problem consists in
�nding the total �eld u = us+ui such that u satis�es the Helmholtz equation

∆u+ k2u = 0 in R3 \ D̄, (2.1)

the generalized impedance boundary condition (GIBC)

∂u

∂ν
+ ik(λ−Div µGrad)u = 0, on Γ (2.2)
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where Grad and Div are surface gradient and surface divergence operators
on Γ and ν is the outward unit normal vector to Γ. For brevity of notations,
we introduce the di�erential operator

G(λ, µ;u) = ik(λ−Div µGrad)u.

The scattered �eld has also to satisfy the Sommerfeld radiation condition

lim
r→∞

r

(
∂us

∂r
− ikus

)
= 0, r = |x|. (2.3)

uniformly with respect to all directions. The Sommerfeld radiation condition
guarantees the following asymptotic behavior of the scattered �eld

us(x) =
eik|x|

|x|

{
u∞

(
x

|x|

)
+O

(
1

|x|

)}
, |x| → ∞.

uniformly in all directions with the far �eld pattern u∞ de�ned on the unit
sphere S2, Colton and Kress (2013b).

2.1.1 Well-posedness

Due to Kress (2016) we have the following well-posedness for the boundary
value problem (2.1)-(2.3).

Theorem 2.1 Let D ⊂ R3 be a bounded domain with a connected boundary
Γ of Hölder class C4,α. Assume λ ∈ C1(Γ), µ ∈ C2(Γ) with Reλ, Reµ ≥ 0
and |µ| > 0. Then there exists a unique solution u ∈ H2

loc(R3 \ D̄) to (2.1)�
(2.3).

Proof. For the sake of completeness, we recall the ideas of proof presented in
Kress (2016, 2018). Since u|Γ ∈ H

3
2 (Γ) GIBC has to be understood in the

weak sense∫
Γ

(
η
∂u

∂ν
+ ikληu+ ikηGrad η ·Gradu

)
ds = 0, ∀η ∈ H

3
2 (Γ). (2.4)

By Rellich's lemma, (Colton and Kress, 2013b, Theorem 2.13), the direct
problem has at most one solution provided Reλ, Reµ ≥ 0.

The solution is represented as the combined layer potential

us(x) =

∫
Γ

{
Φ(x, y) + i

∂Φ(x, y)

∂ν(y)

}
ϕ(y) ds(y), x ∈ R3 \ D̄, ϕ ∈ H

3
2 (Γ),
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where Φ(x, y) =
1

4π

eik|x−y|

|x− y|
, x 6= y is the fundamental solution to the Helmholtz

equation in R3.
Substituting it into GIBC (2.2) and using the jump relations of layer

potentials yields equivalence of (2.1)�(2.3) to the integro-di�erential equation

ϕ−K ′ϕ− iTϕ− G(λ, µ;Sϕ+ iϕ+ iKϕ) = 2
∂ui

∂ν

∣∣∣∣
Γ

+ 2G(λ, µ;ui|Γ),

where S and K are the single- and double-layer potential operators, corre-
spondingly are de�ned by

(Sϕ)(x) := 2

∫
Γ

Φ(x, y)ϕ(y) ds(y), (2.5)

(Kϕ)(x) := 2

∫
Γ

∂Φ(x, y)

∂ν(y)
ϕ(y) ds(y), (2.6)

and K ′ϕ := ∂Sϕ
∂ν
, Tϕ := ∂Kϕ

∂ν
are their normal derivatives. The operator

(K ′ϕ)(x) := 2

∫
Γ

∂Φ(x, y)

∂ν(x)
ϕ(y) ds(y) (2.7)

is adjoint to the operator K with respect to L2 bilinear form. The statement
is completed by showing that the modi�ed Laplace-Beltrami operator ϕ 7→
−Div Gradϕ + ϕ is an isomorphism from H

3
2 (Γ) onto H−

1
2 (Γ), employing

boundedness of S,K : H
3
2 (Γ) → H

5
2 (Γ) in the case Γ being of Hölder class

C4,α, Kirsch (1989), using compact embedding I
H

1
2 (Γ)↪→H−

1
2 (Γ)

and �nally

applying the Riesz theory. 2

Newly the following existence result was proved under the weaker conditions
on the boundary and the surface impedance functions, Colton and Kress (to
appear).

Theorem 2.2 Let D ⊂ R3 be a bounded domain with a connected boundary
Γ of Hölder class C3,α. Assume λ ∈ C(Γ), µ ∈ C1(Γ) with Reλ, Reµ ≥ 0
and |µ| > 0. Then there exists a unique solution u ∈ H1,1

loc (R3 \ D̄) = {u ∈
H1

loc(R3 \ D̄) : u|Γ ∈ H1(Γ)} to (2.1)�(2.3).

5



2.1.2 Boundary Integral Equation Method

We seek the scattered �eld us ∈ H2
loc(R3 \ D̄) in the form of a single-layer

potential

us(x) =

∫
Γ

Φ(x, y)ϕ(y) ds(y), x ∈ R3 \ D̄, (2.8)

where Φ(x, y) =
1

4π

eik|x−y|

|x− y|
, x 6= y is the fundamental solution to the Helmholtz

equation in R3 and ϕ ∈ H 1
2 (Γ). Substituting the total �eld to the boundary

condition (2.2) and using the jump relations for the single-layer potential,
Colton and Kress (2013b), we obtain the following integro-di�erential equa-
tion

ϕ−K ′ϕ− G(λ, µ;Sϕ) = 2
∂ui

∂ν

∣∣∣∣
Γ

+ 2G(λ, µ;ui|Γ) (2.9)

It is shown, Kress (2016), that the operator A(λ, µ; ·) : H
1
2 (Γ)→ H−

1
2 (Γ)

de�ned by
A(λ, µ;ϕ) := ϕ−K ′ϕ− G(λ, µ;Sϕ) (2.10)

has a bounded inverse provided k2 is not a Dirichlet eigenvalue for the neg-
ative Laplacian in D. Hence, our synthetic data u∞ ∈ L2(S2) can be found
as following

u∞(x̂) =
1

4π

∫
Γ

e−ikx̂·yϕ(y) ds(y), x̂ :=
x

|x|
∈ S2.

2.2 Analytical solutions

In this section we present analytic solutions to the exterior boundary value
problems for the Helmholtz and Laplace equation with GIBC in the case of
a ball and constant surface impedance functions.

2.2.1 Helmholtz BVP with constant impedances

Let D be a ball of radius R centered at the origin and let λ, µ be constants
such that Reλ ≥ 0, Reµ ≥ 0, |µ| > 0.

To start, we use the facts that spherical harmonics form a complete or-
thonormal system in L2(S2) and that any radiating solution can be rep-
resented in terms of spherical Hankel functions of the �rst kind h

(1)
n and

spherical harmonics Y m
n , Colton and Kress (2013b).
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Theorem 2.1 The functions {Y m
n : |m| ≤ n, n ∈ N ∪ {0}} are complete in

L2(S2); i.e. every function f ∈ L2(S2) can be expanded into a generalized
Fourier series in the form

f =
∞∑
n=0

n∑
m=−n

(f, Y m
n )L2(S2)Y

m
n .

The series can also be written as

f(x) =
1

4π

∞∑
n=0

(2n+ 1)

∫
S2
f(y)Pn(y · x)ds(y), x ∈ S2.

The convergence has to be understood in the L2-sense.

Theorem 2.2 Let k > 0 and u ∈ C2
(
R3 \ B̄[0, R]

)
satisfy ∆u + k2u = 0

in the exterior of the ball of radius R centered at the origin, B[0, R]. Fur-
thermore, assume that u satis�es the Sommerfeld radiation condition (2.3).
There exist unique αmn ∈ C, |m| ≤ n, n = 0, 1, 2, 3, ... with

u(rx̂) =
∞∑
n=0

n∑
m=−n

αmn h
(1)
n (kr)Y m

n (x̂), r > R, x̂ ∈ S2.

The series converges uniformly with all of its derivatives on compact subsets
of R3 \B[0, R].

Figure 2.1: Spherical coordinates

Since µ is a constant we can rewrite

DivS2R µGradS2R Y
m
n (x̂) = µ/R2∆S2Y

m
n (Rx̂),

7



where ∆S2 is the Laplace-Beltrami operator

∆S2u(θ, φ) =
1

sin θ

∂

∂θ

[
sin θ

∂u(θ, φ)

∂θ

]
+

1

sin2 θ

∂2u(θ, φ)

∂φ2
.

Substituting the Jacobi-Anger expansion for an incident plane wave

eikRx̂·d = 4π
∞∑
n=0

n∑
m=−n

injn(kR)Y m
n (x̂)Y −mn (d)

with incident direction d to the generalized boundary condition (2.2) and tak-
ing into account that the spherical harmonics are eigenvalues of the Laplace-
Beltrami operator, i.e.

DivS2R µGradS2R Y
m
n (x̂) = −n(n+ 1)µ/R2 Y m

n (Rx̂)

we obtain an equation for the unknown coe�cients.

amn = −4πinY −mn (d)
(kj′n(kR) + ik (λjn(kR) + µn(n+ 1)jn(kR)/R2))

kh
(1)′
n (kR) + ik(λh

(1)
n (kR) + µn(n+ 1)h

(1)
n (kR)/R2)

.

By the following we �nd the expression for the unknown far �eld patter.

Theorem 2.3 The far �eld pattern of the radiating solution to the Helmholtz
equation with the expansion

u(x) =
∞∑
n=0

n∑
m=−n

amn h
(1)
n (k|x|)Y n

m(x̂), x̂ ∈ S2

is given by the uniformly convergent series

u∞ =
1

k

∞∑
n=0

1

in+1

n∑
m=−n

amn Y
m
n .

2.2.2 Laplace BVP with constant impedances

In order to cover the case of a very small wave number, the Laplace equation
is added to the project study. Consider the following boundary value problem
with GIBC

∆u = 0 in R3 \ D̄

8



∂u

∂ν
+ (λ− µ∆Γ)u = f, on Γ

u(x) = o(1), |x| → ∞

Using the the weak form of the boundary condition we obtain and Green's
theorem ∫

D

|∇u|2 dx+

∫
Γ

(
λ|u|2 + µ|GradS2 u|2

)
ds = 0

and hence the stated BVP has at most one solution for positive impedances.
Using separation of variables and Theorem 2.1 we �nd hat the solution is

represented by

u(r, θ, φ) =
∞∑
l=0

l∑
m=−l

Bm
l r
−(l+1)Y m

l (θ, φ)

with the coe�cients given below

Bm
l =

∫ π

0

∫ 2π

0

f(θ, φ)Y m′
l′ (θ, φ) sin θdφdθ

−(l + 1)R−(l+1)−1 + λR−(l+1) + l(l + 1)µR−(l+1)
.

2.3 Modi�ed Helmholtz equation in 2D

Let D be simply connected and bounded domain in R2 with boundary ∂D.
We denote by ν the unit normal vector directed into exterior of D. Given
g ∈ H− 1

2 (∂D), µ > 0 and λ > 0 �nd a solution u ∈ H2(D) to

∆u− k2u = 0 in D (2.11)

with wave number k > 0, that satis�es

∂u

∂ν
+ k

(
λu− d

ds
µ
du

ds

)
= g on ∂D (2.12)

In the weak sense (2.12) can be considered as∫
∂D

(
ζ
∂u

∂ν
+ kλζu+ kµ

dζ

ds

du

ds

)
ds =

∫
∂D

ζgds, ∀ζ ∈ H
3
2 (∂D) (2.13)

9



µ, λ ∈ C1(D) and d
ds

is tangential derivative and s is arc length. The deriva-
tive d

ds
with respect to arc length in (2.12) has to be understood in weak

sense.
This problem arises in implicit marching schemes for the heat equation,

in Debye�Huckel theory, and in the linearization of the Poisson�Boltzmann
equation Ju�er et al. (1991); Liang and Subramaniam (1997); Russell et al.
(1989).

2.3.1 Boundary Integral Equation Method

We seek solution in the form of a single layer potential

u(x) =

∫
∂D

Φ(x, y)ϕ(y)ds(y), x ∈ D,

where ϕ ∈ H 1
2 (∂D) and

Φ(x, y) =
1

2π
K0(k|x− y|)

is fundamental solution of modi�ed Helmholtz equation in R2

K0(x) = −
(

ln
x

2
+ α

)
I0(x) + 2

∞∑
k=1

I2k(x)

k

with Euler constant α = .5772156 . . . and K0, I0 are modi�ed Bessel func-
tions. The boundary condition (2.12) is satis�ed provided ϕ solves the bound-
ary integral equation

K ′ϕ+
1

2
ϕ+ k

(
λ− d

ds
µ
d

ds

)
Sϕ = g (2.14)

where S : H−
1
2 (∂D)→ H

1
2 (∂D) and K ′ : H

1
2 (∂D)→ H−

1
2 (∂D) are bounded

integral operators de�ned by

(Sϕ)(x) = 2

∫
∂D

Φ(x, y)ϕ(y)ds(y), x ∈ ∂D

and

(K ′ϕ)(x) =

∫
∂D

∂Φ(x, y)

∂ν(x)
ϕ(y)ds(y), x ∈ ∂D.
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Theorem 2.1 For each g ∈ H− 1
2 (∂D), the boundary integral equation (2.14)

has a unique solution ϕ ∈ H 1
2 (∂D)

Proof. The boundary value problem (2.11)-(2.12) has at most one solution.
Assume that ϕ ∈ H 1

2 (∂D) and de�ne

A1ϕ =
d2

ds2
Sϕ+

∫
∂D

Sϕds

A2ϕ =
1

µ

dµ

ds
Sϕ− λ

µ
Sϕ− 1

µ
(K ′ϕ+ ϕ)−

∫
∂D

Sϕ

The operator A1 : H
1
2 (∂D)→ H−

1
2 (∂D) is invertible with a bounded inverse

and the operator A2 : H
1
2 (∂D)→ H−

1
2 (∂D) is compact. Uniqueness of BVP

yields u = 0 in D. Taking the boundary trace of u we obtain ϕ = 0. The
proof is completed by Riesz theorem. 2

Assume that the boundary ∂D, of the bounded domainD ∈ R2 is analytic
and has a 2π−periodic parametric representation of the form

∂D = {z(t) = (z1(t), z2(t)) : 0 ≤ t ≤ 2π} (2.15)

where z : R → R2 is analytic and 2π-periodic with |z′(t)| > 0 for all t. We
denote ϕ := ϕ ◦ z. The boundary integral equation (2.14) contains integrals
with smooth kernel, a weakly singular and a strongly singular kernel. We
split o� each of this singularity with the aim to compute the corresponding
integral analytically. Fo instance, we represent the tangential derivative of
the single-layer potential in the form

d(Sϕ)(t)

dt
=

1

4π

∫ 2π

0

cot
τ − t

2
ϕ(τ)|z′(τ)|dτ +

∫ 2π

0

L(t, τ)ϕ(t, τ)|z′(τ)|dτ

where

L(t, τ) = L1(t, τ) ln

(
4 sin2 t− τ

2

)
+ L2(t, τ)

and L1, L2 are smooth. The second tangential derivative of the single-layer
operator with aid of partial integration reduces to

d2(Sϕ)(t)

dt2
=

1

4π

∫ 2π

0

cot
τ − t

2
(ϕ(τ)|z′(τ)|)′dτ +

∫ 2π

0

N(t, τ)ϕ(τ)|z′(τ)|dτ
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where N is a weakly singular kernel with the logarithmic singularity. The
parametrized form of the integral equation (2.14) can be summarized in the
following compact form

Tϕ+Bϕ = g, (2.16)

where T is bounded from Hp+1[0, 2π]→ Hp[0, 2π], p ≥ 0 and has a bounded
inverse T−1 : Hp[0, 2π] → Hp+1[0, 2π]. The operator B : Hp+1[0, 2π] →
Hp[0, 2π] can be seen to be compact since all kernels are either continuous or
weakly singular. Hence from the Riesz theory (Kress, 2014, Corollary 3.6),
T + B has bounded inverse and it is injective, therefore the solution exists.
For details we refer to Ivanyshyn Yaman and Özdemir (to appear).
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Chapter 3

Inverse Problems

The inverse problems we are concerned with are formulated as following.

(IP1) Reconstruction of surface impedance functions

Given the shape Γ and the location of the obstacle D and the far
�eld pattern u∞ for several incident plane waves determine the surface
impedance functions λ and µ.

(IP2) Reconstruction of the shape of the obstacle

Given the location of the obstacle D, the surface impedance functions
λ and µ and the far �eld pattern u∞ for several incident plane waves
determine the shape Γ of the obstacle D.

(IP3) Reconstruction of the shape and the properties of the obstacle

Given the location of the obstacle D and the far �eld pattern u∞ for
several incident plane waves determine the surface impedance functions
λ and µ and the shape Γ.

3.1 Uniqueness

Before starting to solve the inverse problem we need to �gure out what is
the minimal number of far �eld patterns to guarantee the uniqueness of the
solution. Due to the result of Bourgeois, Chaulet, Haddar Bourgeois et al.
(2012) it is known that both the shape and the impedance functions are
uniquely determined by the far �eld patterns for an in�nite number of in-
cident waves with distinct incident directions and one �xed wave number.

13



The more suitable result for the numerical methods was recently found by
Cakoni and Kress, Cakoni and Kress (2013); Kress (2018), in the case of two
dimensions. They have shown that three far �eld patterns corresponding to
the scattering of plane waves with di�erent incident directions uniquely de-
termine the impedance function for a given shape Γ. Unfortunately, there is
no straightforward conclusion for the uniqueness in three dimensions. More-
over, extending the counter example given in Kress (2018), we can show
non-uniqueness for the inverse impedance problem with �nite number of far
�eld patterns corresponding to incident spherical wave.

Let D be a ball of radius R centered at the origin and let λ, µ be constants
such that Reλ ≥ 0, Reµ ≥ 0, |µ| > 0. We consider incident spherical waves
ui(x) = jn(k|x|)Y `

n (x̂), |`| ≤ n, n ∈ IN where jn is the spherical Bessel
function and Y `

n is the spherical harmonic of n degree and `th order. The
corresponding total �elds are given by

u`(x) =
(
jn(k|x|)− an h(1)

n (k|x|)
)
Y `
n (x̂).

Substituting the total �elds in the generalized impedance boundary condition
(2.2) and recalling that the spherical harmonics are eigenfunctions of the
Laplace-Beltrami operator we �nd the coe�cients

an =
k j′n(kR) + ik

(
λ+ n(n+ 1)µ/R2

)
jn(kR)

k h
(1)′
n (kR) + ik

(
λ+ n(n+ 1)µ/R2

)
h

(1)
n (kR)

. (3.1)

The denominator in (3.1) does not vanish due to Rellich's lemma and the
assumptions on the impedance coe�cients. Hence, we can choose di�erent
combinations of impedances λ and µ giving the same value of an and 2n+ 1
linear independent total �elds. Uniqueness for (IP1)�(IP3) with �nite
number of incident plane waves is an open question in 3D.

Note, this model example demonstrates also another di�culties of the
inverse impedance problem such as nonlinearity and severe ill-posedness.

In the case when the far �elds associated to plane waves with all incident
directions are known there is a uniqueness result, Bourgeois et al. (2011),
concerning identi�cation of both the obstacle D and the impedances λ, µ �
(IP3).

14



3.2 Nonlinear boundary integral equations

The main idea of the methods we propose is to replace the solution of the
inverse problems (IP1)�(IP3) by the solution of systems of nonlinear integral
equation. To derive the system we employ Green's formula, (Colton and
Kress, 2013b, Theorem 2.5), to the scattered �eld

us(x) =

∫
Γ

{
us(y)

∂Φ(x, y)

∂ν(y)
− ∂us(y)

∂ν(y)
Φ(x, y)

}
ds(y), x ∈ R3 \ D̄

and Green's theorem to the entire solution ui and Φ(x, ·)

0 =

∫
Γ

{
ui(y)

∂Φ(x, y)

∂ν(y)
− ∂ui(y)

∂ν(y)
Φ(x, y)

}
ds(y), x ∈ R3 \ D̄.

Substituting the total �eld to the boundary condition (2.2) we �nd its rep-
resentation in terms of the boundary traces, i.e., for x ∈ R3 \ D̄

u(x) = ui(x) +

∫
Γ

{
∂Φ(x, y)

∂ν(y)
u(y) + Φ(x, y)G(λ, µ;u)(y)

}
ds(y). (3.2)

Considering that the in�uence of a given object on an incident �eld is de-
scribed by a distribution of the so-called "secondary sources" along the sur-
face we may interpret (3.2) as Huygens' principle, Colton and Kress (2013b),
for generalized impedance scattering.

As the next step we recall the single- double-layer operators S,K : H−
1
2 (Γ)→

H
1
2 (Γ) de�ned by (2.5) and introduce the far �elds for single- and double-

layer operators S∞, K∞ : H−
1
2 (Γ)→ L2(S2) de�ned by

(S∞ϕ)(x̂) :=
1

4π

∫
Γ

e−ikx̂·yϕ(y) ds(y),

(K∞ϕ)(x̂) :=
−ik
4π

∫
Γ

e−ikx̂·y x̂ · ν(y)ϕ(y) ds(y).

From the jump relations for single- and double-layer potentials, the asymp-
totic behavior of the Hankel functions we derive the following theorem which
lays a foundation for the inversion method.

Theorem 3.1 For a given boundary Γ, an incident �eld ui and the corre-
sponding far �eld pattern u∞, assume that the surface impedance functions
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λ, µ and the density ϕ satisfy the system of nonlinear boundary integral equa-
tions

ϕ−Kϕ− S G(λ, µ;ϕ) = 2ui|Γ, (3.3)

K∞ϕ+ S∞ G(λ, µ;ϕ) = u∞. (3.4)

Then λ, µ are the solutions to the inverse impedance problem (IP1).

Proof
Consider the total �eld expressed via (3.2). Then its far �eld u∞ is repre-
sented by K∞ϕ+S∞ G(λ, µ;ϕ) and hence the data equation (3.4) guarantees
that the scattered �eld has a correct far �eld pattern. Recalling that ϕ = u|Γ
and taking the Dirichlet trace of (3.2) by the jump relation for layer poten-
tials, Colton and Kress (2013b), we �nd

2ϕ = 2ui|Γ + ϕ+Kϕ+ S G(λ, µ;ϕ).

Hence the �eld equation (3.3) ensures the boundary condition (2.2). 2

Note, the obtained system is ill-posed due to the data equation which contains
the compact operators with exponentially decreasing singular values.

The analogous theorems hold for the inverse problems (IP2) and (IP3).

3.3 Reconstruction of surface impedance func-

tions

We list several methods to solve the system (3.3)�(3.4), i.e. (IP1).

1. Introducing the new unknown χ = G(λ, µ;ϕ) we can interpret the sys-
tem as linear which can be solved by the Tikhonov regularization. The
unknown impedance functions are then solved from the above di�eren-
tial equation.

2. Solving the density ϕ from the �eld equation and linearizing the data
equation.

3. Reversing the order of the equations in the 2nd method.

4. Simultaneous linearization of both equations with respect to all un-
knowns
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The �rst method resembles in some way the direct approach for the in-
verse problem with the Leontovich boundary condition, Ivanyshyn and Kress
(2011). The overview of the methods 2-4 for the boundary shape reconstruc-
tion can be found for example in (Colton and Kress, to appear, Section 5),
Ivanyshyn et al. (2010). Since the �rst method was found to be less stable as
compare to the method based on the simultaneous linearization we continue
the study on the latter one, method 4.

In order to investigate the properties of the boundary integral operators
appearing in (3.3)�(3.4) we introduce a bounded linear operator A′(λ, µ; ·) :
H−1/2(Γ)→ H1/2(Γ) de�ned by

A′(λ, µ;ϕ) := ϕ−Kϕ− S G(λ, µ;ϕ)

and a bounded linear operator A′∞(λ, µ; ·) : H−1/2(Γ)→ L2(S2) de�ned by

A′∞(λ, µ;ϕ) := K∞ϕ+ S∞ G(λ, µ;ϕ).

Note that the operator A′(λ, µ; ·) is adjoint of the operator A(λ, µ; ·) de�ned
by (2.10) in the dual system < H1/2(Γ), H−1/2(Γ) > with respect to L2

bilinear form. Applying the Fredholm alternative we �nd that

Theorem 3.1 The operator A′(λ, µ; ·) : H−1/2(Γ)→ H1/2(Γ) has a bounded
inverse.

Having found the Fréchet derivatives of the operators in (3.3)�(3.4) we
are ready to formulate the fully linearized system. The inverse problem is not
uniquely solvable for one incident plane wave and uniqueness for the �nite
number of incident direction is an open problem in three dimensions. Moti-
vated by the uniqueness result in two dimensions we consider the nonlinear
system (3.3)�(3.4) for p ≥ 3 incident plane waves

ui`(x) = eik x·d` , d` ∈ S2.

Given the current approximation ϕ` = u`|Γ, ` = 1, p, λ, µ the fully linearized
system reads

A′(λ, µ;ψ`)− S G(η, ζ;ϕ`) = 2ui`|Γ − A′(λ, µ;ϕ`), 1 ≤ ` ≤ p, (3.5)

A′∞(λ, µ;ψ`) + S∞ G(η, ζ;ϕ`) = u∞,` − A′∞(λ, µ;ϕ`), 1 ≤ ` ≤ p, (3.6)

for the unknown updates ψ`, η, ζ of the functions ϕ`, λ, µ, correspondingly.
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In order to apply the Tikhonov regularization we need to investigate
injectivity of the system (3.5)�(3.6)at the exact solution. Unfortunately, this
issue is not resolved yet since it is directly related to the question of unique
reconstruction of the surface impedances. To demonstrate the connection
between the uniqueness issue and the injectivity of the operator in the system
system (3.5)�(3.6) we de�ne a function V` for x ∈ R3 \ D̄ by

V`(x) = 2

∫
Γ

{
∂Φ(x, y)

∂ν(y)
ψ`(y) + Φ(x, y)G(λ, µ;ψ`)(y) + Φ(x, y)G(η, ζ;ϕ`)(y)

}
ds(y),

where ϕ` = u`|Γ is the restriction of the total �eld corresponding to the
incident plane wave ui` to the boundary Γ. The equation (3.6) guarantees
V∞,` = 0, and by Rellich's lemma we obtain V` = 0 in R3 \D̄. From the jump
relations for single- and double-layer potentials, Colton and Kress (2013b),
it follows that ψ` ≡ 0. From (3.6) and the assumption k2 is not a Dirichlet
eigenvalue for the negative Laplacian in D we can conclude that G(η, ζ;ϕ`) =
0, i.e.

(η −Div ζ Grad)ϕ` = 0

This leads us to the unsolved uniqueness problem. Indeed, choosing D to be
a ball of radius R centered at the origin, η and ζ to be constants, recalling
that the spherical harmonics are dense in L2(S2) we arrive to the equation

η + n(n+ 1)ζ = 0.

Since η and ζ are the unknown updates, we cannot put positivity restriction
on their real or imaginary parts and hence there is a nontrivial solution.

The remedy to this might lie in a special choice on incident directions.
However, there is no solution available at the moment and this issue will be
closed automatically once the uniqueness question is resolved.

3.4 Investigation of inverse solution methods

for a ball

For a special case of a radially symmetric incident wave we derive a system
of nonlinear equation for the unknown radius R and the unknown scattered
�eld on the boundary.

We consider a superposition of plane waves and by Funk-Hecke formula
we obtain ∫

S2
eikx·d ds(d) =

4π sin k|x|
|x|

, x ∈ R3.
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Scattering of this incident �eld

ui(x) =
sin k|x|
|x|

by a ball of radius R generates a radially symmetric scattered �eld for con-
stant impedance functions. The scattered �eld is equal constant C on the
sphere, consequently ∆S2u = 0 and the system of integral equations simpli�es
to

(I −K − S ikλ)C = 2ui
∣∣
|x|=R (3.7)

(K∞ + S∞ ikλ)C = u∞. (3.8)

Using this fact and Green's theorem for spherical Bessel functions u0 =
j0(k|z|) we �nd, (Colton and Kress, 2013b, Section 2.4),∫

|z|=R

{
u0(z)

∂Φ(x, z)

∂ν(z)
− ∂u0(z)

∂ν(z)
Φ(x, z)

}
ds(z) = 0, x > R, (3.9)

and by Green's formula applied to spherical Hankel functions of the �rst kind
v0(z) = h

(1)
0 (k|z|) we obtain∫

|z|=R

{
v0(z)

∂Φ(x, z)

∂ν(z)
− ∂v0(z)

∂ν(z)
Φ(x, z)

}
ds(z) = v0(x), |x| > R. (3.10)

Taking the di�erence between (3.9) multiplied by v0 and (3.10) multiplied by
u0 and noting that

j0(t)y′0(t)− j′0(t)y0(t) =
1

t2
(3.11)

we �nd that

1

ikR2

∫
|z|=R

Φ(x, z)ds(z) = j0(kR)h
(1)
0 (k|x|), |x| > R. (3.12)

Due to j0(t) =
sin t

t
and h(1)

0 (t) =
eit

it
we have∫

|z|=R
Φ(x, z)ds(z) = R

sin kR

k

eik|x|

|x|
, |x| > R.

Since the single-layer potential can be continuously extended up to the bound-
ary we have

S1 = 2R
sin kR

k

eikR

R
.
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Taking the di�erence between (3.10) multiplied by u′0 and (3.9) multiplied
by v′0 we have∫

|z|=R
i
∂Φ(x, z)

∂ν(z)
(j′0(k|z|)y0(k|z|)− y′0(k|z|)j0(k|z|))ds(z) = j′0(kR)v0(x)

and due to (3.11) we �nd that

− i

k2R2

∫
|z|=R

∂Φ(x, z)

∂ν(z)
ds(z) = j′0(kR)h

(1)
0 (k|x|), |x| > R

and

K1 = 2 (kR cos kR− sin kR)
eikR

R
.

Furthermore, from the asymptotic behaviors of the fundamental solution
and spherical wave functions we �nd the values of the far �eld operators
applied to a constant

S∞1 = R
sin kR

k
, K∞1 = kR cos kR− sin kR

In this way, a system of nonlinear boundary integral equations (3.7)-(3.8) for
the unknown radius and the unknown constant density is reduced to

(
1− 2f(R)eikR

)
C = 2

sin kR

R
f(R)C = u∞,

where f(R) = kR(cos kR + iλ
1

k
sin kR)− sin kR.

The two-by-two system of algebraic equations is linear with respect to C
and nonlinear with respect to R. We rewrite the system in the operator form

F (C,R) = [0, u∞]T , F (C,R) =

 (1− 2f(R)eikR
)
C − 2 sin kR

R
f(R)C


The operator F is twice continuously di�erentiable for R 6= 0,

F ′[C,R] =

[ (
1− 2f(R)eikR

)
−2Cf ′(R)eikR − 2Cikf(R)eikR − 2kR cos kR−sin kR

R2

f(R) Cf ′(R)

]
,
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detF ′(C,R) = Cf ′(R) + 2f(R)

(
ikCf(R)eikR +

kR cos kR− sin kR

R2

)
Considering the case of the exact solution, i.e. C found from (3.7) using

the symbolic computations we �nd that detF ′[C,R] 6= 0. By the Newton-
Kantorovich theorem, Kantorovich (1948); Ciarlet and Mardare (2012), the
Newton method for this model example converges quadratically.

3.5 Reconstruction of the boundary shape and

impedances

In this section we propose several iterative scheme for the shape and impedance
functions reconstruction.

We will assume that the surface Γ is C4,α-smooth, homeomorphic to the
unit sphere S2 and has a star-shaped representation

Γ := Γr = {z(x̂) = r(x̂)x̂ : x̂ ∈ S2}

with r(x̂) > 0 for x̂ ∈ S2 and the Jacobian of the transformation r is given
by

Jr = r
√
r2 + |GradS2 r|2.

The subscript r indicates the nonlinear dependence of the operators on the
boundary shape. Similar to results presented in Section 3.2. we derive
a system of nonlinear integral equation equivalent to the inverse problem
(IP2). We replace the integral operators and the right-hand sides by their
parametrized form, e.g.

S(r, ϕ)(x̂) =
1

2π

∫
S2

eik|r(x̂)x̂−r(ŷ)ŷ)|

|r(x̂)x̂− r(ŷ)ŷ)|
ϕ(ŷ) Jr(ŷ) ds(ŷ), x̂ ∈ S2.

We use the following transformation

(GradΓ u) ◦ z = [Dz∗]−1 GradS2(u ◦ z),

(DivΓ v) ◦ z =
1

Jr
DivS2

(
Jr[Dz]−1(v ◦ z)

)
,

with Dz the total derivative which maps the tangent plane to S2 to the tan-
gent plane to Γ and the operator [Dz∗]−1 maps the cotangent plane to the unit
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sphere S2 to the cotangent plane to the given surface Γ. The parametrized
version of the operator G takes the form

G(r, ϕ)(x̂) =

(
λ(x̂)− 1

Jr(x̂)
DivS2

(
Jr(x̂)µ(x̂) GradS2 ϕ(x̂)

))
.

The �rst group of methods is based on the direct integral equations.

3.5.1 Method based on the direct integral equation ap-
proach

The system of nonlinear boundary integral equations then reads

ϕ− K(r, ϕ)− S(r,G(r, ϕ)) = 2ui(r), (3.13)

K∞(r, ϕ) + S∞(r,G(r, ϕ)) = u∞. (3.14)

Firstly, we would like to note the di�erence in the Fréchet di�erentiabil-
ity of the boundary integral operators w.r.t. impedance functions and shape.
Although, the inverse problem for impedance reconstruction (IP1) is nonlin-
ear, the integral operators occurring in the proposed method are linear with
respect to each impedance. The situation is di�erent for the di�erentiability
w.r.t. the shape, since all integral operators are de�ned over the unknown
boundary.

The Fréchet di�erentiability of the boundary integral operators in (3.13)-
(3.14) is obtained by proving the Fréchet di�erentiability of their kernels,
Potthast (1994). By this result, the exact representations of the derivatives
of nonlinear integral operators with respect to shape are found.

Theorem 3.1 The operator S : C3(S2,R) × H−1/2(S2,C) → H1/2(S2,C) is
Fréchet di�erentiable and the �rst derivatives at r in the direction q ∈ C3(S2)
is a bounded linear integral operator from H−1/2(S2,C) to H1/2(S2,C) de�ned
by

S′(r, ϕ; q)(x̂) =
1

2π

∫
S2

ϕ(ŷ)

(
ik − 1

|r(x̂)x̂− r(ŷ)ŷ|

)
eik|r(x̂)x̂−r(ŷ)ŷ|

×< r(x̂)x̂− r(ŷ)ŷ, q(x̂)x̂− q(ŷ)ŷ >

|r(x̂)x̂− r(ŷ)ŷ|2
Jr(ŷ) ds(ŷ)

+
1

2π

∫
S2

eik|r(x̂)x̂−r(ŷ)ŷ)|

|r(x̂)x̂− r(ŷ)ŷ)|
ϕ(ŷ) J ′rq(ŷ) · ŷ ds(ŷ),
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where

J ′rq(x̂) =
Jr(x̂)

r(x̂)
q(x̂) +

1

Jr(x̂)
(r(x̂)q(x̂) + GradS2 r(x̂) ·GradS2 q(x̂)) .

The operator S′(r, ·; q) is linear w.r.t. q and it represents a linearization of
S(r, ·) in the sense that

‖S(r + q, ϕ)− S(r, ϕ)− S′(r, ϕ; q)‖H1/2(S2) = o(‖q‖2
C2(S2)).

Recalling the operator

G(r, ϕ)(x̂) =

(
λ(x̂)− 1

Jr(x̂)
DivS2

(
Jr(x̂)µ(x̂) GradS2 ϕ(x̂)

))
.

we �nd its Fréchet derivative G represented by

G′(r, ϕ; q)(x̂) =
1

J2
r (x̂)

J ′rq(x̂) DivS2
(
Jr(x̂)µ(x̂) GradS2 ϕ(x̂)

)
− 1

Jr(x̂)
DivS2

(
J ′rq(x̂)µ(x̂) GradS2 ϕ(x̂)

)
.

Similarly we �nd the parametrization and the derivatives of the operators
S∞, K, K∞.

The Fréchet derivative operators are bounded and linear in the corre-
sponding Soboles spaces inherited from the original nonlinear operators.

By the same token as reconstructing the surface impedance functions we
can generate the following four iterative schemes for (IP2).

1. Solving the density ϕ from the �eld equation and linearizing the data
equation with respect to r

2. Reversing the order of the equations in the 2nd method.

3. Simultaneous linearization of both equations with respect to ϕ and
r. We note that by introducing the new unknown χ = G(λ, µ;ϕ) the
linearized system simpli�es substantially.

Combining the results for shape and impedance problems several iterative
scheme for (IP3) can be constructed, e.g.
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1. Introducing the new unknown χ = G(λ, µ;ϕ) we can can �nd the un-
knowns shape via one of the stated above methods. The unknown
impedance functions are then solved from the above di�erential equa-
tion.

2. Simultaneous linearization of both equations with respect to all un-
knowns.

3. Using the data for 1-2 incident directions solving the density ϕ from
the �eld equation and linearizing the data equation with respect to r.
Then updating the impedance functions employing the remaining data
and one of the method presented for (IP1).

3.5.2 Method based on the indirect integral equation
approach

Recalling the ideas presented in Section 2.2.1, we seek the scattered �eld
us ∈ H2

loc(R3 \ D̄) in the form of a single-layer potential

us(x) =

∫
Γ

Φ(x, y)ϕ(y) ds(y), x ∈ R3 \ D̄.

Substituting the total �eld to the boundary condition (2.2) and using the
jump relations for the single-layer potential, Colton and Kress (2013b), we
can prove that a system of integro-di�erential equations is equivalent to
(IP2).

Theorem 3.2 For given surface impedance functions λ, µ, an incident �eld
ui and the corresponding far �eld pattern u∞, assume that the surface Γ and
the density ϕ satisfy the system of nonlinear boundary integral equations

ϕ−K ′ϕ− G(λ, µ;Sϕ) = 2
∂ui

∂ν

∣∣∣∣
Γ

+ 2G(λ, µ;ui|Γ)

S∞ϕ = u∞

Then Γ is the solution to the inverse impedance problem (IP2).

Proof
Consider the total �eld expressed via the single-layer potential. Then its far
�eld u∞ is represented by S∞ϕ and hence the data equation guarantees that
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the scattered �eld has a correct far �eld pattern. Taking the Dirichlet and
Neumann traces of the total �elds by the jump relation for layer potentials,
Colton and Kress (2013b), we �nd that the �eld equation ensures the bound-
ary condition (2.2). 2

To simplify the computations we introduce a new variable ψ = ϕJr and the
corresponding operators S̃, S̃∞, K̃′, e.g.

S̃∞(r, ψ)(x̂) =
1

4π

∫
S2
e−ikx̂·r(ŷ)ŷ ψ(ŷ) ds(ŷ), x̂ ∈ S2.

The parametrized system of nonlinear integro-di�erential equations reads

ψ

Jr
− K̃′(r, ψ)− G(r, S̃(r, ψ)) = 2

∂ui

∂ν

∣∣∣∣
Γr

+ 2G(r;ui|Γr), (3.15)

S̃∞(r, ψ) = u∞

Theorem 3.3 The operator S̃∞ : C3(S2,R) × H−1/2(S2,C) → L2(S2,C) is
Fréchet di�erentiable and the �rst derivatives at r in the direction q ∈ C3(S2)
is a bounded linear integral operator from H−1/2(S2,C) to L2(S2,C) de�ned
by

S̃′∞(r, ψ; q)(x̂) =
−ik
4π

∫
S2
e−ikx̂·r(ŷ)ŷ x̂ · q(ŷ)ŷ ψ(ŷ) ds(ŷ)

Recalling that the boundary integral equation (2.9) is uniquely solvable,
Kress (2016), we obtain that (3.15) is uniquely solvable and the following
theorem can be stated, which justi�es application of the Tikhonov regular-
ization.

Theorem 3.4 Assume that k2 is neither Dirichlet nor Neumann eigenvalue
of the negative Laplacian in D, the boundary ∂D can be parametrized as
follows

∂D = {r(x̂)x̂, x̂ ∈ S2}
and ψ be a solution to (3.15). Then the equation

S̃′∞(r, ψ; q) = 0

has only the zero solution among three times di�erentiable and periodic func-
tions.
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Proof. Using the idea of parallel surfaces, Colton and Kress (2013a) and
extending results of Ivanyshyn and Kress (2006); Ivanyshyn and Johansson
(2008) to three dimensions it is possible to search the update in the form
q̃(x̂)ν(x̂) instead of q(x̂)x̂. The proof then follows the ideas presented in
Ivanyshyn and Johansson (2008). Consider the double-layer potential

v(x) =

∫
S2
ν(r(ŷ)) · gradx Φ(x, r(ŷ))ψ(ŷ)q̃(ŷ) ds(ŷ).

Due to the assumption of the theorem it has a vanishing far �eld pattern.
Hence, by Rellich's lemma we can conclude that v vanishes outside of D.

The potential v solves the homogeneous Neumann problem in D and
therefore vanishes identically in D by our assumption on k. By the jump
relations we obtain ψq̃ = 0 on S2. Consequently, by smoothness of q̃ we have
q̃ = 0 on S2. 2

To summarize, we presented several iterative schemes for each of the
problem (IP1)-(IP3) and investigated the question of injectivity for the op-
erator of the linearized problem. In the case of unknown surface impedance
function the injectivity cannot be established due to the lack of uniqueness
results for the problem under consideration. In the case of shape problem
the injectivity is settled for the iterative scheme based on the linearization
of the data equation.
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Chapter 4

Numerical implementations and
examples

In this chapter we described detailed implementation of the considered prob-
lems in 2D and 3D.

4.1 Numerical implementation for the solution

of the direct GIBC problem in 2D

The boundary integral equation is solved by a collocation method using Pn
a trigonometric interpolation operators a projection, trapezoidal and the fol-
lowing quadrature rules (see Kress (2014))

1

2π

∫ 2π

0

cot
τ − t

2
ϕ′(τ)dτ ≈

2n−1∑
i=0

T1i(t)ϕ(t
(n)
i )

1

2π

∫ 2π

0

ln 4 sin2 τ − t
2

ϕ(τ) ≈
2n−1∑
i=0

Rj(t)ϕ(t
(n)
i )

1

2π

∫ 2π

0

cot
τ − t

2
ϕ(τ) ≈

2n−1∑
i=0

T2i(t)ϕ(t
(n)
i )
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with the quadrature weights given by

T1
(n)
i (t) = − 1

n

n−1∑
m=1

m cosm(t− t(n)
i )− 1

2
cosn(t− t(n)

i )

R
(n)
i (t) = − 1

n

n−1∑
m=1

1

m
cosm(t− t(n)

i )− 1

2n2
cosn(t− t(n)

i )

T2
(n)
i (t) =

1

2n

{
1− cosn(t− t(n)

i )
}

cot
t− t(n)

i

2
.

Recalling the error estimate for the trigonometric interpolation

||Pnh− h||q ≤
C

np−q
||h||p, 0 ≤ q ≤ p,

1

2
> p (4.1)

for all g ∈ Hp[0, 2π] and some constant C depending p and q (see (Kress,
2014, Theorem 11.8)), we establish the following theorem

Theorem 4.1 Let ϕn be an approximate solution found by the collocation
method and ϕ be the exact solution to (2.14). Then

||ϕn − ϕ||p+1 ≤ C(||Png − g||p + ||PnBnϕ−Bϕ||p)

for some constant C depending on p > 1
2

In case of analytic functions data and the boundary, the interpolation error
decays exponentially.

4.2 Direct GIBC problem in 2D

Let ∂D be parametrized by

z(t) = (2 cos(t)− 2 cos2(t) + 1, 5 sin(t)− cos(t) sin(t)), 0 ≤ t ≤ 2π

and the impedance function given by

λ(x) = − sin(|x|) + 4.5,

µ(x) = −2 cos(|x|) + 4.5.
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Figure 4.1: Planar domain D

Example 1. (Test by the exact solution)
Consider a point source located at x1 = (2, 0.4). Choose the parameter k = π

3
.

The exact solution is represented by u†(y) = Φ(y, x1), y ∈ D, x1 ∈ R2 \ D
and u is an approximate solution. As can be seen from the Table 4.1 the
absolute error at y = (0, 0.5) converges exponentially.

Table 4.1: Error analysis, 2D

n |u− u†|
8 0.002246206691377
16 0.000143708893458
32 0.000000009790216
64 0.000000000000001

Example 2. (Exact solution is unknown)
Let k = 1

2
and x1 = (3, 2). The right-hand side is chosen as

g(x) = Φ(x1, x), x ∈ ∂D.

In Table 4.2 we present values of the approximate solution at y = (0, 0.5)
for di�erent degrees n of trigonometric interpolation.
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Table 4.2: Approximate solution, 2D

n un

8 0.012063279277905
16 0.012284634729342
32 0.012285858740215
64 0.012285858683054
128 0.012285858683054

4.3 Numerical implementation in 3D

To obtain a fully discrete system we apply the fully discrete Galerkin method
by Ganesh and Graham, Ganesh and Graham (2004), to the parametrized
linear boundary integral equations. The method is based on approxima-
tions by spherical harmonics and converges super algebraically in the case
of smooth boundaries. We start with the numerical integration formula over
the unit sphere for a continuous function, the so called Gauss trapezoidal
product rule,∫

S2
u(x̂)ds(x̂) ≈

2n+1∑
ρ=0

n+1∑
τ=1

µρντu(x̂ρτ ), x̂ρτ = x̂(θτ , φρ), (4.2)

µρ =
π

n+ 1
, φρ =

ρπ

n+ 1
, θτ = arccos ζτ ,

where ζτ are the zeros of the Legendre polynomial P 0
n+1 of degree n+ 1 and

ντ are the corresponding Gauss-Legendre weights. The formula (4.2) is exact
for the scalar spherical polynomials of order less than or equal to 2n + 1.
This induces the discrete inner product (·, ·)n

(ϕ1, ϕ2)n =
2n+1∑
ρ=0

n+1∑
τ=1

µρντϕ1(x̂ρτ )ϕ2(x̂ρτ ),

on the space of all scalar spherical harmonics Ylj, for j = −l, . . . , l and
l = 1, 2, . . ., of degree less than or equal to n. We introduce a projection
operator `n de�ned by

`nu =
n∑
l=0

l∑
j=−l

(u, Ylj)nYlj.
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For the numerical approximation of the integral operators with smooth ker-
nels K∞, S∞, we apply the Gauss trapezoidal product rule. The singularity in
the weakly singular kernels of the operators K, K′, S, is moved by an orthog-
onal transformation Tx̂ to the north pole n̂ = (0, 0, 1)T , such that Tx̂x̂ = n̂.
For ẑ = Tx̂ ŷ we have the identity

|x̂− ŷ| = |T−1
x̂ (n̂− ẑ)| = |n̂− ẑ|.

To approximate the resulting integrals we use the modi�ed Gauss trape-
zoidal rule∫
S2

u(x̂)

|n̂− x̂|
ds(x̂) ≈

∫
S2

(`nu)(x̂)

|n̂− x̂|
ds(x̂) =

2n+1∑
ρ=0

n+1∑
τ=1

ατµρντu(x̂ρτ ), ατ =
n∑
l=0

P 0
l (ζτ ),

which is based on the fact that the scalar spherical harmonics are eigenfunc-
tions of the single layer potential on the sphere, Colton and Kress (2013b).

To approximate the surface di�erential operators we introduce the vecto-
rial spherical harmonics

Y(1)
lj =

1√
l(l + 1)

GradS2 Ylj, Y(2)
lj =

1√
l(l + 1)

CurlS2 Ylj,

for j = −l, . . . , l and l = 1, 2, . . . which form a complete orthonormal system
in the spaces of tangent vectors �elds L2

t (S2). The corresponding projection
operator Ln on the space generated by the orthonormal basis of tangential
vector spherical harmonics is de�ned by

Lnυ =
2∑
i=1

n∑
l=1

l∑
j=−l

(υ|Y(i)
lj )n Y(i)

lj ,

where (υ1|υ2)n =
2n+1∑
ρ=0

n+1∑
τ=1

µρντυ1(x̂ρτ ) · υ2(x̂ρτ ).

Both impedance functions are approximated by the scalar spherical har-
monics of degree K, i.e.

µ ≈
K∑

lj,l=1

µljYlj.

The main di�culty in calculations arose due to numerical calculations
of surface di�erential operators for an arbitrary surface. To overcome this
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problem we use the transformation formulas for the surface di�erential oper-
ators which replace the derivatives over an arbitrary surface by the surface
derivatives over a unit sphere. Recalling the parametrization z : S2 → Γ,

Γ := {z(x̂) : x̂ ∈ S2},

of the surface Γ we introduce the total derivative Dz which maps the tan-
gent plane to S2 to the tangent plane to Γ. The operator [Dz∗]−1 maps the
cotangent plane to the unit sphere S2 to the cotangent plane to the given
surface Γ. Taking advantage of the following transformation formulas

(GradΓ u) ◦ z = [Dz∗]−1 GradS2(u ◦ z),

(DivΓ v) ◦ z =
1

Jz
DivS2

(
Jz[Dz]−1(v ◦ z)

)
,

we can reduce substantially the computational (technical) challenge.
Next, the surface di�erential operator G(λ, µ; ·) can be approximated as

following

Div µGradS2 Ylj ≈
1

Jz
DivS2 Ln µGradS2 Ylj.

Since

DivS2 GradS2 = ∆S2 , DivS2 CurlS2 = 0, and ∆S2Ylj = −l(l + 1)Ylj

we obtain

(Div µGradS2 Ylj, Yl′j′) ≈
n∑

pq,p=1

(
1

Jz
Ypq, Yl′j′

)
n

(
µGradS2 Ylj|Y(1)

pq

)
n

(−
√
p(p+ 1)).

For the representation of the tangential gradient of the spherical harmonics
we refer to Louer (2018).

Considering the inverse shape problem we assume that the unknown
boundary is star-shaped, i.e.

Γ := {r(x̂)x̂ : x̂ ∈ S2},

and we approximate the unknown radial function by real valued spherical
harmonics

r ≈
N∑

lj,l=1

rljY
R
lj .
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The fully discrete systems are solved by the conjugate gradient (CG)
method. In the CG algorithm we compute L2 adjoint and evaluate norms in
corresponding Hs(S2) spaces for s ∈ R which can be characterized by

Hs(S2) =

{
υ =

∞∑
l=0

l∑
j=−l

υljYlj, υlj ∈ C,
∞∑
l=0

l∑
j=−l

(1 + l2)s|υlj|2 <∞

}
.

4.4 Direct GIBC problem in 3D

We present two examples to demonstrate convergence for the solution of
integral equation based on the single-layer approach (2.8).
Example 1.
We consider one very simple domain, i.e. D a unit sphere, and a complicated
domain which has a concave part, e.g. a bean shown on the �gure
The impedance functions are λ(x) = x2

1 + 0.2 + i sinx3, µ(x) = x3
2 + 2.

To test the method we assume that the incident �eld is given by a point

Figure 4.2: 3D bean-shaped domain

source up(x) = Φ(x, x∗), where the source x∗ ∈ D. In this case the boundary
condition is given by

∂us

∂ν

∣∣∣∣
Γ

+ G(λ, µ;us|Γ) =
∂up

∂ν

∣∣∣∣
Γ

+ G(λ, µ;up|Γ)

The exact solution is obviously us,‡(x) = Φ(x, x∗). In this way we test both
the correctness of the method and the convergence.

33



Table 4.3: ‖u‡∞ − Φ∞(x, x∗)‖L2(S2)

D � ball D � bean-shape domain

n k = π/2 k = 3π/2 k = π/2 k = 3π/2

5 5.1656e-14 5.3626e-07 0.0035 0.0161
10 7.6864e-16 1.6489e-15 2.0547e-04 3.2044e-04
20 � � 1.5697e-06 2.2790e-06
40 � � 6.9326e-11 2.2877e-10

The parameter n appears in the dicsretized linear integral equation, i.e.
we have (n + 1)2 algebraic equations and the unknown density function is
approximated by spherical harmonics of order less or equal n. The far �eld
is measured at 2(5 + 1)2 points.

Example 2.
We set k = π/2 and present the far �eld pattern at two points for an incident
plane wave ui = eikx·d, where d = (0, 0, 1)

Table 4.4: Convergence for modulus of the far �eld, |u∞|
D � ball D � bean-shape domain

n x̂ = (1, 0, 0) x̂ = (−1, 0, 0) x̂ = (1, 0, 0) x̂ = (−1, 0, 0)

5 1.51567288 0.32517080 1.10434899 0.32497011
10 1.51566786 0.32516661 1.10509488 0.32390658
20 1.51566785 0.32516661 1.10506971 0.32386016
40 � � 1.10506954 0.32386035

4.5 Inverse Problem

We illustrate the feasibility of the method by numerical experiments. The
synthetic data are obtained by solving the boundary integral equation (2.9)
with nsyn = 20 for an ellipsoid and the incident directions (1, 0, 0), (0, 0, 1),
(0, 0,−1) depicted on Fig. 4.3. The performance of the method is investigated
on the examples where the impedance functions are linear combinations of a
constant and the function g given by

g(θ, φ) =
1

1− 0.1 sin 2θ
, θ ∈ [0, π].
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surface g

Figure 4.3: The scatterer D and the impedance

The perturbed far �eld pattern was generated as detailed below

uδ∞,` = u∞,` + Θ`,

p∑
`=1

‖Θ`‖2
L2 < δ2, δ = 0.02, p = 3,

where Θ` is a random complex variable with normally distributed real and
imaginary parts. The wave number was chosen k = π/2 such that the wave-
length 2π/k is of a comparable size to the diameter of the obstacle D since we
consider scattering for frequencies in the resonance region. The discretization
parameters were chosen as follows: n = 15 andK = 5. The regularization pa-
rameters in are selected as αN = βN = γN = α0χ

N , α0 = 0.001, χ = 10/11.
The indexes for the Sobolev space used in the parametrization of impedance
functions λ and µ are chosen as sλ = 1.1 and sµ = 2.1, correspondingly. The
iterations are terminated according to the Morozov's discrepancy principle
with τ = 1.001. The reconstructions are obtained from the far �eld pattern
for 3 incident directions if not stated otherwise.

In the example we consider the case when the imaginary parts Imλ, Imµ
of the surface impedance functions are known. The sought surface impedance
functions are chosen as following

λ = g, µ = λ.
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a) Reλ, err7
λ = 0.030661 Reµ, err7

µ = 0.072075

b) Reλ, err5
λ = 0.030138 Reµ, err5

µ = 0.071784

Figure 4.4: Reconstruction for λ = g, µ = λ with 3 a) and 6 b) incident
waves

We test the inversion algorithm for the initial guess λ0 = 1, µ0 = 1. As can be
seen from the Fig. 4.4a) the impedance function λ is accurately reconstructed
whereas µ is a�ected by the noise more substantially. Increasing the number
of incident directions to 6 improves slightly the quality of the reconstruction
and reduces the number of iterations, see Fig. 4.4b). Under the plots we
included the relative errors for surface impedance functions, de�ned by
errNλ := ‖λN − λ‖L2/‖λ‖L2 , errNµ := ‖µN − µ‖L2/‖µ‖L2 , where N is the
iteration number.
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Fig. 4.4 illustrates results for noise free data after 7 and 50 iteration
steps. The reconstruction improves when the number of iteration increases.
As can be seen from the �gure even in the case of noise free data the second
impedance function needs more iterations to �nd its accurate reconstruction.

a) Reλ, err7
λ = 0.029849 Reµ, err7

µ = 0.072111

b) Reλ, err50
λ = 0.029287 Reµ, err50

µ = 0.04222

Figure 4.5: Reconstruction for λ = g, µ = λ with 3 incident waves from the
exact data

All the parameters are kept exactly the same although for the accurate
and fast reconstruction of impedance functions we should have decreases the
regularization parameters. Employing the algorithm twice, i.e. �nding the
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proper initial guess as a constant (K = 0) at the �rst step, improves the
quality of reconstructions and allows to use a less accurate initial guess.

The algorithm provides accurate reconstructions of the �rst impedance
function λ and satisfactory identi�cations of µ under some restrictions on
the surface impedance functions. In general, in the agreement with results
Bourgeois et al. (2011); Kress (2018) for two dimensional case, we note that
the simultaneous reconstruction of both impedance function is sensitive to
noise, especially the identi�cation of the second impedance function. For
more details we refer to Ivanyshyn Yaman (2019).
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Chapter 5

Discussion and Outlook

In this study we investigated solution of the boundary value problems with
second order boundary condition, the so-called generalized impedance bound-
ary condition. In particular, the numerical solution methods for the direct
boundary value problems based on boundary integral equation were designed
for the Helmholtz equation in 3D and the modi�ed Helmholtz equation in
2D are developed and their feasibility is con�rmed by numerical examples.
Analytical solutions are presented for the case of specially chosen bound-
ary shape and impedances. Furthermore, the inverse problems for the shape
and surface impedances are investigated and several iterative inversion algo-
rithms are proposed. The proposed inversion methods are e�cient from the
computational point of view since the solutions of boundary value problems
appearing in the classical Newton iteration are replaced by matrix-vector
products.

The reconstruction algorithm for surface impedance is presented with
deep technical details and its feasibility/limitations are demonstrated by nu-
merical examples, (published Ivanyshyn Yaman (2019)). The methods for
reconstruction of coated obstacles, i.e. recovery of impedances and shape of
the obstacle are presented. Moreover, the obtained preliminary results for
the modi�ed Helmholtz equation, (to be submitted ivanyshyn Yaman and
Özdemir) lays down the foundation for numerical solution of the closely re-
lated inverse problems of recovering the surface properties and/or the shape
of an object from the exterior measurements where the surrounding medium
is both conductive and homogeneous. This problem arises in engineering
science such as heat conduction and electronics. The investigation of the
transmission eigenvalue problem for Maxwell equation (published Cakoni etal
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(2018)) opens a new research direction such as direct and inverse problem
with GIBC for the Maxwell system.

To conclude, the study shows that the surface impedances or boundary
shape can be recovered from �nite number of far �eld patterns and a �xed
wave number. The result is encouraging for tackling an important open
problem of uniqueness, i.e. whether it is possible to uniquely recover the
surface impedance functions with �nite number of incident plane waves in
three dimensions.

Papers resulting from the project

• Ivanyshyn Yaman O. 2019. �Reconstruction of generalized impedance
functions for 3D acoustic scattering�, Journal of Computational Physics,
392, 444 � 455.

• Cakoni F., Ivanyshyn Yaman O., Kress R., Le Louër F. 2018. �A
boundary integral equation for the transmission eigenvalue problem for
Maxwell equation�, Math. Methods Appl. Sci., 41(4), 1316�1330.

• Ivanyshyn Yaman O., Özdemir G. �Integral equation methods for mod-
i�ed Helmholtz equations in two dimensions�, (preprint)
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