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ABSTRACT

PLANAR GEOMETRY ESTIMATION WITH DEEP LEARNING

Understanding the geometric structure of any scene is one of the oldest problems

in Computer Vision. Most scenes include planar regions that provide information about

the geometric structure and their automatic detection and segmentation plays an important

role in many computer vision applications. In recent years, convolutional neural network

architectures have been introduced for piece-wise planar segmentation. They outperform

the traditional approaches that generate plane candidates with 3D segmentation methods

from the explicitly reconstructed 3D point cloud. However, most of the convolutional

neural network architectures are not designed and trained for outdoor scenes, because they

require manual annotation, which is a time-consuming task that results in a lack of training

data. In this thesis, we propose and develop a deep learning based framework for piece-wise

plane detection and segmentation of outdoor scenes without requiring manually annotated

training data. We exploit a network trained on imagery with annotated targets and an

automatically reconstructed point cloud from either Structure from Motion-Multi View

Stereo pipeline or monocular depth estimation network to estimate the training ground

truth on the outdoor images in an iterative energy minimization framework. We show

that the resulting ground truth estimate of various sets of images in the outdoor domain

is good enough to improve network weights of different architectures trained on ground

truth annotated images. Moreover, we demonstrate that this transfer learning scheme can

be repeated multiple times iteratively to further improve the accuracy of plane detection

and segmentation on monocular images of outdoor scenes.
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ÖZET

DERİN ÖĞRENME İLE DÜZLEMSEL GEOMETRİNİN

TAHMİNLENMESİ

Sahnelerin geometrik yapılarının anlaşılması bilgisayarlı görünün en eski problem-

lerinden biridir. Çoğu sahne geometrik yapı hakkında bilgi sağlayan düzlemsel bölge-ler

içerir ve bunların otomatik olarak bölütlenmesi birçok bilgisayarlı görü uygulamasında

önemli rol oynar. Son yıllarda, parçalı düzlemsel bölütleme yapan evrişimsel sinir ağı mi-

marileri önerilmiştir. Bunlar, düzlem adaylarını 3B bölütleme yöntemleriyle 3B nokta bu-

lutu geriçatımından üreten geleneksel yaklaşımlardan üstün olmuştur. Fakat, çoğu evrişim-

sel sinir ağı mimarisi dış sahneler için tasarlanmamış ve eğitilmemiştir çünkü onların elle

etiketlenmesinin zaman alıcı bir iş olması eğitim verisi eksikliğine neden olmaktadır. Bu

tez çalışmasında, dış sahnelerin hiçbir şekilde elle etiketlemeye ihtiyaç olmadan parçalı dü-

zlem tespiti ve bölütlenmesi için derin öğrenme tabanlı sistem önerilmiş ve geliştirilmiştir.

Dış imgelerin mutlak doğru eğitim verilerinin tahminlenmesi için etiketlenmiş verilerle

eğitilmiş bir sinir ağı mimarisinden ve Hareket ile Nesne Oluşturma-İkili Çoklu Görüntü

ardışık düzeni veya tekli imgelerden derinlik tahminlemesi yapan sinir ağları mimarisin-

den kullanılarak elde edilen 3B otomatik nokta bulutu geriçatımından yararlanılmıştır.

Dış bölgelere ait çeşitli imge kümeleri için elde edilen eğitim verilerinin mutlak doğru

olarak etiketlenmiş imgelerle eğitilen farklı sinir ağı mimarilerinin ağırlıklarını yeterince

iyi geliştirdiği gösterilmiştir. Buna ek olarak, bu transfer öğrenme düzeninin çoklu olarak

tekrarlanabildiği ve dış sahnelerin tekli imgelerinde düzlem tespitinin ve bölütlenmesinin

doğruluğunu geliştirdiği gösterilmiştir.

iv



TABLE OF CONTENTS

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

CHAPTER 1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2.1 Piece-wise Plane Segmentation with Traditional Methods . . . . 5

1.2.2 Segmentation with CNN-based Approaches . . . . . . . . . . . . . . . . . . . 8

1.3 Research Summary and Key Findings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.4 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

CHAPTER 2. IMPROVING OUTDOOR PLANE ESTIMATION WITHOUT

MANUAL SUPERVISION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 Transfer Learning without Manual Supervision . . . . . . . . . . . . . . . . . . . . 19

2.3.1 3D Point Cloud Acquisition from a Set of Images . . . . . . . . . . . . . 21

2.3.1.1 Structure From Motion(SfM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.1.2 Multi-view Stereo(MVS). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3.1.3 SfM-MVS pipeline through COLMAP. . . . . . . . . . . . . . . . . . . . . 25

2.3.2 Estimation of the Initial Segmentation Masks . . . . . . . . . . . . . . . . . . 25

2.3.3 Updating the Segmentation Masks by Energy Minimization . . 27

2.3.3.1 Energy Minimization through Graph-Cuts with Alpha-

Expansion Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4.1 Experiments on a Structure-from-Motion Dataset . . . . . . . . . . . . . 29

2.4.1.1 Image Representation with SLIC Superpixels . . . . . . . . . . . . . 30

2.4.1.2 Experiment Setup and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.4.2 Experiments on a SLAM Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.4.3 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

CHAPTER 3. USING DEPTH CNN FOR 3D POINT CLOUD ACQUISITION . 50

v



3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2 Studies in Deep Monocular Depth Estimation . . . . . . . . . . . . . . . . . . . . . . 52

3.3 Refined Energy Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.4.1 Evaluation with Plane Recall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.4.2 Evaluation with Plane Segmentation Metrics . . . . . . . . . . . . . . . . . . 55

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

CHAPTER 4. GROUND PLANE ESTIMATION ON UAV OUTDOOR IM-

AGERY WITHOUT MANUAL SUPERVISION . . . . . . . . . . . . . . . . . . . . 58

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.3 Adapting Proposed Iterative Transfer Learning Scheme for Ground

Plane Estimation on UAV Outdoor Imagery . . . . . . . . . . . . . . . . . . . . . . . 61

4.3.1 Estimation of Initial Ground Plane Segmentation Masks . . . . . . 62

4.3.2 Updating the Segmentation Masks by Energy Minimization . . 64

4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.4.1 Benchmarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.4.1.1 Low-altitude UAV outdoor image dataset . . . . . . . . . . . . . . . . . . 66

4.4.1.2 High-altitude UAV outdoor image dataset . . . . . . . . . . . . . . . . . 66

4.4.2 Experiment Setup and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.4.2.1 Ground Plane Estimation on Semantic Drone Dataset . . . . 71

4.4.2.2 Ground Plane Estimation on UAVid Dataset . . . . . . . . . . . . . . . 74

4.4.2.3 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

CHAPTER 5. CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.1 Discussion and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

vi



LIST OF FIGURES

Figure Page

Figure 1.1. Samples from Google AR™. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Figure 1.2. Examples from the mobile robots that have the ability of piece-wise

plane detection and segmentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

Figure 1.3. Piece-wise plane segmentation procedure from 3D point cloud

with RANSAC algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

Figure 1.4. Illustration of 3D reconstruction of Gerrard Hall dataset and cor-

responding segmented planes from the 3D point cloud. . . . . . . . . . . . . 7

Figure 1.5. An illustration of PlaneNet architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Figure 1.6. An illustration of PlaneRCNN architecture. . . . . . . . . . . . . . . . . . . . . . . . . . 10

Figure 1.7. Piece-wise plane segmentation of PlaneRCNN for unseen images

of different indoor scenes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Figure 1.8. Piece-wise plane segmentation of PlaneRCNN for unseen images

of different outdoor scenes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Figure 1.9. The top view of our thesis work from piece-wise plane detection

and segmentation perspective. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Figure 2.1. Proposed iterative transfer learning approach. . . . . . . . . . . . . . . . . . . . . . . 22

Figure 2.2. An overall procedure of SfM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Figure 2.3. A general view for the MVS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Figure 2.4. SfM-MVS pipeline for Gerrard Hall dataset with COLMAP. . . . . . . 25

Figure 2.5. Dubrovnik dataset splits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Figure 2.6. SLIC superpixels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Figure 2.7. Loss behavior under the training of Part II as the number of itera-

tions increases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Figure 2.8. Preliminary experiments on Part I of Dubrovnik dataset under the

training of Part II to determine the maximum number of iterations.

After the four iterations, improvement on plane recall slows down. 34

Figure 2.9. Plane recall for the Part I of Dubrovnik dataset. . . . . . . . . . . . . . . . . . . . 36

Figure 2.10. Plane recall for the Part II of Dubrovnik dataset. . . . . . . . . . . . . . . . . . . 37

Figure 2.11. Plane recall for the Part III of Dubrovnik dataset. . . . . . . . . . . . . . . . . . 38

Figure 2.12. Average plane recall for the Dubrovnik dataset as the number of

training iterations is increased. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Figure 2.13. Example images from each sequence of KITTI dataset. . . . . . . . . . . . . 42

Figure 2.14. Plane recall for each test sequence used from KITTI dataset. . . . . . . 44

vii



Figure Page

Figure 2.15. Average plane recall for the KITTI dataset test sequences. . . . . . . . . . 45

Figure 2.16. Comparison of piece-wise planar segmentation maps for different

test images from both Dubrovnik and KITTI datasets. . . . . . . . . . . . . 46

Figure 2.17. Plane recall comparison between retraining the PlaneRCNN under

ground-truth and our estimated targets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Figure 3.1. Modified iterative transfer learning approach. . . . . . . . . . . . . . . . . . . . . . . 51

Figure 3.2. Comparative plane recall results at the end of the fourth iteration

for the Dubrovnik dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Figure 3.3. Comparative plane recall results at the end of the fourth iteration

for the KITTI dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Figure 4.1. Adapted framework for ground plane estimation on UAV outdoor

imagery. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Figure 4.2. Examples for initial ground plane segmentation mask assignments. 63

Figure 4.3. Ground plane segmentation after energy minimization upon the

estimation from the current network weights 𝑓 (Dout | w̃𝑖). . . . . . . . . 65

Figure 4.4. Example images from the Semantic Drone dataset. . . . . . . . . . . . . . . 67

Figure 4.5. Example ground truth ground plane annotations from Semantic

Drone dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Figure 4.6. Example images from the UAVid dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Figure 4.7. Example ground truth ground plane annotations fromUAViddataset. 70

Figure 4.8. Extracted SLIC superpixels from images of both datasets. . . . . . . . . . 71

Figure 4.9. Illustration of 3D dense point cloud(c) obtained from the depthmap

given by deep monocular estimation network(b). . . . . . . . . . . . . . . . . . . 72

Figure 4.10. Comparison of ground plane segmentation maps for a test image

from Semantic Drone dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Figure 4.11. Ground plane segmentation results for a test image from UAVid

dataset for a qualitative comparison between the SeMask output

and our estimations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

Figure 4.12. Comparison of ground plane estimation for test images fromSemantic

Drone and UAVid datasets by using the data term 𝐸distance−𝑎𝑣𝑔 and

𝐸distance−𝑚𝑒𝑑 for estimating training targets. . . . . . . . . . . . . . . . . . . . . . . . . 77

Figure 4.13. Comparison of ground plane estimation for test images fromSemantic

Drone and UAVid datasets by using the training targets Si
out and

Sf
out. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

viii



LIST OF TABLES

Table Page

Table 2.1. Experiment setup for Dubrovnik dataset. We perform six dif-

ferent experimental runs for which each split is used for training

set, validation set, and test set twice. As iterations progress this

improvement slows down, so we stop the iterations at iteration four. 32

Table 2.2. Dubrovnik dataset performance of our approach for multiple planes

segmentation quality metrics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Table 2.3. Experiment setup for KITTI dataset. For these experimental runs,

we construct training and validation splits from Dubrovnik dataset

by using all determined parts. As iterations progress this improve-

ment slows down, so we stop the iterations at iteration four. . . . . . . . . 41

Table 2.4. KITTI dataset performance of our approach for multiple planes

segmentation quality metrics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Table 2.5. Plane recall values as the data term 𝐸𝑑 (𝑙𝑠) varies. To better under-

stand the effect of different parts of the segmentation energy data

cost, we gradually add more complex terms and measure the plane

recall for each variation. Adding terms for both 𝐸support and 𝐸distance

improves results over using either term. Using the additive 𝛿(𝑙𝑠− 𝑙𝑠)

factor also boost results by increasing the label cost changes when

there is less evidence from the point cloud. . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Table 3.1. Comparative evaluation of plane segmentation metrics between our

approach and PlaneRCNN for Dubrovnik dataset. . . . . . . . . . . . . . . . . . . . 56

Table 3.2. Comparative evaluation of plane segmentation metrics between our

approach and PlaneRCNN for KITTI dataset. . . . . . . . . . . . . . . . . . . . . . . . . 57

Table 4.1. 𝑚𝐼𝑜𝑢 and 𝑚𝑁𝑔𝐴𝑐𝑐 results for the Semantic Drone dataset as the

number of training iterations is increased. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

Table 4.2. 𝑚𝐼𝑜𝑢 and 𝑚𝑁𝑔𝐴𝑐𝑐 results for the UAVid dataset as the number of

training iterations is increased. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Table 4.3. 𝑚𝐼𝑜𝑢 and 𝑚𝑁𝑔𝐴𝑐𝑐 results for Semantic Drone dataset when

taking the average(𝐸distance−𝑎𝑣𝑔) and the median(𝐸distance−𝑚𝑒𝑑) to

compute 𝐸distance for estimating training targets of UAVid dataset. . 76

Table 4.4. 𝑚𝐼𝑜𝑢 and 𝑚𝑁𝑔𝐴𝑐𝑐 results after four iterations for both Semantic

Drone and UAVid datasets using Si
out and Sf

out as training targets. 78

ix



CHAPTER 1

INTRODUCTION

Understanding the geometric structure of any scene is a long-standing goal of Com-

puter Vision. Most scenes include planar regions that are informative for the geometric

structure. Extracted features from planar regions and spatial relationships between them

enable to model environments. Automatic detection and segmentation of planar regions

from images belonging to the scene plays key role in scene reconstruction [30, 35], scene

understanding [38, 83], augmented reality [91, 96], and robotics [41, 67]. This makes

piece-wise plane reconstruction one of the common vision subproblems. Early solutions

to deal with such a problem include reconstructing a 3D point cloud from images with

overlapping views and generating plane candidates from the point cloud. Planes are gen-

erated by using plane-related cues [29, 86, 49, 94] or with 3D segmentation methods such

as robust plane fitting via RANSAC [26]. Generating plane candidates from the 3D point

cloud does not always give an accurate segmentation because the point cloud carries high

uncertainty at plane boundaries. Furthermore, since the reconstruction quality of the 3D

point cloud depends on matching accuracy between images of the scene, textured surfaces

are required.

For nearly a decade, deep learning frameworks have been applied to almost all

Computer Vision problems for which traditional solutions have weaknesses or could not

encapsulate the whole corresponding problem space. The success of deep neural networks

comes from the ability to learn from huge amounts of training data. For most of the vision

tasks, convolutional neural networks(CNNs) are preferred as a deep module since they

are able to extract various features from images while keeping the number of parameters

relatively small. Early CNNs [47, 85, 88, 40] are proposed for image classification

and/or object detection tasks on different massive datasets such as ImageNet [77] which

is composed of over 15 million labeled images with approximately 22.000 categories.

The robustness of early CNNs for image classification and object detection gives way

to new deep architectures [102, 95, 42] for the same tasks, and allows CNNs to be

used for several other vision problems such as object detection [73, 39, 72], semantic

segmentation [11, 75, 17], and monocular depth estimation [19, 24, 34].

Human vision has an amazing ability for understanding high-level scene structures

and can instantly parse a scene into dominant planes even from a single image. Due to

their success in many vision tasks, CNN-based approaches [56, 97, 101, 55] have been
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introduced for piece-wise planar segmentation from a single image. These approaches

eliminate the need for explicit reconstruction of a 3D point cloud which requires overlap-

ping textured images. Although these CNN architectures outperform traditional methods

in terms of indoor reconstruction accuracy, they do not perform well for outdoor scenes.

Besides the representative design of the deep neural architecture, the success on indoor

scenes comes from the accessibility of large training sets thanks to easy depth sensing with

the aid of active sensors. Since such sensors have a limited operating range, manual anno-

tation of outdoor scenes and constructing a large training set for them is a time-consuming

task. Transfer learning [84, 82] can be considered to compensate for such lack of data.

However, this too requires manually annotating outdoor images individually to increase the

transfer performance as much as possible. Consequently, there is a need for transferring

learned features from existing piece-wise plane segmentation deep neural architectures

to an appropriately collected set of images of outdoor scenes without requiring manual

annotation.

In this thesis, we mainly focus on the deep piece-wise planar segmentation of

outdoor scenes without requiring manual annotation. We considered existing early geo-

metric and recent deep learning based techniques introduced for the plane reconstruction

and proposed a new novel deep learning based framework that solves the deficiencies for

piece-wise plane detection and segmentation of outdoor scenes.

In the rest of this chapter, we first present popular applications and products that

use piece-wise plane detection and segmentation in Section 1.1. In Section 1.2, we

briefly review the related literature. Section 1.3 provides a top-level overview of the novel

approach developed in this thesis. Section 1.4 outlines the contents of the remaining

chapters.

1.1 Applications

Piece-wise plane detection and segmentation have become essential computer

vision tools, especially for augmented reality and robotics applications.

Augmented Reality(AR) refers to placing the virtual objects into a real scene

captured by a video camera. It has become very popular in recent years and many mobile

applications including social media platforms have been introduced with embedded AR

software. Generally, the AR module starts with the reconstruction of the point cloud

by guiding the user to move the camera with enough translation on top of the desired

region that the virtual object will be placed in order to ensure a dense reconstruction.

The accuracy of the plane detection and segmentation determines the quality of the
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corresponding application. Missing planes makes the application useless and inaccurate

plane boundaries cause poor quality. Samples from the augmented reality application of

Google, Google AR, for different desired planar regions to place various virtual objects

are shown in Figure 1.1. Not just for entertainment, AR has also been used for other

domains such as military, architecture, sports, and fashion.

Figure 1.1.: Samples from Google AR™.

Robotics is a technology that combines computer and mechanical engineering.

Computer vision has been incorporated into robotics, which gives rise to the concept of

machine vision [45]. Different types of cameras (RGB, depth, and thermal) or sensors (Li-

dar) embedded into the robot enables it to get visual information from the environment,

which can be then evaluated in image processing and computer vision modules of the

robot. This opens up the possibility of using machine vision to be widely used in different

domains such as military, space, industry, construction, architecture, medicine, warehous-

ing. Furthermore, advances in deep learning solutions for computer vision problems

provide self-learning capability for robots with machine vision so that the prospect of
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robots "acting like a human" gets closer to becoming a real.

Piece-wise plane detection and segmentation play an important role in robot prod-

ucts with machine vision modules. Boston Dynamics, which is one of the prominent

companies that provide industrial robotic solutions, introduced a product called "Spot"

for construction that autonomously captures images and video indoors or on challenging

exterior sites. Furthermore, it collects 3D data on construction progress with a laser

scanner which includes plane information. With this knowledge, it compared the current

construction progress with the planned design of the site and detects discrepancies early

to minimize rework. Example images from "Spot" are illustrated in Figure 1.2.(a). Fig-

ure 1.2.(b) shows the "Limo," the product of AgileX Robotics company providing mobile

robot chassis and customized unmanned driving solutions for industry. "Limo" is a mo-

bile robot with artificial intelligence modules including computer vision which provides

mapping and navigation, path planning, obstacle detection, and simultaneous localization

and mapping(SLAM) tasks. Piece-wise plane detection and segmentation is an essential

part of these specific core computer vision modules.

(a) Samples from the product of Boston Dynamics , "Spot", designed for construction industry [3].

(b) Samples from the ,"Limo", which is the customizable mobile robot product of AgileX [2].

Figure 1.2.: Examples from the mobile robots that have the ability of piece-wise plane

detection and segmentation.
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Consequently, piece-wise plane detection and segmentation are vital computer

vision modules for AR applications and robotics. Since both areas have been trendy

and constantly evolving, studies on plane detection and segmentation will continue on an

ongoing basis especially with deep learning-based methods.

1.2 Related Work

In this section, related studies for piece-wise planar segmentation in the literature

are reviewed. In Section 1.2.1, traditional methods are listed which propose different

approaches for obtaining planar regions from a constructed 3D point cloud. Convolutional

neural architectures designed for piece-wise planar segmentation from a single image are

discussed in Section 1.2.2.

1.2.1 Piece-wise Plane Segmentation with Traditional Methods

Traditional piece-wise plane detection and segmentation methods for outdoor

scenes require images of multiple views. Furukawa et al. [29] reconstructs 3D oriented

points with the aid of a multi-view stereo approach and then generates plane candidates

with heuristics and with Markov Random Fields (MRF) optimization. From 3D oriented

points, they extract dominant axes and obtain plane hypotheses from the peaks along each

dominant axis.

Sinha et al. [86] generate a 3D sparse point cloud with a Structure-from-Motion

(SfM) approach. They extract planes from sparse 3D points and line segments. Then,

piece-wise planar segmentation is obtained by graph-cut based energy minimization.

Gallup et al. [30] generate plane hypotheses with RANSAC from a set of depth

maps. These candidates are refined with the MRF framework to obtain the final result.

They define an energy function by considering multi-view photoconsistency besides the

color and texture information and get plane assignments by energy minimization through

the graph-cuts algorithm.

Oehler et al. [66] introduce a multi-resolution way for extracting planar segments

from 3D point clouds. They use coarse to fine strategy in terms of 3D resolutions.

They compute surface normals in order to describe surface elements at each resolution

level. Surface elements from a coarse resolution that do not belong to any of the planes

are clustered with the Hough transform [43] and then extracted connected components
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belonging to those clusters are used for the best plane fitting through RANSAC. They

measure their performance on indoor datasets composed of Kinect depth images, 3D laser

scans, and range images without any generalization to the custom images.

The RANSAC algorithm mainly consists of hypothesis generation and verification

steps. For the task of 3D point cloud plane segmentation, hypothesis generation first

fit a plane with three randomly selected points by the least-squares method and then

verification is done by checking how many of the remaining points in the point cloud

can be approximated by the fitted plane. This two-step process is applied for a number

of iterations, and the plane that gives the highest number of inliers is assigned as a valid

plane on the 3D point cloud. The parameters of the plane are finally computed with all

inliers by fitting all of them to it. Then, the same procedure repeats with the outliers based

on the previously detected plane until the number of inliers drops down below a certain

number or the number of segmented planes reaches the maximally allowed plane count.

3D point cloud plane segmentation procedure is shown in Figure 1.3..

Figure 1.3.: Piece-wise plane segmentation procedure from 3D point cloud with RANSAC

algorithm.

An example for piece-wise plane segmentation of a dense 3D point cloud through

RANSAC is illustrated in Figure 1.4.. The point cloud is obtained from Gerrard Hall

dataset [20] and segmented into planes that belong to different sides of the building and

the ground.

Xiao et al. [94] propose individual plane segmentation methods for both structured
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(a) 3D reconstruction of Gerrard Hall dataset with COLMAP.

(b) Plane segmentation results with RANSAC applied to the dense 3D point cloud shown in (a).

Figure 1.4.: Illustration of 3D reconstruction of Gerrard Hall dataset and corresponding

segmented planes from the 3D point cloud. In (a), a dense 3D reconstruction of the

Gerrard Hall dataset is shown. The dense 3D point cloud is segmented into planes by

applying RANSAC, which are shown in (b).
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and unstructured environments. Their work aims to have an accurate segmentation with

a region-growing approach. For a structured environment, they use a sub-window as a

growth unit instead of points. On the other hand, for an unstructured environment, both

sub-window and single point are used as growth units which are called the hybrid region

growing algorithm. Sub-windows are categorized as planar and non-planar according to

their shape and only planar sub-windows are taken into account. The performance of the

method for an unstructured environment( hybrid region growing algorithm) is evaluated

with outdoor datasets. Although it is stated that results are promising, the accuracy of the

algorithm depends on the preset sub-window size which makes it less flexible for different

environments. Furthermore, region growing segmentation methods are highly sensitive to

initialization and inaccurate estimations of the normals around planar region boundaries

degrades the performance [37].

Li. et al. [49] introduce an improved RANSAC method based on normal distribu-

tion transformation cells(NDT) for 3D point cloud plane segmentation. Instead of straight

application of the standard RANSAC algorithm, a 3D point cloud is represented with a

set of NDT cells and is modeled with a normal distribution within each cell. Each NDT

cell is categorized as either planar or non-planar cells and a planar NDT cell is selected

as a minimal sample at each iteration of the algorithm. The performance of the method is

evaluated with three indoor datasets and the success of the algorithm is highly dependent

on selecting optimal cell size which makes it less flexible for different environments.

Bodis et.al [13] propose a piece-wise planar model and obtains a 3D sparse point

cloud from a set of images and solves the reconstruction problem with graph cuts by

assigning plane labels to superpixels under the guidance of the point cloud. However, they

do not use machine learning to guide the estimation process in textureless regions and the

initialization with planes fitted to superpixels is not robust due to noise.

1.2.2 Segmentation with CNN-based Approaches

Recently, deep neural architectures have been designed for piece-wise planar re-

construction from a single image. PlaneNet ([56]) is the first one that can segment a

monocular image. It is designed for and trained with images of indoor scenes. It estimates

parameters for each detected plane, depth map for the non-planar region, and probabilistic

segmentation mask. An input RGB image is given to the Dilated Residual Network(DRN),

which is a type of neural network that aims to provide a larger output feature map and

gives better estimate of image classification and semantic segmentation. Output feature

map is given to the pooling, and convolutional layers and planar region segmentation
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and their corresponding parameters are obtained. The overall architecture of PlaneNet is

illustrated in Figure 1.5.. The ground-truth data for network training and test are obtained

from ScanNet [23] dataset, which consists of large-scale indoor RGB-D video frames.

Although PlaneNet outperforms several traditional plane segmentation methods, it has

two main limitations. First, the maximum number of planes should be given as prior

information, which limits the flexibility of the system. Second, small surfaces are missed,

which degrades scene understanding quality.

Figure 1.5.: An illustration of PlaneNet architecture. A single RGB image is given

to the Dilated Residual Neural Network, which outputs high-resolution features given

to the pooling and convolution layers to estimate piece-wise planar segmentation with

corresponding plane parameters.

PlaneRecover [97] presents an unsupervised learning approach instead of having

manual annotations for 3D plane parameters. The framework has a single convolutional

neural network component that outputs plane segmentation besides the non-planar surface

identification and plane normals. For plane segmentation, they use an encoder-decoder

architecture with skip connections. The network is trained and tested with the SYN-

THIA [76] dataset, which is composed of a large number of synthetic images of urban

scenes with the corresponding depth maps and pixel-wise semantic annotations and the

CityScapes [21] dataset, which includes real street-view video sequences. This deep

framework allows at most five planes detected on the given image.

Both PlaneNet and PlaneRecover limit the maximum possible number of planar

regions, which degrades applicability in general scenarios. To overcome this, Yu et

al. [101] propose an approach based on associative embedding. Their deep framework

consists of two stages. In the first phase, a convolutional neural network is trained to map

each pixel to an embedding space with the aim of having similar embeddings for pixels

belonging to the same planar region. After embeddings are obtained, plane instances

are computed by clustering the embedding vectors in planar surfaces via the mean-shift

algorithm. In the second stage, the system outputs parameters for each plane instance by

taking pixel-level and instance-level consistencies into account. As PlaneNet, they used

the ScanNet dataset for ground-truth data acquisition used for both training and test. An

arbitrary number of planes can be detected, and small planar surfaces are more likely
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detected than PlaneNet.

Recently, PlaneRCNN [55] improves upon PlaneNet. PlaneRCNN is composed

of three components. The first component is a plane detection network that is built upon

Mask RCNN [39] which is one of the state-of-the-art object detection deep frameworks

in the literature. This branch estimates an instance mask for each planar region, plane

normal, and depth values for each pixel. Unlike PlaneNet, an arbitrary number of planes

can be dealt with. The second branch is designed for segmentation refinement. Here,

piece-wise planar segmentation masks that are extracted from the first component are

optimized jointly in order to improve them and make them more coherent to the scene.

The third component is a warping loss module which aims at enforcing the consistency

of reconstructions by improving the accuracy of parameters of plane and depth map

during training by taking into account a neighbor view of the corresponding scene. As

in PlaneNet, ground-truth data for training and test are obtained from ScanNet dataset.

PlaneRCNN outperforms PlaneNet in terms of plane detection, plane segmentation, and

depth map estimation accuracy. The architecture of PlaneRCNN is shown in Figure 1.6..

Figure 1.6.: An illustration of PlaneRCNN architecture. This deep learning framework

for piecewise plane segmentation is composed of three components. A plane detection

network takes a single RGB image and produces segmentation masks, plane parameters,

and a depth map for an entire image. Segmentation refinement network takes estimated

instance segmentation masks and refines them by joint optimization. Refined segmentation

masks are given to the warping loss module, which aims at enforcing the consistency of

reconstructed planes with a neighbor view of the corresponding scene.

Although PlaneRCNN is designed for and trained with images of indoor scenes

like PlaneNet, piece-wise planar segmentation accuracy for outdoor images is slightly

better. However, as we will demonstrate in Section 2 its performance is still constrained

by the features learned on indoor images. Piece-wise plane reconstruction of PlaneR-

CNN for unseen indoor and outdoor scenes are shown in Figure 1.7. and Figure 1.8.

respectively. Although piece-wise planar segmentation of PlaneRCNN looks accurate

for images of different unseen indoor scenes, it misses most of the planar regions, and

undersegments/oversegments found plane assignments.

Yang et al. introduce a CNN named StruMonoNet [99] for monocular 3D esti-

mation of indoor imagery. Besides the piece-wise plane reconstruction, the network also
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(a) Input indoor RGB image (b) PlaneRCNN segmentation

Figure 1.7.: Piece-wise plane segmentation of PlaneRCNN for unseen images of different

indoor scenes. It finds most of the planes with highly accurate segmentation boundaries.
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(a) Input outdoor RGB image (b) PlaneRCNN segmentation

Figure 1.8.: Piece-wise plane segmentation of PlaneRCNN for unseen images of dif-

ferent outdoor scenes. Besides most of the planar regions are missed and it overseg-

ments/undersegments found ones.
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extracts the relations between estimated planes, such as adjacency, perpendicularity, and

parallelism. The network is composed of three main components. In the first component,

surface elements are predicted, including depth, normal, visual descriptor, and boundary

pixels. Planes are detected in the second component. The third one is the geometric

rectification module which takes the surface elements and detected planes as an input.

The module refines the surface elements and gives the relations between detected planes.

Liu et al. propose PlaneMVS [58], a two-branch deep framework for 3D plane

reconstruction from images of multiple views belonging to various indoor scenes. The

plane MVS branch gives plane parameters while the plane detection branch outputs plane

segmentation masks. Both outputs are evaluated in a single loss function to improve the

prediction of each other.
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1.3 Research Summary and Key Findings

The research conducted in this thesis mainly concentrates on planar geometry

estimation with deep learning. Our primary purpose is to develop a deep learning based

framework for the piece-wise plane detection and segmentation of outdoor scenes without

requiring manual annotation. The challenging part of the problem comes from the need

for automatically generated piece-wise plane annotation for images belonging to outdoor

scenes. To overcome this, we propose two novel methods that combine the traditional

and recent CNN-based solutions for the piece-wise plane detection and segmentation

problem. The first proposed method exploits a deep neural network trained on manually

annotated images(recent CNN-based approaches) and an automatically reconstructed point

cloud(traditional approaches) to estimate the training ground truth labels on the outdoor

images in an energy minimization framework. We demonstrate that a piece-wise plane

reconstruction network trained on indoor images can be adapted to outdoor scenes for the

task of piece-wise planar segmentation without requiring manual annotations. We also

propose a second method that exploits deep monocular depth estimation to obtain a 3D

dense point cloud instead of the standard Structure from Motion and Multi-View Stereo

pipeline. This makes our approach customizable to any appropriate outdoor dataset. With

this improvement, we also apply our proposed novel approach to the Unmanned Aerial

Vehicle(UAV) outdoor imagery for ground plane estimation without requiring manual

annotations. We employ our transfer learning scheme between different UAV outdoor

image datasets collected from various altitudes in several environments by providing

ground truth training targets just for a single set of images. The main contribution of the

thesis can be summarized as follows:

• We combine the traditional and recent approaches for the task of piece-wise plane

detection and segmentation.

• We develop a transfer learning scheme from a piece-wise plane reconstruction

network trained on annotated indoor images to outdoor domain without requiring

manual annotation.

• We formulate an energy function initialized with the segmentation estimation of

a network trained on annotated images and minimized under the guidance of 3D

dense point cloud at training time which generates ground-truth training labels

automatically.

• We iterate the transfer learning scheme that alternates between improving network

weights in the outdoor domain and generating approximate ground truth training

labels.
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• We demonstrate that a piece-wise plane reconstruction network trained on indoor

images can be adapted to outdoor scenes for the task of piece-wise planar segmen-

tation without requiring manual annotations.

• We integrate a deep monocular depth estimation network to our approach for gen-

erating 3D dense point cloud from the estimated depth.

• We employ our novel proposed approach to ground plane estimation on UAV outdoor

imagery.

• We show that a semantic segmentation network trained on UAV outdoor images

can be adapted to any other UAV outdoor imagery for the task of ground plane

estimation without requiring manual labor.

Figure 1.9. shows schematically how the work done for this thesis contributes to

solving the common computer vision problem of piece-wise plane detection and seg-

mentation. In the literature, relevant studies can be grouped as traditional methods and

CNN-based approaches. In this thesis, we propose and develop a novel deep learning

based method by combining CNN-based and traditional approaches for piece-wise plane

detection and segmentation for outdoor imagery without requiring manual annotation.

Figure 1.9.: The top view of our thesis work from piece-wise plane detection and segmen-

tation perspective.
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1.4 Outline of the Thesis

In Chapter 2, we provide the details of our primary approach including related

work and corresponding background information. We also show the performance of

our approach with a different set of experiments. Chapter 3 gives the proposed idea

about modification to our main approach so that requirement of overlapping images in the

input outdoor dataset is removed. We compare this modified approach with the former

one and the baseline with different plane segmentation metrics. Chapter 4 includes the

study of employing our proposed novel approach to ground plane estimation on UAV

outdoor imagery. We demonstrate that the proposed method can be applied to other plane

estimation problems for different outdoor imagery domains. Chapter 5 concludes this

thesis.
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CHAPTER 2

IMPROVING OUTDOOR PLANE ESTIMATION

WITHOUT MANUAL SUPERVISION

2.1 Introduction

The automatic segmentation of planar regions, which are present in most scenes

and offer details on the scene’s geometric structure, has long been an objective of Computer

Vision. Multiple views are required for this task in traditional methods ([29, 30, 86]).

Generally, they first reconstruct 3D point clouds from the images and generate plane

candidates with 3D segmentation methods such as robust plane fitting via RANSAC [26].

However, an accurate segmentation might not be obtained since the plane boundary in the

3D point cloud carries high uncertainty. In addition, textured planar surfaces are required

for using the point clouds to apply stereo matching in reconstruction.

Recently, Convolutional Neural Network (CNN) based approaches ([56, 97, 101,

55]) have been introduced for piece-wise plane detection and segmentation from a single

image without explicit reconstruction of a 3D point cloud. Although they outperform

traditional approaches in terms of reconstruction quality, most of them are designed for

and trained with indoor imagery and perform poorly for outdoor scenes.

The advantage of indoor scenes comes from the easy depth sensing provided by

active sensors. However, such sensors have a limited operating range that makes manual

annotation of images of outdoor scenes a time-consuming task, preventing replicating the

success on indoor datasets. To compensate the lack of large training sets, transfer learning

can be considered. However, this also requires manually annotated outdoor image datasets

to transfer the features. So, transferring features from the existing networks to a set of

outdoor images is required without manual annotation.

In this part of the thesis work, we propose and develop such an approach that

requires a collected training set of outdoor images that can be processed by a structure

from motion - multi view stereo pipeline to produce a dense 3D point cloud. Instead of

directly generating plane candidates from the point cloud as in traditional methods, we

exploit the dense 3D point cloud as a weak supervision signal to improve piece-wise plane

segmentation quality. Our approach is developed on the idea of combining such a point
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cloud and the output from a state-of-the-art plane segmentation network trained on indoor

images such as PlaneRCNN [55], an approximate but high quality estimate of ground

truth annotations on the outdoor images can be obtained. We use this estimate as training

targets to improve the network weights, achieving transfer without manual labeling. In

addition, we show that iteratively applying this process further improves piece-wise plane

segmentation quality. Once the training and the feature transfer is completed, during

test time, our approach can detect and segment planar regions on a given monocular

outdoor image with a much greater accuracy than a network trained on indoor images. We

formalize our approach in Section 2.3 and provide experimental results on several datasets

collected outdoors.

Our main contributions can be summarized as follows:

• We combine the traditional and recent approaches for the task of piece-wise plane

reconstruction by achieving feature transfer under the guidance of 3D dense point

cloud at training time with the initialization provided by a network trained on indoor

images.

• We formulate an approximate and iterative transfer scheme that alternates between

estimating ground truth labels and improving network weights in the target domain.

• We demonstrate that PlaneRCNN can be adapted to outdoor scenes for the task of

piece-wise planar reconstruction without requiring manual annotations.

2.2 Related Work

Traditional piece-wise planar reconstruction methods([29, 30, 86]) for outdoor

scenes require images of multiple views. Furukawa et al. [29] reconstructs 3D oriented

points with the aid of a multiview stereo approach and then generates plane candidates

with heuristics and with Markov Random Fields (MRF) optimization. Gallup et.al [30]

generates plane hypotheses with RANSAC from a set of depth maps. These candidates

are refined with the MRF framework to obtain the final result. Sinha [86] generates a

3D sparse point cloud with a Structure-from-Motion (SfM) approach and extracts 3D line

segments which are used in a graph cut formulation.

Bodis et al. [13] proposes a piece-wise planar model and obtains a 3D sparse

point cloud from a set of images and solves the reconstruction problem with graph cuts

by assigning plane labels to superpixels under the guidance of the point cloud. However,

they do not use machine learning to regularize the estimation in textureless regions and

initialization with planes fitted to superpixels is not robust due to noise.
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Recently, deep neural architectures are trained for piece-wise planar reconstruction

from a single image. PlaneNet ([56]) is the first one that can segment a monocular image.

It is designed for and trained with the images of indoor scenes. PlaneRecover([97])

presents an unsupervised learning approach instead of having manual annotations for 3D

plane parameters. It is trained with a synthetic outdoor dataset. Both PlaneNet and

PlaneRecover limits the maximum possible number of planar regions which degrades

applicability in general scenarios. To overcome this, [101] proposes an approach based on

associative embedding. Recently, PlaneRCNN ([55]) improves upon PlaneNet. Although,

PlaneRCNN is designed for and trained with the images of indoor scenes like PlaneNet,

piece-wise planar segmentation accuracy for outdoor images is slightly better. However,

as we will demonstrate its performance is still constrained by the features learned on indoor

images.

We combine ideas from both traditional approaches and neural network architec-

tures. An automatically reconstructured point cloud is exploited only during training to

estimate ground truth segmentations on the outdoor datasets. As a result, once training

is completed, we do not require multiple images and our approach is able to reconstruct

planar regions even in less textured areas. Moreover, since it adapts to the image features

on an outdoor dataset, its plane detection and segmentation performance surpasses the

existing networks trained indoors.

Finally, Zeng et. al [103] showed that integrating geometric cues such as vanishing

points and lines to constrain the plane segmentation results improves both segmentation

quality and estimated plane parameters. Our approach relies on similar reasoning to

exploit geometry of the scene to ease domain transfer from indoor to outdoor imagery. It

might be possible to fuse our approach with that of [103], either to improve the output of

our method using perspective cues or to provide stronger training for the approach of [103]

by integrating larger amounts of unlabeled outdoor training data.

2.3 Transfer Learning without Manual Supervision

Training a neural network for piece-wise plane estimation on outdoor images

requires a set of training outdoor images Dout with annotated ground truth training targets

Tout. The training targets are composed of segmentation masks Sout and plane equations

𝜋out, Tout = (Sout, 𝜋out). The neural network is trained by searching for a set of weights

w that minimizes a loss function L(w) that takes the network output and the ground-truth

training targets as parameters

w∗ = argmin
w

L ( 𝑓 (Dout |w), Tout) ,
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where L(w) measures the disagreement between Tout and the network output 𝑓 (Dout |w)

on the training images.

Our assumption is that the ground truth training targets Tout are not available, but

we have network weights wPlaneRCNN trained on indoor images and we can obtain a point

cloud PMVS by using a state-of-the-art Structure from Motion (SfM) and Multiview Stereo

(MVS) system such as COLMAP ([78, 79]) on the collected outdoor image set.

Our approach is developed based on the idea of solving the minimization problem

given in the above approximately by first estimating the training targets based onwPlaneRCNN

and PMVS, and then improving the weights w by using this estimated T̃out which provides

weak-supervision:

T̃out = argmin
Tout

𝐸
(
Tout | PMVS, 𝑓 (Dout |wPlaneRCNN)

)

w̃∗ = argmin
w

L
(
𝑓 (Dout |w), T̃out

)
,

where 𝐸 (Tout) measures the mismatch between the estimated training targets

and the information provided by the 3D point cloud PMVS and the network output using

pretrained weights 𝑓 (Dout |wPlaneRCNN). It also ensures that the segmentation masks

are smooth. The exact formulation of the energy function is given in more detail in

Section 2.3.3.

Better piece-wise plane reconstruction quality is expected than what is initially

possible with wPlaneRCNN by the new set of weights computed after solving the two mini-

mization problems above. The training targets can be reestimated which implicitly provides

much representative and informative set of weights than the previous one. This leads to

apply the idea iteratively that alternates between the estimation of training targets and the

optimization of the network weights based on the last estimate:

w̃0 = wPlaneRCNN

T̃out𝑖+1 = argmin
Tout

𝐸
(
Tout | PMVS, 𝑓 (Dout | w̃𝑖)

)

w̃𝑖+1 = argmin
w

L
(
𝑓 (Dout |w), T̃out𝑖+1

)
,

As it is stated in the above, training targets are composed of plane segmentation

masks and plane parameters. Plane parameters can easily estimated based on the infor-

mation provided by the 3D point cloud and the segmentation masks. We just assign each

3D point to one of the planes based on its projection into the segmentation masks with the

camera rotation matrices and translations estimated during the SfM stage. After corre-

sponding 3D points are determined for each plane, we apply robust least square fitting to

estimate a better set of parameters. This makes energy minimization stage in our iterative

transfer learning scheme is estimating the segmentation masks. Once piece-wise plane
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segmentation masks are estimated, plane equations are computed as it is explained above:

w̃0 = wPlaneRCNN

S̃out𝑖+1 = argmin
Sout

𝐸
(
Sout | PMVS, 𝑓 (Dout | w̃𝑖)

)

𝜋out𝑖+1 = LSQ
(
PMVS, S̃out𝑖+1 | RSFM, tSFM

)

T̃out𝑖+1 =
(
S̃out𝑖+1 , 𝜋

out
𝑖+1

)

w̃𝑖+1 = argmin
w

L
(
𝑓 (Dout |w), T̃out𝑖+1

)
,

As Figure 2.1. illustrates, we propose and develop an iterative transfer learning

scheme in which a neural network is trained for outdoor plane estimation and segmentation

without requiring annotated ground truth information. We exploit a network and its

pretrained weights computed for the same task but obtained from a training set of indoor

images. Our proposed iterative transfer learning scheme depends on weak supervision

provided by the point cloud PMVS that can be computed automatically under some mild

assumptions about the training set, such as overlap of viewpoints and presence of textured

regions. In the experiments section, we show that this approximate training scheme

successfully improves the quality of estimated planes and segmentation masks. In the

following, we present the details of each stage in the proposed approach.

2.3.1 3D Point Cloud Acquisition from a Set of Images

Reconstruction of a 3D model from a set of unordered images belonging to real

scenes has been widely used in many computer vision applications such as augmented

reality [10, 9], motion capture [63], and SLAM [25, 65]. A dense 3D point cloud from a

collection of images can be obtained with a Structure From Motion(SfM) [46] - Multi-View

Stereo(MVS) [80] pipeline.

2.3.1.1 Structure From Motion(SfM)

SfM is the process of obtaining 3D reconstruction(structure) from a collection of

images. A set of overlapping images from different viewpoints of the same scene are given

as input. The output is camera parameters for each input image and a sparse A 3D point

cloud is composed of a set of points visible in a subset of input image collection. SfM is

a sequential process that is mainly composed of three steps:
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Figure 2.1.: Proposed iterative transfer learning approach. We preprocess the outdoor

images to extract a point cloud PMVS and a set of SLIC superpixels S. Using these data,

we initialize segmentation maps based on the current network output with weights w̃𝑖.

An energy based minimization problem is solved to refine this crude initialization into

an estimated set of training targets T̃out𝑖+1 . The network is then trained to minimize a loss

function on these training targets, yielding improved network weights w̃𝑖+1. These new

weights provide a better initialization, so we can repeat the process multiple times. Note

that the whole process is automated and the point cloud is only used in the training phase.

1. Feature Extraction and Matching: For each input image, a set of local features are

detected. Then, descriptors are computed for the features, and a set of potentially

overlapping image pairs are found by finding feature correspondences based on their

descriptors.

2. Final Image Pairs Selection: In Step 1, image pairs are decided according to

their appearance. So, in order to guarantee that matches belong to the same scene

point, a geometric verification is done. Potential matches are verified by estimating

the geometric transformation between images through features by using projective

geometry. Geometrically verified matches are used for the remaining iterative

process.

3. Reconstruction: The output of Step 2, which is the graph of the verified image

pairs are given as the input for the reconstruction.

3.1 Model Initialization: The 3D model is initialized by selecting two views

from the graph and obtaining reconstruction from them. At the end of this step,

camera poses and triangulated 3D points from feature correspondences are obtained.
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3.2 Image Registration: A new image from the input set can be registered to

the model by solving the PnP [27] problem with the input of 2D-3D correspondences

obtained from the already reconstructed model. The solution of the PnP problem

gives the camera pose of the newly registered image.

3.3 Triangulation: After the camera pose is computed for the already registered

image, new feature correspondences can be used for triangulation and new scene

points are added to the 3D model.

3.4 Bundle Adjustment: The Computation of both cameras poses and scene

points can be erroneous. In order to refine the estimation of model parameters,

bundle adjustment is applied in order to minimize the reprojection error for both all

camera poses and scene points.

An overall procedure of SfM is illustrated in Figure 2.2..

Figure 2.2.: An overall procedure of SfM. Local features are detected on each of the

input images and feature correspondences between image pairs are found. From the set of

potentially overlapping images, geometrically verified ones are selected and are given to

the reconstruction process as a graph. Reconstruction starts with a 3D model initialization

from the image pair selected from the graph. At the end of the SfM, the output is the

camera pose for each of the input images and the sparse 3D point cloud.

23



2.3.1.2 Multi-view Stereo(MVS)

MVS is the process of obtaining a 3D dense point cloud by using the input images.

Camera poses information per each image and sparse point clouds are given by the SfM

algorithm. A general view of the MVS is illustrated in Figure 2.3.. Since camera

parameters are known, solving the 3D geometry of the scene can be evaluated as finding

feature matches between input images. Furthermore, that finding correspondence problem

can be reduced to one-dimensional search by computing the epipolar geometry. After

finding correspondences, depth and normal maps for every image are computed and then

a 3D dense point cloud is constructed by fusing them.

Figure 2.3.: A general view for the MVS. It takes the output of the SfM which are camera

poses for each image and 3D sparse point cloud besides the input image collection. After

finding correspondences between images with an one-dimensional search via epipolar

geometry computation, depth and normal maps for every image are computed and then

3D dense point cloud is constructed by fusing them.
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2.3.1.3 SfM-MVS pipeline through COLMAP

COLMAP is a software with a graphical and command-line interface that provides

SfM-MVS pipeline. It enables different reconstruction settings for ordered and unordered

image collections. In this thesis work, in order to obtain 3D dense point cloud, COLMAP

is used for SfM-MVS pipeline for which example outputs are shown for Gerrard Hall

dataset in Figure 2.4..

Figure 2.4.: SfM-MVS pipeline for Gerrard Hall dataset with COLMAP.

2.3.2 Estimation of the Initial Segmentation Masks

To refine the network weights, we exploit a point cloud PMVS which provides weak

supervision and is obtained from the training images via SfM-MVS pipeline. From the

PMVS it is possible to estimate the planar regions in the scene by robust geometric fitting

using standard least squares estimation and RANSAC.
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Although the reconstructed point cloud PMVS carries information about planar

regions on the scene, there are two drawbacks to computing segmentation masks and

plane equations directly from it by naive plane fitting to the 3D points. As a first, the

estimated planes infinite extent and directly computation of segmentation boundaries with

plane fitting is a challenging problem. Secondly, SfM-MVS pipeline requires textured

surfaces so the resulting point cloud might be partial and some planar surfaces can not

be reconstructed. Due to these drawbacks, we formulate estimation of the segmentation

masks as an energy minimization problem. After the good segmentation masks are

estimated, plane equations are refined easily by using the 3D points.

We formulate the estimation of segmentation masks as a min-cut problem which

is solved by graph cuts ([15]). In order to make the problem feasible, we extract SLIC

superpixels ([4, 5, 57]) and solve the problem for the superpixel labels instead of each pixel.

As a result, the segmentation mask Sout is given as a set of label assignments {𝑙𝑠 : ∀𝑠 ∈ S},

where S is the set of extracted superpixels and the labels 𝑙𝑠 ∈ {−1, 0, 1, . . . , 𝐾 − 1}

are selected from a set of 𝐾 + 1 possibilities. The labels with non-negative indices

𝑗 , 𝑗 = 0, . . . , 𝐾 − 1 represent assignment to one of the possible planes 𝜋 𝑗 in the network

output and the label −1 represents non-planar regions that we denote as 𝜋−1 for notational

convenience. The formulation using superpixels allows us to adjust the granularity of the

estimated ground truth to the density of the reconstructed point cloud and the resolution

of the training images.

We calculate an initial set of label assignments before we estimate the segmentation

labels from energy minimization framework. First, we project each 3D point 𝑝 ∈ PMVS

into the image and assign it to the superpixel it falls into based on superpixel boundaries.

Similarly, we assign each projected point to a plane using the per-pixel segmentation

masks estimated by the current network weights 𝑓 (Dout | w̃𝑖). Within each superpixel 𝑠,

each projected point votes for its assigned plane. Each superpixel is assigned an initial

label 𝑙𝑠 corresponding to the plane 𝜋�̂�𝑠 that received the majority of the votes. The energy

formulation described below ensures that the initial assignments {𝑙𝑠} are also taken into

account.
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2.3.3 Updating the Segmentation Masks by Energy Minimization

Given the point cloud PMVS and the network weights w̃𝑖 obtained in the last iteration,

the energy of a superpixel segmentation mask Sout = {𝑙𝑠} is defined as follows

𝐸 (Sout) =
∑
𝑠∈S

𝐸𝑑
(
𝑙𝑠 | PMVS, 𝑓 (Dout | w̃𝑖)

)

+ 𝜆𝑠

∑
(𝑠,𝑡)∈NS

𝐸𝑠 (𝑙𝑠, 𝑙𝑡 | PMVS, 𝑓 (Dout | w̃𝑖)),

where NS is the set of neighboring superpixels.

The energy data term 𝐸𝑑
(
𝑙𝑠 | PMVS, 𝑓 (Dout | w̃𝑖)

)
measures the discrepancy between

a given superpixel label 𝑙𝑠 and the point cloud PMVS. It depends on two components

𝐸support(𝑙𝑠 | PMVS) and 𝐸distance(𝑙𝑠 | PMVS). These components are combined in a weighted

fashion as follows:

𝐸𝑑 (𝑙𝑠) =
(
𝛼1 + 𝛿(𝑙𝑠 − 𝑙𝑠)

)
𝐸support(𝑙𝑠 | PMVS)

+
(
𝛼2 + 𝛿(𝑙𝑠 − 𝑙𝑠))

)
𝐸distance(𝑙𝑠 | PMVS),

where 𝛼1 and 𝛼2 are scalar constants. 𝛿(𝑙𝑠 − 𝑙𝑠) is equal to zero whenever the new label is

the same as the initial assignment, it is equal to one otherwise. The delta terms increase

the cost of assignments that change the initial labels that were calculated based on the

current network output. This ensures that after the energy minimization, the estimated

labels will change only when the 3D points of PMVS consistently get assigned to a plane

other than the one indicated by the initial label.

𝐸support(𝑙𝑠 | PMVS) measures the ratio of projected 3D points assigned to the same

plane corresponding to the label 𝑙𝑠. It is computed as

𝐸support(𝑙𝑠 | PMVS) =
𝑛𝑡 − 𝑛𝑠

𝑛𝑡
,

where 𝑛𝑠 is the number of projected points in the superpixel assigned to plane 𝜋𝑙𝑠 and 𝑛𝑡

is the total number of projected points in the superpixel.

𝐸distance(𝑙𝑠 | PMVS) measures the average distance of projected 3D points to the plane

corresponding to the label 𝑙𝑠. It is computed as

𝐸distance(𝑙𝑠 | PMVS) =
1

𝑛𝑡

∑
𝑝∈𝑠

𝑑 (𝜋𝑙𝑠 , 𝑝),

where 𝑑 (𝜋𝑙𝑠 , 𝑝) is the 3D Euclidean distance between the 3D point 𝑝 and plane 𝜋𝑙𝑠 .

The smoothness data term 𝐸𝑠 (𝑙𝑠, 𝑙𝑡 | PMVS, 𝑓 (Dout | w̃𝑖)) ensures that the estimated

labels respect image color and depth information which regularizes the problem by con-

straining the labels of superpixels with a small number of projected 3D points. It is
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calculated as

𝐸𝑠 (𝑙𝑠, 𝑙𝑡) = 𝐸color

(
𝑙𝑠, 𝑙𝑡 | PMVS, 𝑓 (Dout | w̃𝑖)

)

+ 𝛼3𝐸depth

(
𝑙𝑠, 𝑙𝑡 | PMVS, 𝑓 (Dout | w̃𝑖)

)
,

where 𝐸color(𝑙𝑠, 𝑙𝑡) penalizes label changes over smooth intensity regions and 𝐸depth(𝑙𝑠, 𝑙𝑡)

penalizes label changes over regions of similar depth. They are calculated as

𝐸color(𝑙𝑠, 𝑙𝑡) = {exp(−Δ𝑐), 𝑖 𝑓 𝑙𝑠 ≠ 𝑙𝑡}

and

𝐸depth(𝑙𝑠, 𝑙𝑡) = {exp(−Δ𝑑), 𝑖 𝑓 𝑙𝑠 ≠ 𝑙𝑡}

where Δ𝑐 is the difference between mean intensity values (average of color channels) over

superpixels 𝑠 and 𝑡, and Δ𝑑 is the difference between mean depth values of 3D points

projected into superpixels 𝑠 and 𝑡.

2.3.3.1 Energy Minimization through Graph-Cuts with Alpha-Expansion

Algorithm

The energy function 𝐸 which is explained in detail from beginning of Section 2.3

is minimized trough graph-cuts with the alpha-expansion algorithm [15]. The algorithm

approximately minimizes the energy function for an arbitrary set of labels. It is designed

based on 𝛼-expansion moves in which any set of image elements is allowed to change its

label to 𝛼. By these expansion moves, the algorithm finds a local minimum.

The steps of the algorithm are given in the below:

1. Initialize with an arbitrary labeling f.

2. For each label

- Use single graph-cuts computation to find 𝑓 ′′ = 𝑎𝑟𝑔𝑚𝑖𝑛𝐸 ( 𝑓 ′) where f’ is the

labeling after one 𝛼-expansion of f.

- If E(f”) < E(f) update labeling f as f” and iterate with next label.

3. Return f

The initialization of labels is explained in Section 2.3.2.

By finding a set of superpixel labels Sout = {𝑙𝑠 : ∀𝑠 ∈ S} that minimize the

combined energy terms, we recover a new segmentation mask Sout𝑖+1 for each planar region
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and the non-planar areas. For each planar region, a set of updated parameters 𝜋out𝑖+1 are

calculated by robust plane fitting to each 3D point projecting onto the corresponding

segment of the image. The combined set of estimated segmentation mask and plane

parameters T̃out𝑖+1 can now be used in training. In the next section, we show that by

repeating this process, we can improve the outdoor plane estimation performance of the

network trained on indoor images to a large extent. We also provide a detailed analysis

of the contribution from each energy term described in this section to the aforementioned

performance increase.

2.4 Experiments

The effectiveness of our approximate training strategy in enhancing the outdoor

plane estimation performance of a state-of-the-art network trained on indoor data has

been tested through a set of experiments. We have used well-known benchmark datasets

for simultaneous localization and mapping (SLAM) and structure from motion (SfM)

in our experiments because our method required an outdoor dataset that is adequate for

geometric estimation. Both SfM and SLAM benchmarks provide suitable imagery of

structured urban scenes that contain the necessary textured surfaces and viewpoint overlap

that our approach relies upon. They also contain many planar surfaces and typical scenes

for which outdoor plane estimation applications are likely to operate on.

We perform quantitative experiments that demonstrate a single iteration of our

approach improves overall plane estimation quality over the baseline. Furthermore, we

show that as proposed in Section 2.3, repeated iterations further improves performance. We

also present qualitative results that demonstrate the improved segmentation performance

as the transfer learning iterations progress. Finally, we present results of an ablation study

that measures the contribution from each of the energy terms detailed in Section 2.3.3.

2.4.1 Experiments on a Structure-from-Motion Dataset

We have used the Dubrovnik dataset([52]) as a primary set of images to test

our approach. It is the collection of 6844 city images taken by different cameras and

from varying viewpoints. In order to have different training, validation and test splits,

the Dubrovnik dataset is grouped into three parts each consisting of images that depict

different city regions. This split ensures that our approach does not overfit to the textures
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of particular buildings in the same region. Example images corresponding to each part

are shown in Figure 2.5..

We manually annotate the test and validation images for each part of theDubrovnik

dataset since it does not contain ground-truth piece-wise plane segmentation data. Both

test and validation splits includes 50 images. The training set size is 150 for each part and

no ground truth data is required for this set.

Each part is separately processed by COLMAP to obtain the 3D point clouds

which we exploit them as a weak-supervision training signal in our proposed framework.

We also compute SLIC([4, 5]) superpixels as shown in Figure 2.6.. We extract 1500

superpixels from each training image. We determine the number of extracted superpixels

by performing preliminary experiments on Dubrovnik dataset. We extract 500 to 2500

superpixels increasing by 500 from the training images of Part I and measure the piece-wise

plane segmentation performance on test images of Part II.

2.4.1.1 Image Representation with SLIC Superpixels

Superpixels are a group of pixels that have common individual properties. Images

are represented with their superpixels in many computer vision problems such as object

segmentation [36, 53] and localization [28] considering efficiency issues. Superpixels

are preferable to pixels in such kind of problems since they carry more information than

pixels, provide perceptual meaning for the pixels of it and enable compact representation

of images which is very useful for computationally demanding problems.

SLIC superpixels is one of the state-of-the-art superpixel algorithms and is faster

and more memory efficient than the others [5]. SLIC algorithm is an adaptation of k-means

for superpixel generation. It starts sampling a given number of cluster centers. Here, each

cluster represents a superpixel. Then, each pixel is assigned to one of the clusters based

on a distance metric iteratively until consecutive cluster(superpixel) centers are the same.

Finally, to enforce connectivity, disjoint pixels are reassigned to nearby superpixels. In

our approach, images are represented with SLIC superpixels. To make it feasible for an

optimization algorithm through graph-cuts which is explained in Section 2.3.3.1, a graph

structure is constructed where nodes are superpixels and edges are neighbors.
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(a) Example images from Part I

(b) Example images from Part II

(c) Example images from Part III

(d) Point cloud computed for Part I

Figure 2.5.: Dubrovnik dataset splits. (a)-(c) Three parts of the dataset where each consists

of images that belong to a different part of the city. We form the training, validation, and

the test sets with different parts to ensure spatial separation of the images in the splits. (d)
The COLMAP output point cloud extracted from images in Part I.
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(a) Input Image (b) SLIC superpixels from (a)

Figure 2.6.: Our training approach estimates a plane segmentation map for each image

based on the reconstructed point cloud and the current network output. Since the point

cloud is not dense enough to cover each pixel, we compute SLIC superpixels and estimate

segmentation labels per superpixel. This ensures that the energy data terms for most of

the superpixels depend on several projected 3D points that fall into the corresponding

superpixel boundary.

Table 2.1.: Experiment setup for Dubrovnik dataset. We perform six different

experimental runs for which each split is used for training set, validation set, and test set

twice. As iterations progress this improvement slows down, so we stop the iterations at

iteration four.

Training Validation Test Number of

Iterations

Part I Part II Part III 4

Part I Part III Part II 4

Part II Part I Part III 4

Part II Part III Part I 4

Part III Part I Part II 4

Part III Part II Part I 4
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2.4.1.2 Experiment Setup and Results

We conduct six different experiments since we have three splits and each part of

the dataset is used for training, validation, and test twice. The overall experiment setup

that we performed on Dubrovnik dataset is shown in Table 2.1..

For each experimental run, we initialize the PlaneRCNN network with pretrained

weights obtained by using the indoor dataset. We evaluate its initial piece-wise plane

segmentation quality on the test set. We estimate a refined set of segmentation masks and

plane parameters as described in Section 2.3 to act as the training targets on the outdoor

dataset. We then retrain the PlaneRCNN layers that belong to the mask head, box head,

classifier head and the depthmap decoder of the plane detection network for 60 epochs

using the estimated training targets. The cross-entropy loss is computed between the

segmentation output of the network and estimated approximate ground-truth targets. An

example loss behavior under the training of Part II as the number of iterations increases is

given in Figure 2.7..

Figure 2.7.: Loss behavior under the training of Part II as the number of iterations increases.

The training takes approximately 3.5 days for each part of the Dubrovnik dataset.

We determine the training result by taking the set of weights gives the best best piece-wise
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segmentation performance for the validation set of images. Similarly, the scalar weights

in the energy function, 𝜆𝑠, 𝛼1 − 𝛼3 are set by a grid search that maximize the validation

set performance.

In order to evaluate piece-wise plane segmentation accuracy, we measure the plane

detection metric, Plane Recall, which is defined as the ratio of the number of estimated

planes that have at least 0.5 Intersection over Union (IOU) score with one of the ground-

truth planes to the number of ground-truth planes. The IOU score is measured with a

varying depth error threshold from 0 to 1 meters with an increment of 0.05m for indoor

images of PlaneRCNN. We set the depth error threshold to vary from 0 to 10 meters with

an increment of 0.5m for outdoor images.

We perform four iterations in each experiment since improvement slows down

after iteration four. To determine this, we perform a preliminary experiment in which we

measure the plane recall for Part I under the training of part II for seven iterations. As the

Figure 2.8. shows, the improvement of plane recall stops after the fourth iteration.

Figure 2.8.: Preliminary experiments on Part I of Dubrovnik dataset under the training

of Part II to determine the maximum number of iterations. After the four iterations,

improvement on plane recall slows down.

Figure 2.9. shows plane recall results of our approach for Part I under the training

of part II and part III. Plane recall performance under Part II training is better than

PlaneRCNN, even with a single iteration. Since the texture of the scene images belonging

to part III is considerably different from part I, plane recall of PlaneRCNN is slightly better
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than our approach with a single iteration for small depth error thresholds. The performance

of our approach is better than PlaneRCNN for each of the depth error thresholds from the

second iteration. For average plane recall for Part I, our approach performs better than the

PlaneRCNN for each depth error threshold, even with a single iteration. Plane detection

and segmentation performance improved for each depth error interval as the number of

iterations increased.

Figure 2.10. illustrates the performance of our approach for Part II under the

training of part I and part III. Plane recall performance for Part II under Part I or Part III

training is better than PlaneRCNN even with a single iteration. For average plane recall

for Part II, our performance is better than the PlaneRCNN for each depth error threshold,

even with a single iteration. Plane detection and segmentation performance improved for

each depth error interval as the number of iterations increased.

As Figure 2.11. shows, our performance for Part III under the training of part I and

part II is not better than PlaneRCNN for all depth error thresholds and iterations for Part

I and small depth error thresholds for part II. Since the texture of the images of the scene

belonging to part III is considerably different from part I, network weights computed on

training with Part I can not be informative for part III with fewer iterations. For average

plane recall for Part III, our approach performs better than the PlaneRCNN for significant

depth error thresholds after four iterations. Our plane recall performance shows that our

approach becomes better than PlaneRCNN as the number of iterations increases.

Figure 2.12. shows the performance of our approach for the Dubrovnik dataset

experiments averaged over the six experimental runs described above. As the figure shows,

our approach performs better than PlaneRCNN even with a single training iteration espe-

cially at larger depth error thresholds. As number of iterations increases, its performance

becomes significantly better than the PlaneRCNN trained on indoor images for all depth

thresholds. Moreover, multiple iterations of our approach is able to improve the network

performance on outdoor images.

We also evaluate our piece-wise plane detection and segmentation performance

with segmentation quality metrics for multiple planes. We measure three different plane

segmentation metrics:

• Segmentation Covering(SC) [7]:Segmentation covering is the metric that measures

the overlap between overall estimated segmentation and the overall ground-truth seg-

mentation by covering estimated segmentation masks with each of the ground-truth

individual segmentation masks and averaging over the ground-truth segmentation

masks. It is computed as follows:

𝑆𝐶 (𝑆𝑒, 𝑆𝑔𝑡) =
1

𝑁

∑
𝑅𝑔𝑡 𝜖𝑆𝑔𝑡

|𝑅𝑔𝑡 | · max
𝑅𝑒𝜖𝑆𝑒

𝑂 (𝑅𝑔𝑡, 𝑅𝑒) (2.1)

where 𝑆_𝑒 and 𝑆_𝑔𝑡 are estimated and ground-truth segmentations correspondingly.
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Figure 2.9.: Plane recall for the Part I of Dubrovnik dataset. In the upper row, plane

recall for the Part I is illustrated under training of Part II and part III respectively from left

to right. Average plane recall for the Part I is shown in the lower row as the number of

training iterations is increased.
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Figure 2.10.: Plane recall for the Part II of Dubrovnik dataset. In the upper row, plane

recall for the Part II is illustrated under training of Part I and part III respectively from left

to right. Average plane recall for the Part II is shown in the lower row as the number of

training iterations is increased.
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Figure 2.11.: Plane recall for the Part III of Dubrovnik dataset. In the upper row, plane

recall for the Part III is illustrated under training of Part II and part I respectively from left

to right. Average plane recall for the Part III is shown in the lower row as the number of

training iterations is increased.
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Figure 2.12.: Average plane recall for the Dubrovnik dataset as the number of training

iterations is increased.
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𝑁 is the total number of pixels in the image. 𝑂 (𝑅𝑔𝑡, 𝑅𝑒) is the overlap between

estimated and ground-truth segmentation mask and computed as follows:

𝑂 (𝑅𝑔𝑡, 𝑅𝑒) =
|𝑅𝑔𝑡 ∩ 𝑅𝑒 |

|𝑅𝑔𝑡 ∪ 𝑅𝑒 |
(2.2)

• Variation of Information(VOI) [61]:The Variation of Information metric was orig-

inally introduced for comparing two clusterings. Since image segmentation for any

purpose is a kind of clustering, this metric can be considered as plane segmentation

evaluation criteria.

Variation of Information(𝑉𝑂𝐼) measures the distance between estimated and ground-

truth segmentations in terms of their average conditional entropy and can be formu-

lated as following:

𝑉𝑂𝐼 (𝑆𝑒, 𝑆𝑔𝑡) = 𝐸 (𝑆𝑒) + 𝐸 (𝑆𝑔𝑡) − 2𝑀 (𝑆𝑒, 𝑆𝑔𝑡) (2.3)

where 𝐸 represents entropy and 𝑀 represents mutual information between estimated

and ground-truth segmentations.

• Rand Index(RI) [70]: Rand Index was originally introduced for clustering assess-

ment. In the case of plane segmentation, Rand Index(𝑅𝐼) is computed by the sum of

the number of pairs of pixels that have the same segmentation label in both estimated

and ground-truth segmentations and those that have different segmentation labels in

both segmentations divided by the total number of pairs of pixels.

Table 2.4.1.2 shows the results for Dubrovnik dataset belong to multiple plane

segmentation quality metrics as the number of iterations increases. Even with a single iter-

ation the performance of our approach is better than PlaneRCNN. Applying our approach

iteratively improves the segmentation quality based on all measured metrics.

2.4.2 Experiments on a SLAM Dataset

We conduct another set of tests on a SLAM dataset to further evaluate our method

and demonstrate its capacity to increase outdoor plane segmentation accuracy. For this

purpose, we use the images from the KITTI dataset ([32]) that depict urban scenes

captured from a car travelling around city blocks for test purposes. We use the images

in the Dubrovnik dataset to form the training and validation sets. Our experimental
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Table 2.2.: Dubrovnik dataset performance of our approach for multiple planes

segmentation quality metrics.

Plane Segmentation Metric

SC VOI ↓ RI

Dubrovnik-PlaneRCNN 0.478 2.236 0.533

Dubrovnik-One Iteration 0.498 1.854 0.541

Dubrovnik-Two Iterations 0.509 1.741 0.546

Dubrovnik-Three Iterations 0.519 1.644 0.549

Dubrovnik-Four Iterations 0.525 1.605 0.551

Table 2.3.: Experiment setup for KITTI dataset. For these experimental runs, we

construct training and validation splits from Dubrovnik dataset by using all determined

parts. As iterations progress this improvement slows down, so we stop the iterations at

iteration four.

Training Validation Test Number of

Iterations

Dubrovnik
Part I-II-III

Dubrovnik
Part I-II-III

KITTI
Sequence 11

4

Dubrovnik
Part I-II-III

Dubrovnik
Part I-II-III

KITTI
Sequence 13

4

Dubrovnik
Part I-II-III

Dubrovnik
Part I-II-III

KITTI
Sequence 15

4

Dubrovnik
Part I-II-III

Dubrovnik
Part I-II-III

KITTI
Sequence 16

4

Dubrovnik
Part I-II-III

Dubrovnik
Part I-II-III

KITTI
Sequence 18

4

Dubrovnik
Part I-II-III

Dubrovnik
Part I-II-III

KITTI
Sequence 20

4
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setup is shown in Table 2.3.. This is a more challenging test design than the prior set of

experiments on the Dubrovnik dataset since the building styles and viewpoint distribution

are considerably different between the datasets.

(a) Example Image from Sequence 11 (b) Example Image from Sequence 13

(c) Example Image from Sequence 15 (d) Example Image from Sequence 16

(e) Example Image from Sequence 18 (f) Example Image from Sequence 20

Figure 2.13.: Example images from each sequence of KITTI dataset that we used in our

experiments.

42



Table 2.4.: KITTI dataset performance of our approach for multiple planes segmentation

quality metrics.

Plane Segmentation Metric

SC VOI ↓ RI

KITTI-PlaneRCNN 0.463 2.113 0.519

KITTI-One Iteration 0.482 1.742 0.53

KITTI-Two Iterations 0.495 1.705 0.535

KITTI-Three Iterations 0.514 1.662 0.539

KITTI-Four Iterations 0.518 1.648 0.542

KITTI dataset contains eleven test sequences numbered from 11 to 21. We ran-

domly select 50 test images from test sequences numbered 11, 13, 15, 16, 18, 19, and 20

and exclude others that do not have at least two dominant planes. An example image from

each selected sequence from the KITTI dataset is shown in Figure 2.13.. These test images

are manually annotated, the same experimental process is used, and the plane recall is

evaluated.

In Figure 2.14., plane recall of our approach and PlaneRCNN is shown for each

of the selected sequences from KITTI dataset. Our approach performs better than Plan-

eRCNN for each of the sequences, even with a single iteration for most of them. As

the number of iterations increases, each sequence’s plane detection and segmentation

performance improved for each of the depth error intervals.

Figure 2.15. shows the overall results averaged over all test sequences of the KITTI

dataset. Despite the large visual differences between the images from two datasets, our

approach trained on the Dubrovnik dataset significantly improves the outdoor plane

estimation performance on the images of the KITTI dataset. As iterations progress this

improvement slows down, so we stop the iterations at iteration four.

We measure the performance of our approach for KITTI dataset based on multi-

ple planes segmentation quality metrics. Table 2.4 shows the results for multiple plane

segmentation quality metrics as the number of iterations increases. Even with a single iter-

ation the performance of our approach is better than PlaneRCNN. Applying our approach

iteratively improves the segmentation quality based on all measured metrics.

Figure 2.16. shows piece-wise plane segmentation estimations for different test

images from both the Dubrovnik and KITTI datasets for a qualitative comparison. Plan-

eRCNN trained for indoor images misses most of the planar regions and undersegments

the detected ones. The same architecture retrained on outdoor images by the proposed

approach is able to detect most of the planes in the scene with more accurate bound-

aries. This improvement is achieved without providing detailed segmentation maps on the

outdoor images of the training set.
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(a) Plane Recall for Sequence 11 (b) Plane Recall for Sequence 13

(c) Plane Recall for Sequence 15 (d) Plane Recall for Sequence 16

(e) Plane Recall for Sequence 18 (f) Plane Recall for Sequence 20

Figure 2.14.: Plane recall for each test sequence used from KITTI dataset. Although our

approach is trained on KITTIdataset, it performs better than PlaneRCNN for all of the

sequences. For each sequence, as the number of iterations increases, plane detection and

segmentation performance improved for each of the depth error intervals.
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Figure 2.15.: Average plane recall for the KITTI dataset test sequences. Even with a

single iteration, our approach performs better than the PlaneRCNN trained indoors despite

being trained on images from the Dubrovnik dataset. Plane detection and segmentation

performance improved for each of the depth error intervals as the number of iterations

increase.
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Figure 2.16.: Comparison of piece-wise planar segmentation maps for different test images

from both Dubrovnik and KITTI datasets. Results of our approach belong to estimations

obtained after fourth training iteration. PlaneRCNN trained indoors misses most of the

planar regions and undersegments the detected ones. Despite this, the ground truth

estimates automatically obtained with our energy minimization formulation are accurate

enough to improve both plane detection rates and segmentation accuracy.
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2.4.3 Ablation Study

We perform two sets of ablation studies. As a first, we compare the plane recall

performance when we retrain the PlaneRCNN with the ground-truth data and our estimated

approximate training targets. Since there is no ground-truth annotated data for training

images of Dubrovnik dataset, we use test images of Part II for training which are manually

labeled for evaluation and measure plane recall of test images belong to Part I. As it is

shown in Figure 2.17., our plane recall performance is not too much behind from the

retraining with ground-truth targets even with a single iteration. After the four iterations,

retraining with our approximate training targets gives close piece-wise plane segmentation

estimation performance with the network retrained with ground-truth targets.

Figure 2.17.: Plane recall comparison between retraining the PlaneRCNN under ground-

truth and our estimated targets.

Furthermore, we perform an ablation study to show the contribution of each

individual data term of the energy function described in Section 2.3.3. From Dubrovnik

dataset, we use Part I as training and measure the plane recall performance on Part II.
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Table 2.5.: Plane recall values as the data term 𝐸𝑑 (𝑙𝑠) varies. To better understand the

effect of different parts of the segmentation energy data cost, we gradually add more

complex terms and measure the plane recall for each variation. Adding terms for both

𝐸support and 𝐸distance improves results over using either term. Using the additive 𝛿(𝑙𝑠 − 𝑙𝑠)
factor also boost results by increasing the label cost changes when there is less evidence

from the point cloud.

Depth Error Threshold

𝐸𝑑 (𝑙𝑠) 0.0-2.5 2.5-5.0 5.0-7.5 7.5-10

𝛼1𝐸support 0.101 0.226 0.261 0.282

𝛼2𝐸distance 0.063 0.141 0.172 0.207

𝛼1𝐸support + 𝛼2𝐸distance 0.124 0.276 0.313 0.357
(
𝛼1 + 𝛿(𝑙𝑠 − 𝑙𝑠)

)
𝐸support 0.171 0.495 0.578 0.621

(
𝛼2 + 𝛿(𝑙𝑠 − 𝑙𝑠)

)
𝐸distance 0.227 0.499 0.551 0.593

(
𝛼1 + 𝛿(𝑙𝑠 − 𝑙𝑠)

)
𝐸support 0.316 0.614 0.667 0.701

+
(
𝛼2 + 𝛿(𝑙𝑠 − 𝑙𝑠)

)
𝐸distance

As before, PlaneRCNN is retrained in four iterations for each term of data cost function

𝐸𝑑 (𝑙𝑠). The results of Table 2.5. show that the term measuring support from projected

3D points and the one measuring 3D plane distance both contribute to plane segmentation

performance. Moreover, the 𝛿(𝑙𝑠 − 𝑙𝑠) terms that increase the cost of label changes

positively affect the network training. Best results are obtained when the data term

matches the final form described in Section 2.3.3.

2.5 Conclusion

We have developed a method for improving piece-wise plane detection and seg-

mentation accuracy of outdoor scenes without requiring manual annotation. The only

prerequisite for our method’s success is that the training dataset can be handled by a SfM-

MVS pipeline and the network trained on indoors. We have demonstrated that the initial

network’s and the point cloud’s weak supervision is sufficient to accurately estimate the

ground truth labels on the outdoor imagery. This allows for the weights to be improved,

which in turn enhances the estimation of the outdoor ground truth. Applying this idea

iteratively increases the detection and segmentation accuracy on several images of outdoor

scenes. As a result, we have demonstrated that a network that was trained on indoor images

48



can be adapted to deal with outdoor imagery without the need for a manually annotated

training set. This proposed and developed approach might be applicable in construction

environment to monitor the overall process.
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CHAPTER 3

USING DEPTH CNN FOR 3D POINT CLOUD

ACQUISITION

3.1 Introduction

Depth estimation from a single image is a challenging computer vision task that

gives the scene structure as an output. Monocular depth estimation is commonly used

in object detection [87, 6], Simultaneous Localization and Mapping(SLAM) [53] and

semantic segmentation [22].

Leveraging geometric constraints and a set of overlapping monocular images to

obtain the 3D structure is the traditional approach for monocular depth estimation. Struc-

ture from Motion (SfM) [46] enables extraction of 3D structure so that a sparse depth map

for each image in a given input sequence can be obtained. As it is stated, an overlapping

input image sequence is required for SfM. The quality of the final scene structure highly

depends on feature extraction and matching. Also, the scale uncertainty exists unless the

absolute distance between cameras is known. Monocular depth information can also be

obtained from tools embedded with depth sensors, RGB-D cameras or LIDAR. However,

depth sensors have a limited operating range making it significantly harder to be practical

for the outdoor environment.

With the advances in deep learning approaches, several methods have been intro-

duced for monocular depth estimation. Some of them [19, 24, 34] are trained to learn

geometric priors related to depth. Besides the geometric priors, semantic constraints

are also taken into account in some deep-learning based methods [104, 92, 18]. Newly

introduced loss functions considering depth-related constraints are proposed in some ap-

proaches [54, 71, 48].

In this part of the thesis work, we exploit a deep neural network designed for

monocular depth estimation [62] in order to obtain 3D dense point cloud that we used as

a weak supervision signal in our iterative transfer learning approach which is explained in

Section 2.3(See Figure 2.1.). As Figure 3.1. shows, we modified our primary framework

so that instead of obtaining dense point cloud from the SfM-MVS pipeline which requires

overlapping set of images, we obtain it for each input training image from the estimated
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depthmap given by the monocular depth estimation network. We observe that exploiting

3D dense point cloud from deep neural network designed for monocular depth estimation

gives better segmentation performance than the one where the dense point cloud is obtained

from SfM-MVS pipeline.

Figure 3.1.: Modified framework in terms of point cloud acquisition. In our primary

approach, we obtain dense point cloud from SfM-MVS pipeline. This requires a set

of overlapping images which prevents to apply the developed idea to custom outdoor

imagery. To remove this limitation, we obtain dense point cloud from the estimated

depthmap given by deep monocular depth estimation network for each training image.The

other components of the framework remains the same.

In this chapter, our studies can be summarized as follows:

• We exploit a deep neural network designed for monocular depth estimation in order

to obtain 3D dense point cloud.

• We demonstrate that obtaining 3D dense point cloud from the deep neural network

gives better plane detection performance than the one where 3D dense point cloud

is obtained from SfM-MVS pipeline.

• We perform experiments on plane segmentation metrics to compare our main pro-

posed approach with PlaneRCNN based on different plane-related issues. We also

show that obtaining 3D dense point cloud from the deep neural network gives bet-
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ter plane segmentation performance than the one where 3D dense point cloud is

obtained from SfM-MVS pipeline.

3.2 Studies in Deep Monocular Depth Estimation

Eigen et al. [24] proposed a deep neural architecture that is composed of two com-

ponents. The coarse-scale network estimates the entire depth map structure by collecting

global view features through the layers. The fine-scale network refines the coarse depth

map by considering the local details of the given scene.

Chen et al. [19] introduced an approach that estimates pixel-wise depth from a

single image from an unconstrained environment by taking annotations of relative depth

as training input. They use a ranking-based loss function related to input relative depth

annotations as an input for the pixel-wise prediction for depth.

Godard et.al. [34] proposed an unsupervised monocular depth estimation exploit-

ing epipolar geometry. Instead of using ground-truth depth data, they extract epipolar

constraints and obtain disparity images. They train the network with a loss function to

deal with the disparity consistency in both left and right epipolar images.

Lee et al. [48] presented an approach that combines multiple loss functions for

monocular depth estimation. They used a standard encoder-decoder network for depth

estimation. As a novelty, they developed a loss re-balancing algorithm so that the weight

for each loss function is rebalanced dynamically during training.

Ranftl et al. [71] developed an approach that mixes different datasets during training

for the task of monocular depth estimation. They proposed a loss function that is unvarying

to changes in depth extent based on any individual dataset. They do training with the fully

convolutional encoder-decoder depth estimation networks. For training, they resize the

biggest dimension of the input image to the training resolution while keeping the aspect

ratio. They claimed that their performance is better than the previous monocular depth

estimation approaches in most cases.

Miangoleh et al. [62] proposed a method for monocular depth estimation. They

used existing deep monocular depth estimation frameworks ([71], [93],[100]) to generate

highly detailed estimations without any retraining. They get several estimations at different

resolutions and then merge those into a structurally consistent high-resolution depth map.

Different resolutions are taken into account since different depth qualities arise to various

resolutions. Most of the details in the scene are missing at lower resolutions. The

problem of the inconsistent overall structure occurs at high resolutions even the network

is able to generate high-frequency details. They set the highest resolution that will
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provide a consistent structure by ensuring that every pixel is contextually informative

for any given image. For this purpose, they obtain the distribution of contextual cues

by approximating them with an edge map. They train the image-to-image translation

network to merge the low-resolution depth with the high-resolution details. This removes

structural inconsistencies of the high-resolution input. With this proposed CNN, they get

state-of-the-art monocular depth estimation results for several datasets.

In this part of the study, we exploit deep monocular depth estimation network [62]

to obtain 3D dense point cloud instead of acquisition with SfM-MVS pipeline in our main

approach.

3.3 Refined Energy Formulation

In this proposed method, we obtain dense point cloud PDepthMap from the depth

estimated by the monocular depth estimation network instead of exploiting PMVS from SfM-

MVS pipeline as it is explained in Section 2.3. The superpixel based energy minimization

formulation for estimating the training targets given in Section 2.3.3 is updated as follows:

𝐸 (Sout) =
∑
𝑠∈S

𝐸𝑑

(
𝑙𝑠 | PDepthMap, 𝑓 (Dout | w̃𝑖)

)

+ 𝜆𝑠

∑
(𝑠,𝑡)∈NS

𝐸𝑠 (𝑙𝑠, 𝑙𝑡 | PDepthMap, 𝑓 (Dout | w̃𝑖)),

where the both data and smoothness terms and their corresponding components

with scalar weights are the same with the first proposed method stated in Section 2.3.3 in

which 3D dense point cloud is obtained from SfM-MVS pipeline.

3.4 Experiments

In this section, we perform two sets of experiments. First, we compare plane

recall performance on Dubrovnik dataset when the 3D dense point cloud is obtained from

the depth estimated by deep monocular depth estimation network PDepthMap and SfM-

MVS pipeline PMVS . Since plane recall is a plane detection metric, we also measure the

performance of PlaneRCNN and our approach with both 3D point cloud obtained from

the estimated depthmap and SfM-MVS pipeline based on plane segmentation metrics in

the second part of the experiments.
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3.4.1 Evaluation with Plane Recall

Figure 3.2. shows the comparative plane recall results at the end of the fourth

iteration for the Dubrovnik dataset for which 3D dense point cloud obtained from SfM-

MVS pipeline and depthmap estimated by the deep monocular depth estimation network.

As a ground-truth depth data, the depth obtained after SfM-MVS pipeline is usedfor each

of the experiments. We observe that the 3D dense point cloud from the depth estimated

from deep monocular depth estimation network PDepthMap gives better plane recall results

than the point cloud obtained with SfM-MVS pipeline PMVS in our approach. When 3D

dense point cloud is obtained from deep monocular depth estimation network, plane recall

is higher than the SfM-MVS pipeline especially at larger depth error thresholds.

Figure 3.2.: Comparative plane recall results at the end of the fourth iteration for the

Dubrovnik dataset for which 3D point cloud obtained from SfM-MVS pipeline PMVS and

depthmap estimated by deep monocular depth estimation network PDepthMap .

Figure 3.3. shows the comparative plane recall comparison between exploiting PMVS

and PDepthMap for KITTI dataset. Point cloud from estimated depth map by the deep neural
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network gives better plane recall results than the exploiting point cloud from SfM-MVS

pipeline for KITTI dataset at each depth error threshold interval.

Figure 3.3.: Comparative plane recall results at the end of the fourth iteration for the KITTI

dataset for which 3D point cloud obtained from SfM-MVS pipeline PMVS and depthmap

estimated by deep monocular depth estimation network PDepthMap .

3.4.2 Evaluation with Plane Segmentation Metrics

As it is explained in Section 2.4.1.2, we also measure the performance our ap-

proach with multiple planes segmentation quality metrics which are Segmentation Cov-

ering(SC) [7], Variation of Information(VOI) [61], and Rand Index(RI) [70]. So, we

compare the plane segmentation accuracy where 3D dense point cloud is obtained from

both estimated depthmap PDepthMap and SfM-MVS pipeline PMVS. Table 3.1 shows the

results for the plane segmentation metrics for both our approach and PlaneRCNN for the

Dubrovnik dataset. For each part of the Dubrovnik dataset, we have better piece-wise
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Table 3.1.: Comparative evaluation of plane segmentation metrics between our approach

and PlaneRCNN. For each part of the Dubrovnik dataset, our piece-wise plane

segmentation is more accurate than PlaneRCNN. Exploiting 3D dense point cloud from

deep monocular depth estimation(Ours-PDepthMap ) gives better piece-wise plane

segmentation than the one when we obtain point cloud from SfM-MVS

pipeline(Ours-PMVS ).

Plane Segmentation Metric

SC VOI ↓ RI

Part1-PlaneRCNN 0.501 2.273 0.534

Part1-Ours-PMVS 0.542 1.642 0.546

Part1-Ours- PDepthMap 0.565 1.583 0.553

Part2-PlaneRCNN 0.397 2.174 0.533

Part2-Ours-PMVS 0.463 1.605 0.534

Part2-Ours-PDepthMap 0.511 1.567 0.538

Part3-PlaneRCNN 0.536 2.262 0.532

Part3-Ours-PMVS 0.571 1.568 0.574

Part3-Ours-PDepthMap 0.576 1.517 0.593

Avg.-PlaneRCNN 0.478 2.236 0.533

Avg.-Ours-PMVS 0.525 1.605 0.551

Avg.-Ours-PDepthMap 0.551 1.558 0.561

plane segmentation performance than PlaneRCNN for each of the metrics. Exploiting

3D dense point cloud from the estimated depth PDepthMap gives more accurate piece-wise

plane segmentation than the one when we obtain point cloud from SfM-MVS pipeline

PMVS .

We also compare the piece-wise plane detection and segmentation performance

between using 3D dense point cloud obtained from both estimated depthmap PDepthMap and

SfM-MVS pipeline PMVS for KITTI dataset. As it is shown in Table 3.2, obtaining point

cloud from estimated depthmap PDepthMap provides better piece-wise plane segmentation

quality than the one we obtain dense point cloud from PMVS.

3.5 Conclusion

Obtaining 3D dense point cloud from SfM-MVS pipeline requires overlapping

set of images. This restricts our approach which is explained in Chapter 2 to generalize
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Table 3.2.: Comparative evaluation of plane segmentation metrics between our approach

and PlaneRCNN for KITTI dataset. For both experiment setups, our piece-wise plane

segmentation is more accurate than PlaneRCNN. Exploiting 3D dense point cloud from

deep monocular depth estimation(Ours-PDepthMap ) gives better piece-wise plane

segmentation than the one when we obtain point cloud from SfM-MVS

pipeline(Ours-PMVS ).

Plane Segmentation Metric

SC VOI ↓ RI

KITTI-PlaneRCNN 0.463 2.113 0.519

KITTI-Ours-PMVS 0.518 1.642 0.542

KITTI-Ours-PDepthMap 0.537 1.598 0.569

it any dataset composed of images belong to any outdoor scene. Furthermore, image

regions with textureless regions might be missing in 3D reconstruction. In this chapter,

we exploit from state-of-the-art deep monocular depth estimation network for 3D dense

point cloud acquisition. We perform set of experiments to measure plane detection

and segmentation accuracy of our approach when point cloud is obtained from deep

monocular depth estimation network. We observe that our approach with the point cloud

from deep neural network gives better plane recall as a plane detection metric than

PlaneRCNN and our method with the point cloud from SfM-MVS pipeline. We also

perform experiments on plane segmentation metrics which are segmentation covering,

variation of information and rand index. Like plane detection accuracy, our approach with

the point cloud from estimated depthmap by deep monocular depth estimation network

gives better plane segmentation performance than PlaneRCNN and our method with the

point cloud from SfM-MVS pipeline.
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CHAPTER 4

GROUND PLANE ESTIMATION ON UAV OUTDOOR

IMAGERY WITHOUT MANUAL SUPERVISION

4.1 Introduction

With the recent advances in unmanned aerial vehicles(UAVs), image data gathered

from the embedded camera on the vehicle has been easily collected. UAV imagery

has an important role especially in the fields of agriculture [12], military [16], aerial

photography [51], and surveillance [8] that expands the application areas of computer

vision.

In recent years, Convolutional Neural Network(CNN) approaches have been pro-

posed for different computer vision tasks on UAV imagery such as object detection [89],

semantic segmentation [33], instance segmentation [64], and object recognition [69].

However, deep learning based plane detection and segmentation methods for UAV out-

door images are rarely introduced due to the lack of ground truth data as has been also

explained in Chapter 2 for custom outdoor imagery.

In this part of the thesis work, we mainly focus on deep learning based ground

plane detection and segmentation of UAV imagery, for which an accurate estimation is

vital for the determination of the safe landing zone. Autonomous landing in motion is a

critical issue for UAVs and safe landing region determination prevents possible crashes.

Moreover, an unexpected emergency situation such as engine failure, connection link lost,

or though weather conditions might occur during flight. In such cases, the automatic safe

landing zone detection becomes essential and highly critical for which ground plane is the

prominent landing region [81].

Based on these motivations, we adapt our primary proposed iterative transfer

learning approach(Chapter 2) to ground plane estimation on outdoor UAV imagery without

requiring manual annotation. The adapted framework for ground plane estimation on

UAV outdoor imagery is illustrated in Figure 4.1.. Like modified approach explained

in Chapter 3, we obtain dense point cloud from the estimated depthmap given by the

monucular depth estimation network for each training image. Instead of transferring

features learned from the indoors to outdoor scenes, we learn and transfer features between
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outdoor images gathered by the various UAVs from several environments at different

altitudes. We exploit the state-of-the-art semantic segmentation network, SeMask [44],

trained on UAV outdoor images with ground truth labeling for ground plane estimation

and a dense point cloud obtained from the depthmap estimated by the deep monocular

depth estimation architecture as a weak supervision input to obtain estimated ground plane

segmentation masks for retraining the network with target UAV outdoor imagery without

requiring any manual annotation.

Figure 4.1.: Adapted framework for ground plane estimation on UAV outdoor imagery.

A dense point cloud is obtained for each image from the estimated depthmap given by

the monucular depth estimation network. We transfer the features between different UAV

outdoor image datasets. We exploit the state-of-the-art semantic segmentation network,

SeMask, trained on UAV outdoor images with ground truth labeling for ground plane

estimation. We estimate training targets with energy minimization framework and retrain

the network.

Our main contributions can be summarized as follows:

• We apply our proposed iterative transfer learning approach to UAV outdoor imagery

for ground plane estimation without requiring manually annotated data.

• We show that the state-of-the-art semantic segmentation network, SeMask, trained

with a manually labeled UAV outdoor image dataset for ground plane estimation

can be adapted to any other UAV outdoor imagery collected from different altitudes

in several environments without manual labor.
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• We formulate the ground plane estimation as superpixel-based energy minimization

with binary ground and non-ground labeling.

4.2 Related Work

In the literature, static landing zones can be classified as known and unknown for

detection [81]. Static known landing zones are locations that known by the UAV system

with coordinates and orientation. Moreover, they can be highlighted visually by marking

them with different shapes or colors. However, such landing zones are appropriate only

for controlled environment and are not practical and not feasible for real-time systems.

Ground plane segmentation is the most popular solution for the unknown static

landing zone determination. Traditional methods use different computer vision techniques

in order to detect a safe unknown static landing zone. Garg et al. [31] proposed an

approach that exploits stereo vision with the aid of a monocular image-based approach.

They compute surface depth information from stereo images and analyze the surface

below the UAV with the roughness and slope metrics. Then, they apply a monocular

image-based method for detecting non-rigid surfaces for which stereo vision could not

accurately deal with it. Bosch et al. [14] introduced a method by using homography

estimation and adaptive control. They detect ground planes by updating the stochastic

grid. Popescu et al. [68] proposed a feature selection approach for segmentation of

planar regions in aerial imagery by considering color and texture information in the

scene. Yang et al. [98] introduced a monocular vision based Simultaneous Localization

and Mapping(SLAM) approach for detecting a safe landing zone. Although traditional

methods propose reasonable approaches for safe landing zone detection and segmentation,

they do not provide a general solution to the problem and have many specific limitations.

Although there have been many deep learning based methods for various computer

vision tasks, only a few approaches have been proposed for ground plane detection and

segmentation including safe landing zone on UAV imagery. Perez et. al [74] introduced

an approach for automatic detection of a landing zone. At first, they estimate the depth by

using a CNN architecture. Then, they detect possible landing zones from a given depth

map from an inception CNN called as LandNet. They trained the depth estimation deep

neural architecture with the synthetic images and do not deal with real outdoor scenes.

Moreover, they manually annotate training data in both networks. Li et. al [50] proposed a

two-hierarchy architecture of cascaded deep neural networks for vision based autolanding.

The first network called BboxLocateNet gives a coarse detection prediction by feeding

it with an autolanding image dataset with annotations. This former coarse estimation is
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taken by a network called PointRefine-Net which gives final coarse-to-fine landing zone

prediction.

We apply the proposed idea from Uzyıldırım et al. [90] for deep learning based

ground plane detection on UAV outdoor imagery without manual annotation. We exploit

from the dense point cloud obtained from the monocular depth estimated by a deep neural

network at training time. Combining the dense point cloud with the initial estimation

of semantic segmentation network gives approximate but highly accurate ground truth

annotations. We apply our iterative transfer learning approach by transferring features

between different UAV outdoor images collected from various altitudes and formulate the

ground plane estimation problem as a superpixel based energy minimization with binary

labeling.

4.3 Adapting Proposed Iterative Transfer Learning Scheme for Ground

Plane Estimation on UAV Outdoor Imagery

As it is explained in Section 2.3, we apply our iterative transfer learning scheme

to piece-wise plane detection and segmentation of images belonging to outdoor scenes

by exploiting the piece-wise plane reconstruction network trained on indoor images and

the automatically reconstructed point cloud PMVS from SfM-MVS pipeline. We transfer

features learned from the indoors to outdoor scenes by estimating training targets with

superpixel based energy minimization framework based on the network weightswPlaneRCNN

and PMVS . Since acquisition of PMVS requires the set of overlapping images, a new method

is proposed in which we exploit the deep monocular depth estimation network to obtain the

3D dense point cloud PDepthMap from the estimated depth as it is stated in Chapter 3. We

replace PMVS with PDepthMap in our proposed framework and observe that overall piece-wise

plane detection and segmentation quality for images of outdoor scenes improves.

For ground plane estimation on UAV outdoor imagery without requiring any man-

ual annotation, we exploit the state-of-the-art semantic segmentation network, SeMask,

trained for ground plane estimation on ground truth labeled UAV outdoor imagery col-

lected from several environments at different altitudes than the target set of UAV outdoor

images.

For a set of UAV outdoor imagery Dout , training targets for ground plane estimation

are segmentation masks Sout . We initialize the network weights withwSeMask and estimate

the training targets S̃out based on the network output 𝑓 (Dout |wSeMask) and a dense point

cloud PDepthMapwith an energy minimization framework. With the newly estimated training

targets S̃out , a set of weights w can be learned by training the network to minimize a loss
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function L(w) :

S̃out = argmin
Sout

𝐸
(
Sout | PDepthMap, 𝑓 (Dout |wSeMask)

)

w̃∗ = argmin
w

L
(
𝑓 (Dout |w), S̃out

)
,

A better set of ground plane segmentation masks on UAV outdoor images than

the ones that wSeMask gives initially can be obtained by solving the both minimization

problems given in the above and obtaining more representative and informative network

weights than the initial ones for the ground plane estimation on UAV outdoor imagery. To

further improve the network weights and implicitly ground plane segmentation quality,

our iterative approach can be considered:

w̃0 = wSeMask

S̃out𝑖+1 = argmin
Sout

𝐸
(
Sout | PDepthMap, 𝑓 (Dout | w̃𝑖)

)

w̃𝑖+1 = argmin
w

L
(
𝑓 (Dout |w), S̃out𝑖+1

)
,

We adapt our iterative transfer learning scheme to ground plane estimation on

UAV outdoor imagery which we previously apply to piece-wise plane detection and

segmentation of images belonging to outdoor scenes. We formulate the problem as a

binary labeling in which each pixel of a image is assigned either ground or non-ground

after our energy minimization framework. In the following, we give details of estimating

initial ground plane segmentation masks and updating them by energy minimization

formulation.

4.3.1 Estimation of Initial Ground Plane Segmentation Masks

As before, we formulate the estimation of segmentation masks as min-cut problem

to be solved by graph-cuts for the superpixel labels. We formulate the ground plane

estimation with binary labeling so that the segmentation masks Sout is given as a set of

label assignments {𝑙𝑠 : ∀𝑠 ∈ S} where S is the set of extracted superpixels and the labels

𝑙𝑠 ∈ {0, 1} where zero represents non-ground and one represents ground labeling.

We calculate the initial set of label assignments before ground plane segmentation

masks are estimated by energy minimization formulation. We first fit a plane using

RANSAC to corresponding 3D points from PDepthMap of the estimated ground plane

segmentation mask by the network weights from the last iteration 𝑓 (Dout | w̃𝑖) and assign

projected inliers as the ground plane and filter out the outliers as non-ground. Each
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superpixel is assigned an initial label that received the majority of the votes. We also

compute the plane parameters 𝜋𝑙𝑠 for both ground and non-ground assignments to provide

geometric information for data terms in our energy minimization formulation. In order to

compute the parameters of the non-ground plane 𝜋0, we fit a plane using RANSAC to the

corresponding 3D points of the initial outliers that are filtered out as non-ground.

Examples of initial ground plane segmentation mask and the points for the non-

ground plane parameters 𝜋0 computation upon the current network estimate 𝑓 (Dout | w̃𝑖)

are illustrated in Figure 4.2..

(a) Estimated ground segmentation masks by the

current network weights 𝑓 (Dout | w̃𝑖).

(b) Initial ground plane segmentation masks and

the points represent the non-ground plane 𝜋0.

Figure 4.2.: Examples for initial ground plane segmentation mask assignments. We

fit a plane by using RANSAC to the corresponding 3D points of the estimated ground

segmentation mask by the current network weights 𝑓 (Dout | w̃𝑖)(a). We assign ground

labeling to the projected points of the set of inliers(marked with blue) and filter out the

outliers as non-ground. In order to compute the plane parameters for the non-ground plane

𝜋0, we fit a plane using RANSAC to the initial outliers and resulting inliers(marked with

red) represent the non-ground plane (b) .
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4.3.2 Updating the Segmentation Masks by Energy Minimization

We define the energy of a superpixel segmentation mask Sout = {𝑙𝑠} based on the

point cloud PDepthMap and the network weights w̃𝑖 obtained in the last iteration as follows:

𝐸 (Sout) =
∑
𝑠∈S

𝐸𝑑

(
𝑙𝑠 | PDepthMap, 𝑓 (Dout | w̃𝑖)

)

+ 𝜆𝑠

∑
(𝑠,𝑡)∈NS

𝐸𝑠 (𝑙𝑠, 𝑙𝑡 | PDepthMap, 𝑓 (Dout | w̃𝑖)),

where NS is the set of neighboring superpixels.

𝐸𝑑
(
𝑙𝑠 | PDepthMap, 𝑓 (Dout | w̃𝑖)

)
is the energy data term that measures the disagree-

ment between a given superpixel label 𝑙𝑠 and the point cloud PDepthMap. It is composed of

two individual terms 𝐸support(𝑙𝑠 | PDepthMap) and 𝐸distance(𝑙𝑠 | PDepthMap) and these compo-

nents are combined with corresponding weights as follows:

𝐸𝑑 (𝑙𝑠) = 𝛼1𝐸support(𝑙𝑠 | PDepthMap) + 𝛼2𝐸distance(𝑙𝑠 | PDepthMap),

where 𝛼1 and 𝛼2 are scalar constants.

𝐸support(𝑙𝑠 | PDepthMap) measures the ratio of projected 3D points assigned to the

same plane corresponding to the label 𝑙𝑠. It is computed as

𝐸support(𝑙𝑠 | PDepthMap) =
𝑛𝑡 − 𝑛𝑠

𝑛𝑡
,

where 𝑛𝑠 is the number of projected points in the superpixel assigned to the corresponding

plane and 𝑛𝑡 is the total number of projected points in the superpixel.

𝐸distance(𝑙𝑠 | PDepthMap) measures the median distance of projected 3D points to the

plane corresponding to the label 𝑙𝑠. It is computed as

𝐸distance(𝑙𝑠 | PDepthMap) = 𝑚𝑒𝑑𝑝∈𝑠𝑑 (𝜋
𝑙𝑠 , 𝑝),

where 𝑑 (𝜋𝑙𝑠 , 𝑝) is the 3D Euclidean distance between the 3D point 𝑝 and plane 𝜋𝑙𝑠 . Instead

of taking average point to plane distance as before, we are taking the median distance since

inconsistent depth values might be estimated from the monocular depth estimation network

for some points which directly effects the average value. An ablation is study is performed

for this modification and corresponding results are given in Section 4.4.2.3.

𝐸𝑠 (𝑙𝑠, 𝑙𝑡 | PDepthMap, 𝑓 (Dout | w̃𝑖)) is the smoothness data term and calculated as

𝐸𝑠 (𝑙𝑠, 𝑙𝑡) = 𝐸color

(
𝑙𝑠, 𝑙𝑡 | PDepthMap, 𝑓 (Dout | w̃𝑖)

)

where 𝐸color(𝑙𝑠, 𝑙𝑡) penalizes different label assignments in smooth intensity regions and

it is calculated as

𝐸color(𝑙𝑠, 𝑙𝑡) = exp(−Δ𝑐)
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where Δ𝑐 is the difference between mean intensity values (average of color channels) over

superpixels 𝑠 and 𝑡. For smoothness term, we do not penalize label changes for similar

depth regions since our aim is correctly separating of a ground plane from an object on it.

An example ground plane segmentation after the energy minimization is illustrated

in Figure 4.3..

(a) Ground plane segmentation from the current

network weights 𝑓 (Dout | w̃𝑖).

(b) Ground plane segmentation after energy min-

imization.

Figure 4.3.: Ground plane segmentation after energy minimization upon the estimation

from the current network weights 𝑓 (Dout | w̃𝑖).

4.4 Experiments

We have performed a set of experiments to show our proposed deep learning

based framework improves the outdoor UAV ground plane estimation performance of a

state-of-the-art semantic segmentation network trained on UAV outdoor image collection

gathered from a several environments where images are taken from the different altitudes

than the target imagery. We have used low-altitude and high-altitude outdoor UAV image

datasets in our experiments. Both benchmarks include appropriate imagery that contains

the necessary ground plane.

We show that our approach improves ground plane segmentation estimation quality

even with a single iteration by performing quantitative experiments on both benchmarks.

We also demonstrate that applying transfer learning scheme iteratively enhances the ac-

curacy of ground plane segmentation. Qualitative results are given in order to show the

performance of our approach in terms of ground plane estimation quality advances as the
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number of iterations increases. Furthermore, we perform an ablation study to observe the

contribution of our superpixel based energy minimization framework which is detailed

in Section 4.3.2 to estimate training targets for retraining upon the initial segmentation

masks computed by the naive plane fitting explained in Section 4.3.1.

4.4.1 Benchmarks

We have used low-altitude and high-altitude outdoor UAV image datasets in our

experiments. In the following, the details of the both benchmarks are given.

4.4.1.1 Low-altitude UAV outdoor image dataset

We have used Semantic Drone dataset [1] as a low-altitude UAV outdoor image

dataset which is composed for the purpose of semantic understanding on various urban

scenes. There are 390 images in the dataset acquired at an altitude of 5 to 30 meters above

ground. Example images from the dataset are shown in Figure 4.4.. We have used 240

images for training and 75 images for both validation and test splits.

The semantic classes of the Semantic Drone dataset are tree, grass, other veg-

etation, dirt, gravel, rocks, water, paved area, pool, person, dog, car, bicycle, roof, wall,

fence, window, door, and obstacle. Since we are interested in ground plane, we just get

the paved area and grass labeling from the annotation and manually annotate remaining

target ground planes in the scene. Example annotations are illustrated in Figure 4.5..

4.4.1.2 High-altitude UAV outdoor image dataset

We have used UAVid video dataset [60, 59] as a high-altitude UAV outdoor image

dataset composed for semantic segmentation especially for urban scenes. The videos are

gathered approximately at an altitude of 60 meters. There are training, validation and test

splits in the dataset for which 20, 7, and 15 sequences exist respectively. Each sequence

is composed of 10 frames. Example images from the dataset are illustrated in Figure 4.6..

We have used sequences that include at least one dominant ground plane based on the

corresponding scene and exclude the others that results in 170 images for training, 50
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Figure 4.4.: Example images from the Semantic Drone dataset.

samples for validation, and 80 images for test.

The semantic categories of the dataset are building, road, static car, tree, low

vegetation, human, moving car, and background clutter. We only get the road labeling

from the annotation and manually annotate the remaining target ground planes in the

scene. Example annotations are shown in Figure 4.7..

4.4.2 Experiment Setup and Results

We compute SLIC [4, 5] superpixels as shown in Figure 4.8.. We extract 1500

superpixels from each training image from both datasets.

We have used two different datasets so we have two main sets of experiments. For

both experiment setups, the set of weights of the SeMask network is previously computed

for semantic segmentation on Cityscapes dataset [21]. In order to measure the ground plane

estimation performance on Semantic Drone dataset, we initialize the SeMask network

with pretrained weights obtained by using the UAVid dataset for the task of ground plane

estimation with ground truth annotations and measure its ground plane segmentation
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(a) Input Image (b) Ground truth ground plane annotation

Figure 4.5.: Example ground truth ground plane annotations from Semantic Drone
dataset.
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Figure 4.6.: Example images from the UAVid dataset.

performance on the test set of Semantic Drone dataset. As it is stated in Section 4.3,

ground plane segmentation masks as training targets on the Semantic Drone dataset for

retraining are estimated by superpixel based energy minimization framework. Then, all

layers of the SeMask are retrained using the estimated training targets for 500 epochs.

We keep the set of weights that gives the highest ground plane segmentation estimation

accuracy for the validation set as a training result. For measuring the ground plane

estimation performance on UAVid dataset, we apply the same process for the Semantic

Drone dataset by replacing the datasets. The training takes approximately 6 hours for

each dataset. Furthermore, we set the scalar weights of the energy function detailed in

Section 4.3.2 by a grid search that results in the best ground plane estimation performance

for a validation set.

We measure two metrics to evaluate ground plane segmentation quality on UAV

outdoor imagery. Mean Intersection over Union(mIoU) is defined as the amount of overlap

between the estimated and ground truth plane segmentation masks over all test images.

We also measure Mean Non-ground Accuracy(mNgAcc) which is the ratio of the number

of points that are correctly excluded as non-ground to the number of non-ground points in

the ground truth ground plane segmentation mask over all test images.

In order to obtain the dense point cloud, we get the depthmap estimation from the

state-of-the art monocular depth estimation neural network as it is stated in Chapter 3. An

example for an estimated depthmap and corresponding 3D dense point cloud is illustrated

in Figure 4.9..
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(a) Input Image (b) Ground truth ground plane annotation

Figure 4.7.: Example ground truth ground plane annotations from UAVid dataset.
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(a) Input Images (b) SLIC superpixels from (a)

Figure 4.8.: Extracted SLIC superpixels from images of both datasets.

4.4.2.1 Ground Plane Estimation on Semantic Drone Dataset

In order to measure the performance of our proposed iterative transfer learning

approach for ground plane estimation on Semantic Drone dataset, we train the SeMask

network from scratch with the ground truth training data of UAVid dataset. We initialize

the SeMask network with the pretrained weights from the UAVid dataset and retrain with

the estimated training targets of Semantic Drone dataset obtained from our superpixel

based energy minimization framework. We perform four iterations in each experiment

since improvement slows down after iteration four.

Table 4.1. shows the performance of our approach for the Semantic Drone dataset

experiments. As the table shows, our approach performs better than SeMask even with a

single training iteration for both 𝑚𝐼𝑜𝑈 and 𝑚𝑁𝑔𝐴𝑐𝑐 metrics. Our performance becomes

significantly better than the SeMask as the number of iterations increases.

Figure 4.10. shows ground plane segmentation results for a test image from

Semantic Drone dataset for a qualitative comparison between the SeMask output and

our ground plane segmentation as the number of iterations increases. SeMask trained

with UAVid dataset misses most of the regions of the ground plane. The same architecture

retrained on images of Semantic Drone dataset by the proposed approach is able to

detect most of the parts of the ground plane even with a single iteration. As the number of

iterations increases, the network is able to find ground plane regions of the scene missed
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(a) Input training image. (b) Depthmap estimation.

(c) 3D dense point cloud.

Figure 4.9.: Illustration of 3D dense point cloud(c) obtained from the depthmap given by

deep monocular estimation network(b).

Table 4.1.: 𝑚𝐼𝑜𝑢 and 𝑚𝑁𝑔𝐴𝑐𝑐 results for the Semantic Drone dataset as the number

of training iterations is increased.

mIoU mNgAcc
SeMask 0.308 0.403

One Iteration 0.461 0.512

Two Iterations 0.524 0.565

Three Iterations 0.561 0.588

Four Iterations 0.579 0.601
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in early iterations.

(a) Input test image (b) SeMask output

(c) Output after One Iteration (d) Output after Two Iterations

(e) Output after Three Iterations (f) Output after Four Iterations

Figure 4.10.: Comparison of ground plane segmentation maps for a test image from

Semantic Drone dataset(a). SeMask trained on other UAV image dataset misses most

of the ground plane(b). Even after one iteration, the retrained network with our proposed

approach is able to find most of the missed ground plane regions by SeMask(c) and the

ground plane estimation improves as the number of iterations increases(d-f).
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4.4.2.2 Ground Plane Estimation on UAVid Dataset

We measure the ground plane segmentation performance of our proposed iterative

transfer learning approach on UAVid dataset by training the SeMask network from scratch

with the ground truth training data of Semantic Drone dataset and initialize the network

with this set of pretrained weights. We retrain the network with the estimated training

targets of UAVid dataset obtained from our energy minimization framework. As in the

experiments on Semantic Drone dataset, we stop the iterations at four since ground plane

estimation improvement slows down after the fourth iteration.

Our ground plane segmentation performance on UAVid dataset with compared to

the SeMask network is shown in Table 4.2.. We obtain better 𝑚𝐼𝑜𝑈 and 𝑚𝑁𝑔𝐴𝑐𝑐 than the

SeMask even with a single iteration. As the number of iterations increases, our estimation

becomes much better than the SeMask.

Table 4.2.: 𝑚𝐼𝑜𝑢 and 𝑚𝑁𝑔𝐴𝑐𝑐 results for the UAVid dataset as the number of training

iterations is increased.

mIoU mNgAcc
SeMask 0.349 0.729

One Iteration 0.474 0.782

Two Iterations 0.493 0.842

Three Iterations 0.528 0.867

Four Iterations 0.541 0.873

Ground plane segmentation results for a test image from UAVid dataset for a

qualitative comparison between the SeMask output and our estimations are given in

Figure 4.11.. Most of the parts of the ground plane are missed by the initial SeMask network

and also assign some non-ground regions as ground. The retrained network obtained with

the Semantic Drone dataset by our proposed approach is able to find missing ground

regions and decreases the amount of non-ground points that are incorrectly assigned as

ground plane even with a single iteration. As the number of iterations increases, the

ground plane estimation quality on the scene improves.
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(a) Input test image (b) SeMask output

(c) Output after One Iteration (d) Output after Two Iterations

(e) Output after Three Iterations (f) Output after Four Iterations

Figure 4.11.: Ground plane segmentation estimation for a test image from UAVid
dataset(a). SeMask trained on other UAV image dataset misses most of the ground

plane and assign many non-ground points as ground(b). Even after one iteration, the

retrained network with our proposed approach is able to find most of the missed ground

plane regions by SeMask and reduces the incorrectly assigned regions as ground(c). As the

number of iterations increases, the ground plane estimation and the removal of non-ground

points assigned as ground improves. (d-f).
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4.4.2.3 Ablation Study

We perform two sets of ablation studies. First, we observe the effect of update in

computing 𝐸distance from taking average to median while estimating training targets. We

also measure the contribution of superpixel-based energy minimization on estimation of

training targets(Sf
out) upon the initialization(Si

out) with naive plane fitting.

As it is explained in Section 2.3.3, we take the average point to plane distances for

the data term. However, some depth values computed from deep monocular estimation

network might be inconsistent which results in irrelevant point to plane distance. In

order to deal with it, we take the median point to plane distance which is explained in

Section 4.3.2. To show the contribution of this modification, we measure 𝑚𝐼𝑜𝑢 and

𝑚𝑁𝑔𝐴𝑐𝑐 for the Semantic Drone dataset while estimating training targets on UAVid

dataset by computing 𝐸distance with average 𝐸distance−𝑎𝑣𝑔 and with median 𝐸distance−𝑚𝑒𝑑 .

Table 4.3 shows that taking median to compute 𝐸distance gives much better test results for

both metrics than taking the average.

Table 4.3.: 𝑚𝐼𝑜𝑢 and 𝑚𝑁𝑔𝐴𝑐𝑐 results for Semantic Drone dataset when taking the

average(𝐸distance−𝑎𝑣𝑔) and the median(𝐸distance−𝑚𝑒𝑑) to compute 𝐸distance for estimating

training targets of UAVid dataset.

mIoU mNgAcc
Semantic Drone - SeMask 0.308 0.403

Semantic Drone - 𝐸distance−𝑎𝑣𝑔 0.382 0.447

Semantic Drone - 𝐸distance−𝑚𝑒𝑑 0.579 0.601

Figure 4.12. shows qualitative comparison when taking average(𝐸distance−𝑎𝑣𝑔) and

median(𝐸distance−𝑎𝑣𝑔) to compute 𝐸distance. Results show that using 𝐸distance−𝑎𝑣𝑔 as a data

term for estimating training targets leads to have under-segmented or over-segmented

ground plane estimations.

As it is stated in Section 4.3.1, we fit a plane using RANSAC to corresponding 3D

points of the estimated ground plane segmentation mask by the network weights and assign

projected inliers as the ground plane. Based on such initial label assignments, we apply

superpixel based energy minimization framework which is explained in Section 4.3.2 and

retrain the network with the estimated training targets.

We show the contribution of the superpixel based energy formulation for the

ground plane estimation on both Semantic Drone and UAVid datasets. We compare

the ground plane estimation quality on test images by using the training targets from
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(a) Images from Semantic Drone dataset.

(b) Using 𝐸distance−𝑎𝑣𝑔 as a data term.

(c) Using 𝐸distance−𝑚𝑒𝑑 as a data term.

Figure 4.12.: Comparison of ground plane estimation for test images from Semantic
Drone and UAVid datasets by using the data term 𝐸distance−𝑎𝑣𝑔 and 𝐸distance−𝑚𝑒𝑑 for esti-

mating training targets. Due to some inconsistent depth estimations from the monocular

depth estimation network, taking the average point to plane distance for estimating training

targets results in over-segmented or under-segmented ground plane masks which leads to

have similar test results
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initial labeling(Si
out) and final energy-based estimation(Sf

out) to retrain the network. The

network is retrained four times and the 𝑚𝐼𝑜𝑢 and 𝑚𝑁𝑔𝐴𝑐𝑐 values after fourth iteration

are shown in Table 4.4.. The results show that estimating training targets from the

energy minimization framework contributes ground plane segmentation performance of

our proposed iterative transfer learning approach. Although training targets obtained based

on naive plane fitting for initial estimation also provide the network to learn informative

features for the target domain, the improvement on the ground plane estimation quality is

not as much good as obtaining training targets from the energy minimization framework.

Table 4.4.: 𝑚𝐼𝑜𝑢 and 𝑚𝑁𝑔𝐴𝑐𝑐 results after four iterations for both Semantic Drone
and UAVid datasets using Si

out and Sf
out as training targets.

mIoU mNgAcc
Semantic Drone - SeMask 0.308 0.403

Semantic Drone - Si
out 0.434 0.404

Semantic Drone - Sf
out 0.579 0.601

UAVid - SeMask 0.349 0.729

UAVid - Si
out 0.521 0.845

UAVid - Sf
out 0.541 0.873

Figure 4.13. shows the ground plane segmentation estimation for test images from

Semantic Drone dataset and UAVid dataset by using the both Si
out and Sf

out as training

targets. The results correspond to network output after four iterations. Using Si
out as

training targets yields to undersegmentation of ground plane especially for the test image

of Semantic Drone dataset. For the test image of UAVid dataset, Si
out as estimated

training targets results in assigning non-ground points on the scene for instance vehicles

on the road as ground regions. Sf
out , as training targets, finds most of the ground plane

parts of the scene and decreases the amount of non-ground points incorrectly assigned as

ground for the test images from both datasets.

4.5 Conclusion

In this part of the thesis work, we apply our proposed iterative transfer learning ap-

proach to UAV outdoor imagery for ground plane segmentation without requiring manual

annotations. We initialize the state-the-of-art semantic segmentation neural network, Se-

Mask, with the pretrained weights obtained after training with UAV outdoor image dataset
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(a) Image from Semantic Drone dataset. (b) Image from UAVid dataset.

(c) Using Si
out as training targets.

(d) Using Sf
out as training targets.

Figure 4.13.: Comparison of ground plane estimation for test images from Semantic
Drone and UAVid datasets by using the training targets Si

out and Sf
out. Results belong

to estimations obtained after fourth training iteration. Using Si
out as training targets

undersegments the ground plane regions and incorrectly assign non-ground points as

ground plane. Retraining the network with Sf
out as training targets finds most of the

ground plane and reduces the amount of non-ground points incorrectly assigned as ground.
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with ground truth ground plane segmentation masks. The network is then retrained with

another UAV outdoor image dataset collected from different altitudes than the ground truth

UAV outdoor image dataset. Targets for retraining are obtained from superpixel based

energy minimization framework without requiring any manual annotation.

We perform experiments on both low-altitude and high-altitude UAV image datasets

to apply our iterative transfer learning approach for both benchmarks. Training targets

obtained from our superpixel based energy minimization framework improves the network

weights and consequently the estimate of the ground truth. Both quantitative and qualita-

tive evaluations show that our approach improves the ground plane estimation quality on

various UAV outdoor imagery.
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CHAPTER 5

CONCLUSION

In this thesis, developing a deep learning based framework for piece-wise plane

detection and segmentation of outdoor scenes without requiring any manual annotation is

the main purpose. We combine the traditional and CNN-based piece-wise plane detec-

tion and segmentation approaches to achieve this. An iterative transfer learning scheme

is proposed for which features are transferred from a network trained on ground truth

targets to outdoor imagery without requiring any manual labor. We exploit automatically

reconstructed dense point cloud and a network trained on images with ground truth la-

beling to obtain approximate but highly accurate training targets with a superpixel based

energy minimization formulation. Retraining the network with these estimated targets

makes the network weights more informative and representative than the weights of the

initial network for the piece-wise plane detection and segmentation of images of outdoor

scenes. Furthermore, applying this transfer scheme iteratively further improves the overall

piece-wise plane detection and segmentation quality.

Since indoor scenes have the advantage of accessibility of large training sets thanks

to easy depth sensing with the aid of active sensors, most of the CNN-based piece-wise

plane reconstruction methods are designed and trained with indoor imagery. At first, we

apply our proposed framework to transfer features from a piece-wise plane reconstruction

network trained on indoor images to outdoor imagery. We initialize the weights of the

network with the state-of-the-art deep piece-wise plane reconstruction architecture trained

on indoor images, PlaneRCNN. Based on the initial estimate of PlaneRCNN for the set

of outdoor images, we estimate the approximate segmentation targets for retraining from

our superpixel based energy minimization framework under the guidance of 3D dense

point cloud obtained from SfM-MVS pipeline. We then apply proposed iterative transfer

learning scheme to make the network weights more informative and representative than

the baseline for piece-wise plane detection and segmentation of outdoor imagery. To

demonstrate the performance of our proposed approach, we perform experiments on

SfM and SLAM benchmarks that provide suitable imagery of structured urban scenes.

Results show that our proposed deep learning based framework improves piece-wise

plane detection and segmentation quality of outdoor images without requiring manual

labor by applying iterative transfer learning scheme from the state-of-the-art piece-wise

plane reconstruction network trained on indoor images to target outdoor domain weakly
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supervised by 3D dense point cloud.

We exploit 3D dense point cloud as a weak supervision signal in our proposed deep

learning based framework for piece-wise plane detection and segmentation of outdoor

images without manual annotation. Obtaining the point cloud from SfM-MVS pipeline

requires overlapping set of images and textured surfaces which limits the application

of our approach to apply custom outdoor imagery. In order to remove the requirement

of overlapping set of outdoor images with textured surfaces, we exploit a state-of-the-

art monocular depth estimation network. We compute a dense point cloud from the

estimated depth given by the network. To observe the effect of this small but effective

modification to our proposed framework, we perform the same set of experiments as before

and compare the results obtained by computing the dense point cloud from SfM-MVS

pipeline and monocular depth estimation network. We also measure plane segmentation

metrics to observe the effect of the modification to overall piece-wise plane detection and

segmentation quality. Experiments show that obtaining 3D dense point cloud from the

depth estimated from monocular depth estimation network instead of SfM-MVS pipeline

improves the piece-wise plane segmentation quality for outdoor images.

In order to test the applicability of our deep learning based proposed framework

for different outdoor domains, we employ it to assess the ground plane estimation problem

which can be considered as a subset of an overall piece-wise plane detection and segmen-

tation problem on UAV outdoor imagery. Generally, UAV outdoor imagery is classified

based on the altitude that the images are gathered from. So, we apply our iterative transfer

scheme to different UAV outdoor image benchmarks collected from various altitudes in

several environments. We initialize the state-of-the-art semantic segmentation network,

SeMask, with the annotated set of UAV outdoor images. Estimated targets of another

UAV outdoor image dataset collected from different altitudes than the annotated imagery

for retraining are obtained from our superpixel based energy minimization framework

under the guidance of dense point cloud obtained from the depth given by the monocular

depth estimation network. We perform experiments on both low-altitude and high-altitude

UAV outdoor image datasets. Results show that our proposed framework improves the

ground plane estimation quality by applying a transfer learning scheme from a semantic

segmentation network trained on manually annotated UAV outdoor images to different

UAV outdoor imagery without requiring any manual labor.

To conclude, we have proposed and developed a deep learning based iterative

transfer learning framework for piece-wise plane detection and segmentation of outdoor

scenes without requiring manual annotation. The lack of ground truth annotations for

the outdoor imagery can be compensated by approximate training targets obtained from

superpixel-based energy minimization formulation. This formulation is based on neural

network trained on data with ground-truth labeling and automatically reconstructed 3D

dense point cloud. We apply the proposed method for the task of piece-wise plane detection
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and segmentation for the images of outdoor scenes and ground plane estimation on UAV

outdoor imagery and show that our framework achieves improved plane estimation on

different outdoor image domains without requiring any manual annotation.

5.1 Discussion and Future Work

The success of deep learning on most of the traditional computer vision tasks

comes from the opportunity to access huge amounts of annotated training data. This

enables to make the performance of CNNs better than conventional methods for various

vision problems while keeping the number of parameters relatively small. With the

advances in hardware like GPUs and storage for a huge amount of data especially owned

by global software companies, some deep neural architectures provide a hundred percent

test accuracy even for real-time applications. However, the lack of supervised data opens

up another problem space. Transfer learning or semi-supervised learning approaches can

be applied to deal with such situation, but these methods also require ground truth labeled

data. So, there is a need for approaches to compensate for the lack of ground truth training

data in deep learning-based solutions.

Most of the CNNs for piece-wise plane detection and segmentation are not designed

and trained for outdoor scenes due to lack of manually annotated data. In this thesis, a

novel deep learning-based framework is introduced for the piece-wise plane detection and

segmentation of outdoor images without requiring manual labor. We propose an iterative

transfer learning scheme in which we exploit a network trained on ground truth labeled

imagery and an automatically reconstructed point cloud as a weak supervision signal to

estimate approximate but highly accurate training targets. We show that our proposed and

developed approach improves the piece-wise plane detection and segmentation quality of

various outdoor image domains.

As it is stated in the beginning, the research focus on deep learning has been shifted

to the problem of dealing with the lack of ground truth training data. A self-supervised

based approach could be applied for piece-wise plane detection and segmentation of

outdoor imagery for future research in which training labels are obtained from the data

itself and have been applied for different computer vision problems from a couple of years.

Furthermore, the developed approach could be adapted to any other computer vision tasks

by exploiting a different source like an automatically reconstructed point cloud as a weak

supervision signal.
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