
RESEARCH ARTICLE
www.ann-phys.org

Chirality Switching in Ferromagnetic Nanostructures Via
Nanosecond Electric Pulses

W. A. S. Aldulaimi, C. Akaoglu, K. Sendur, M. B. Okatan, and I. B. Misirlioglu*

The stability of magnetism in reduced dimensions has become a major
scientific agenda in the pursuit of implementing magnetic nanostructures as
functional components in spintronic devices. Methods to probe and control
magnetization states of such structures in a deterministic manner include use
of spin polarized currents, photon absorption, and relatively recently, electric
fields that tailor magnetoelectric coupling in multiferroic based structures. In
theory, a short electric pulse is able to generate localized magnetic fields that
can couple to the local magnetic dipoles electrodynamically. Here, using the
Landau–Lifshitz–Gilbert formalism of magnetism dynamics combined with
continuum Maxwell relations, the response of a ferromagnetic permalloy
nanodisc to nanosecond electric field pulses is studied. The dynamics of the
magnetic order of the nanodiscs during this process are examined and
discussed. Ferromagnet nanodiscs, when below a critical size and in the
absence of any external field, relax to a vortex phase as the ground state due
to the demagnetizing field. Simulations demonstrate that the planar chirality
of such a ferromagnet nanodisc can be switched via a time-wise asymmetric
electric field pulse on the order of a few ns duration that generates radially
varying tangential magnetic fields. These fields couple to the vortex state of
the nanodisc ferromagnet electrodynamically, revealing an effective and
robust method to control chirality.

1. Introduction

Ferromagnetism has a very unique role in the computer rev-
olution since a significant portion of the data storage technol-
ogy relies on this property that several metals and alloys intrin-
sically exhibit. Driven by the downscaling of integrated circuits
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(ICs), ferromagnetism in reduced dimen-
sions has become a field of research. Re-
cently, a renewed interest has been de-
voted to study ferromagnets in reduced
dimensions due to the reporting of some
exotic phases and orderings absent in
bulk. Nanodiscs are among such class of
systems and were shown to attain mag-
netic vortex-type order when below a criti-
cal radius where the system size becomes
comparable to domain wall widths.[1,2]

Vortex ordering in the magnetic state
has unique properties such as a min-
imum stray field, faint interaction be-
tween the adjacent nanodiscs when in the
form of arrays, and high thermal stabil-
ity against fluctuations.[3–8] These char-
acteristic features make the ferromagnet
nanodiscs appealing for spintronic appli-
cations, such as high density magnetic
data storage, logic devices,[2,8–11] and in
microwave oscillators.[12,13] Vortex states
are of interest in particular as the clock-
wise (CW) or counter clockwise (CCW)
states could allow a memory function in
an extremely small volume.

Despite the attractive potential of tailoring vortex states in
nano magnets, a limited number of works have focused on
chirality switching of these structures both experimentally and
computationally.[14–18] One forthcoming major challenge is to
achieve swift and repeatable control of magnetism in these
structures and establish chirality switching in a time period
desirably not exceeding a few nanoseconds. Generally, the vortex
state is not a stable state in bulk: Order stability maps have
been generated where chiral ferromagnetic states were shown to
depend on the aspect ratios and geometry.[19–23] In refs. [18–22],
the phase stabilities of various ferromagnetic states in phase di-
agrams of nanostructures reveal that a unit must have a distinct
aspect ratio to obtain a magnetic vortex state. If there is no shape
anisotropy, the CW and CCW states are degenerate and they may
emerge randomly as equilibrium states.[7,24] A number of works
have focused on shape-wise anisotropic micromagnetic systems:
Such constructs require precise adjustments or the sought
magnetic vortex configuration cannot be stabilized.[24–28] In
addition to planar chirality, a magnetic vortex possesses another
parameter known as polarity which describes the magnetization
direction at the vortex center and variousmethods were proposed
to manipulate the polarity such as bursts of magnetic fields,
spin-polarized currents and optical manipulation.[10–12,29–31] Luo
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Figure 1. a) Schematic of a magnetic vortex state with a CW chirality, C,
(red arrow) in a nanodisc. b) Application of a time-wise asymmetric electric
field, E, (gray arrow) which induce a radially varying tangential magnetic
field, B, (blue arrow). c) The chirality switches from CW to CCW upon the
pulse generated field reaching a critical amplitude within a critical dura-
tion.

et al. have reported polarity switching to occur simultaneously
below a critical disc size whereby the method they used to
simulate switching was passing a direct current along the disc
normal driving an Oersted field.[18] Experimentally, due to the
spatial variation of magnetic order, investigation of the polarity
switching dynamics possesses challenges and is pursued in a
limited number of attempts.[7]

In a circular ferromagnetic disc, it is difficult to control the
vortex chirality by applying an in-plane, homogeneous magnetic
field,[24] which is often the concept GMR and TMR based device
designs are centered around. Several micromagnetic simulation
studies have reported outputs on how amagnetic vortex can react
to an externally applied field.[12,26,32–35] One drawback of a direct
magnetic induction based control is that it is almost impossible
to confine a magnetic field to a small volume when the structure
of interest is in reduced dimensions.[36] The vortex state could
also be switched under an inhomogeneous magnetic field gener-
ated by electrical currents passing through a wire along the plane
normal. Here, the inhomogeneity is generated by using amask to
shield part of the disk from the field effect. However, the acquisi-
tion of the localized pulse obtained is often not feasible to utilize
in an application.[37] An inhomogeneous field drives gradients of
magnetism away which favors the stabilization of a uniform or-
der of magnetism. This is difficult to utilize in practice. Surface
probing methods can effectively “write” magnetic patterns via a
magnetic tip,[33] but cannot go beyond the laboratory scale.
In this work, we propose tailoring time-wise asymmetric elec-

trical pulse signals on the order of ns durations to control the chi-
rality of vortex states in ferromagnetic nanodiscs. Using the LLG
formalism coupled with Maxwell relations, we demonstrate that
such pulses can generate radially varying tangential magnetic
fields (these fields will be called ”tangential fields” from here on-
ward) coupling electrodynamically to the magnetic dipoles, ca-
pable of switching the chirality of the ferromagnet nanodiscs
for which the vortex phase is the ground state. This idea is de-
picted schematically in Figure 1. As for the material, we con-
sider permalloy Ni80Fe20, a composition with well identified phe-
nomenological parameters. We demonstrate that chirality of this
system can be switched upon application of a time-wise asym-
metric electric pulse signal via a voltage drop between the two
surfaces of the disc along the z-axis, generating a tangential mag-
netic field whose amplitude reaches a maximum at the disc edge.
This article is organized as follows: The theory and simulation

details are provided in Section 2, the magnetization dynamics of
the vortex chirality reversal process, including the time evolution
of the asymmetric electric field pulse are given in Section 3, fol-
lowed by conclusions in Section 4.

2. Theory and Simulation

In this section, we give the governing equations for the micro-
magnetic simulations, which are performed utilizing a finite-
difference scheme. The generic LLG equation governing magne-
tization dynamics is written as[38]:

dM
dt

= − 𝛾

1 + 𝛼2
(M × 𝜇oHeff )

− 𝛼𝛾

(1 + 𝛼2)Ms
[M × (M × 𝜇oHeff )]

(1)

where M is a magnetization vector M = (Mx,My,Mz), 𝛼 is the
damping constant, 𝛾 is the gyromagnetic ratio,MS is the satura-
tion magnetization, and Heff is the effective magnetic field. The
first term is the precession of magnetization which arises due
to the interaction between local spin with Heff . The second term
provides a damping of the precessional motion which aligns the
magnetization along theHeff direction.Heff includes the external
and the internal fields derived from the magnetic energy density,
E, i.e, Heff = − 𝜕E

𝜇o𝜕M
:

Heff = Hexch +Hanis +Hdemag +Hext (2)

Hexch, Hanis, Hdemag, and Hext are the exchange field, anisotropy
field, demagnetization field, and external field, respectively.[39]

On the boundaries of the system, we employed the Neumann
boundary conditions as the following:

𝜕Mn

𝜕n
= 0 (3)

where n is the normal to the boundary of the nanodisc.
In our simulations, the system is supposed as surrounded by

vacuum, which requires the solution of the magnetic fields out-
side of the system too, unlike similar works. This is one of the
factors that drive vortex formation given that the system size is
far too small to form distinct domains to minimize the demag-
netizing fields arising from the system boundaries. The sim-
ulations are performed on a 95 nm diameter permalloy nan-
odisc whose typical material parameters are the saturation mag-
netization Ms = 8 × 105 A∕m, the exchange constant A = 1.3 ×
10−11 J∕m, the exchange length 𝜆ex = 5.29 nm, and we choose a
Gilbert damping parameter 𝛼 = 0.02.[34,40] The thickness of the
disc is 11.4 nm. For such aspect ratios (radius and thickness to
exchange length), the simulated structures fall into the vortex sta-
bility regime as previously reported in refs [19–22]. The cell size
is 1.9 × 1.9 × 1.9 nm3 in all the simulations. The total time for
the simulations is 3 ns, consisting of 5 fs steps corresponding
to 600 K iterations. The initial equilibration of the discs before
any applied pulse was done with 400 K iterations starting from
a random distribution of directions for the magnetic moment
components Mx, My, and Mz as the initial state whereby each
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Figure 2. Planar magnetization vector map of the permalloy 95 nm di-
ameter nanodisc in its ground state attain the vortex configuration. The
colormap superimposed on the vectorial plot here shows the Mx compo-
nent for convenience. Upon switching, the upper and lower shades switch,
indicating chirality switching.

local moment satisfies the amplitude
√
(M2

x +M2
y +M2

z) = Ms.

The ground state of the nanodisc after 400 K iterations that has
evolved under zero field is given in Figure 2. The magnetocys-
talline anisotropy in permalloy depends on the stoichiometry of
Fe and Ni, and the composition that we use in our calculation has
the formula Ni80Fe20 possessing zero values for K1 and K2, which
are the anisotropy constants as reported in refs [41–43].
Before going onto the effect of an electric pulse on a magnetic

structure, it is useful to revisit the classical relations in electro-
dynamics for convenience. Electrically induced magnetic fields
in a nanodisc setting can be generated in two ways: either by di-
rect electric current through the disc or via time varying electric
fields. The fundamental relation connecting the magnetic field,
B along the closed boundary of an area through which a current
density J or a dielectric flux D passes is:

∮ B.dl = 𝜇o

(
∫ J.ds + d

dt ∫ D.ds
)

(4)

𝜇o is the permeability of free space,D = 𝜖oE, 𝜖o is the permittivity
of free space. E points along the normal of the disc (z-axis). Con-
sidering the skin depth and dielectric relaxation time of permal-
loy, we assume that no electric current is passing through the disc
resulting in J = 0; therefore, the first term on the rhs is neglected,
leaving us with the time-dependent relation:

∮ B.dl = 𝜇o

(
d
dt ∫ D.ds

)
(5)

From this equation, it is easy to deduce the relation between the
magnetic induction B and electric field E is:

2𝜋rB(r) = 𝜇o𝜖o𝜋a
2 dE
dt

(6)

with a being the disc radius and r is the radial coordinate at
which we measure B. To be able to induce a one-way switching,
one needs to design an electric pulse that is asymmetric in time.

Asymmetric half-cycle-pulses are generally feasible, and widely
used both experimentally and theoretically. The following equa-
tion can be chosen to describe such a pulse shape[44]:

E(t) = E0
t
𝜏o

[
exp

(
− t2

2𝜏2o

)
− 1
b2
exp

(
− t
b𝜏o

)]
(7)

where E(t) is a function of time, and 𝜏o and b are parameters to
determine the duration and the asymmetry of the pulse, respec-
tively.We designed such a pulse as given inFigure 3awith various
durations. E0 is 0.09 V∕nm, b is 180 for all pulses, and 𝜏o is 0.25,
0.35, 0.45, and 0.65 ns for the black, red, blue, and green pulse,
respectively. A pulse in accordance with Equation (7) has a steep
positive slope (head) and a negative slope (tail) asymmetrical in
time, that is vital if a one-way switching of the chirality is desired.
If the pulse is along +z-axis, then the initial positive slope region
of the pulse generates a CW traversal magnetic field while the
negative slope region generates CCW traversal magnetic field.
We utilize the negative slope region of the pulse to induce vortex
chirality reversal. We note that the use of an asymmetrical pulse
to induce chirality switching was mentioned in ref. [34] but not
checked. The magnetic field strength along the periphery of the
nanodiscs (B(r)) varying over time as a result of the electric flux
of the pulse is presented in Figure 3b. It is the radial magnetic
field whose maximal value is plotted in Figure 3b that enters the
simulations asHext in Equation (2).

3. Results and Discussion

The ground state vector map of the disc considered for this work
is provided in Figure 2 displaying the vortex phase as the stable
state with a CCWorientation obtained beyond 400 K iterations af-
ter which we noted that the system does not evolve further. This
solution constitutes the initial condition for when an electric sig-
nal is to be applied to induce switching of the chirality. The chiral-
ity of the nanodiscs were tracked under the pulse shown in Fig-
ure 3a with the accompanying edge magnetic fields (Figure 3b)
in Figure 3c. We note that there exists a critical pulse duration
for chirality to reverse or else switching does not proceed (see
the green data in Figure 3a for the pulse and 3(c) for chirality).
The amplitude of the tangential magnetic field to induce switch-
ing of chirality depends on the time derivative of the electrical
pulse signal as seen in Equation (6): d(E)∕dt < 0 yields a CCW
and d(E)∕dt > 0 yields a CW radial magnetic field. Keeping this
in mind, the two electrical pulse signals (red and black) shown in
Figure 3a, can switch the vortex state in about 1.5 ns after which
the system remains stable in the CW state, and thus a reversed
chirality state is obtained. However, under the (blue) pulse, the
system requiresmore time to relax into the CW state. As expected
from Equation (6), a longer electrical pulse signal generates a
weaker magnetic field owing to the shallower slope in relation to
the time axis. To overcome this, the strength of the electric pulse
needs to be increased or otherwise chirality switching does not
occur. We find that the electrical pulse signals required to induce
switching can be shorter than 1 ns if the electrical signal strength
is higher than 0.55MV∕cm.
Figure 4 shows temporal evolution of the chirality from CCW

to CW state after applying an electrical pulse signal of a strength
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Figure 3. a) The time-varying ns electrical pulses with different widths con-
structed from Equation (7). b) The accompanying peripheral value of the
(max. of Bext) magnetic fields derived from Equation (6). c) The overall av-
erage chirality response of the ferromagnetic disc under the action of the
electric pulse signal given in (a).

approximately 0.55 MV∕cm along z-axis. Note that at t = 0, the
system is in its ground state whose data is given in Figure 2.
For an applied electric field pulse (black signal Figure 4a), the
switching starts with loss of order of the magnetic moments that
are near the edge where the radially generated magnetic field is
maximum as shown in Figure 4(c-2). As the boundary sites lack
neighbors, the electric pulse induced magnetic field at its maxi-
mum value dominates over the exchange field, realigning these
magneticmoments. However, the initial CCWvortex core (yellow
dot) (See Figure 5(3)) still remains and spatially oscillates near the
center at the time when the signal is turned off. Note that at 1 ns,
a new vortex CW core (blue dot) starts to nucleate, with time evo-
lution the CW and CCW cores start to interact (Figure 5(3–7)),
and a yin-yang type of transient state near the center is observed
where the magnetization aligns with the field under a Zeeman
torque near the edges where themagnetic induction is at its high-
est. Eventually, CCW yellow core is annihilated which is observed
between (1.9–2.1) ns, leaving its position to the CW (indicated by
the blue core in Figure 5(7–8). Apart from Hext being maximal
at the disc periphery, that magnetization vectors near the edge of
the nanodisc experience a higher demagnetizing fieldmake these
dipoles respond earlier to the pulse-induced magnetic field com-
pared to the interior sites of the disc. Similarly, in exactly the same
manner, the vortex can be switched back into the CCW configu-
ration with an electrical pulse signal in the +z direction. Thus,
a deterministic and swift switching of the chirality is possible to
achieve with the primary coupling of the B toM.
In order to be able to track layer-wise variations associated with

the vortex core, first its coordinates in the plane of the disc need
to be determined in each layer of the disc, that is, through the
thickness of the disc. For this purpose, at each magnetic dipole
site, ij in a given layer, we calculated the chirality “both spatially
and globally” given by:

Chirality = 1
nMs ∮ M.ds (8)

where M is the magnetization in the XY-plane of the disc and ds
is the arc length of the path which was chosen as the circle cen-
tered at the magnetic dipole site with a radius equal to the dipole-
dipole separation on the computational grid. In Equation (8), n is
the number of sites over which the integral is evaluated. M val-
ues on a given path were determined via bilinear interpolation,
a method used to form continuous curves on discrete set of data
points, especially when one has to evaluate an analytical expres-
sion such as in the case of chirality defined as an integral over
a closed continuous path. For the spatial chirality mapping pro-
cedure, magnetization components of the nearest and next near-
est sites neighboring a given coordinate i,j were used. In order
to track the global chirality of the disc, this procedure was ap-
plied to concentric circular paths with the disc center being the
reference coordinate whose average chirality yielded results such
as in Figure 4b. Chirality attains values ranging between -1 and
+1 for CW and CCW oriented vortices, respectively, and a value
of zero for a homogeneously magnetized media. Under the ac-
tion of the black pulse shown in Figure 3a, we use Equation (8)
as prescribed to track the vortex core position(s) and locate its
coordinates on the vector field map of the magnetic dipole mo-
ments (MDMs), as shown in Figure 5. The magnetic vortex cores
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Figure 4. a) The time-varying ns electrical pulse and the accompanying magnetic field derived from Equation (6) where the solid line is the electric field
and the dashed line is the accompanying radial magnetic field. b) Chirality of the system in response to the pulse given in (a). Red points labeled as
(1–9) in (a) are the instants where we show the planar magnetic dipole configurations in (c) in response to the time varying electric pulse. The vortex
states in (1) and (9) are anticlockwise and clockwise, respectively, indicating that switching has occurred. Vortex switching starts between (2) and (6)
when B > 0 accompanied by an oscillation in the vortex center position (See Figure 5).

Ann. Phys. (Berlin) 2021, 533, 2100167 © 2021 Wiley-VCH GmbH2100167 (5 of 8)

http://www.advancedsciencenews.com
http://www.ann-phys.org


www.advancedsciencenews.com www.ann-phys.org

Figure 5. The temporal evolution of the vortex core position during the simulations under the (black pulse given in Figure 3a) given along with the in-
plane magnetization vector variation. The yellow dot belongs to the CCW state and the blue dot representing the formation of a local CW order appears
during the switching process under field, eventually replacing the yellow dot as seen in (7) and (8).

Figure 6. The temporal evolution of the vortex chirality from CCW (c = 1) with vortex core (yellow dot) to CW (c = −1) with vortex core (dark blue dot).

(|Chirality| > 0.8) are labeled as a yellow dot for the CCW vortex
orientation while a blue dot for CW vortex orientation. During
switching, two cores can appear: At 1 ns, a new vortex core starts
to nucleate with CW orientation near the center. Although the
signal is turned off (see Figure 3a at 1 ns), the old CCW remains
and oscillates near the center of the disc. As the iterative steps
of the simulation progresses, these cores interact while the mag-
netic dipoles near the disc edge have already switched to the CW
state. To keep the demagnetization energy of the system in a lo-
cal minimum, the MDMs along the periphery tend to be parallel
to the disc edge. The exchange interaction for ferromagnetic ma-
terials favors the parallel alignment of the neighboring MDMs.

Thus, a configuration according with a CW orientation gradually
settles in a dominant portion of the disc after the field is switched
off and the CCW core is annihilated at 2 ns as displayed in (7) of
Figure 6. Eventually, a reversed vortex chirality is stabilized.
Figure 6 presents the color maps which were obtained from

Equation (8) where we can visualize the “degree of chirality.” The
yellow region represents the CCW state while the dark blue re-
gion represents the CW state. After applying the electrical sig-
nal pulse, a distinct ring forms at approximately 1 ns. This blue
“chirality ring” that shrinks in radius with progressing simula-
tion time mainly consists of antiparallel aligned dipole couples
along x- and along y- at neighboring sites, yielding an overall
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Figure 7. a) The circular paths at which we evaluate the average line in-
tegral (see Equation (8)). b) The corresponding chirality value for each
circular path shown in (a) as a function of time.

negative value chirality locally. Along the ring, nucleation of CW
vortices are visible as dark blue spots. These blue rings separate
“switched” regions close to the disc periphery than regions that
are “about to switch”, which we deduce from the plot in Figure 7.
Here, we provide the average of the line integrals along circles
at various distances to the center (See Equation (8)). It can be
seen that along the paths close to the disc periphery, switching
has occurred as can be deduced from the change of the average
line integral value for these circular paths. The same value for
the inner rings fluctuate between 1 and 0.5 until around 1.5 ns,
implying gradual disappearance of the CCW order representing
these regions followed by changing of chirality sign after around
1.75 ns. The blue rings corresponding to negative chirality appear
inside of the nanodisc at around 0.7 ns and denote the boundary

between the two tendencies. They gradually merge into a single
ring, which acts as a site for nucleation of an at least one CW
vortex that annihilates the CCW vortex at the center belonging
to the state preceding the application of the electric pulse. The
latter remains almost all the way through the switching process.
We also note themanner with which the blue rings form near the
periphery, first as individual segments that later on coalesce and
shrink toward the center related to the radial dependence of the
magnetic field induced by the electric pulse. The very same rea-
son causes an inhomogenous switching that start from the edges
where the pulse induced magnetic field is at its max. We deduce
so because a virtual circular but homogeneous magnetic field
does not induce such formations during switching (not shown
here). It is the maximal value of the magnetic field at the periph-
ery of the disc induced by the electric flux that causes the CW
alignment parallel to the planar magnetic field direction. With
further steps in the simulation, this ring gets smaller in diameter,
rendering more dipoles switching toward the CW state emanat-
ing from the switching of dipoles propagating toward the interior.
A dark blue region (CW nucleation) starts to appear (on the left
side of the yellow region), and between 2 and 2.2 ns timesteps, the
yellow region that was the core of the CCW state disappears, and
the dark shade representing the vortex with CW chirality locates
itself in the center, stabilizing the global CW state. Please note
that the apparent non-zero chirality at the disc periphery at all
times is due to the fact that sites along this periphery lack neigh-
bors and yield a non-zero result for the integration of Equation (8)
and is therefore an artificial effect, although it is sensitive to the
magnetization direction.

4. Conclusion

We have demonstrated, using the LLG formalism, that a time-
wise asymmetric electric pulse with a critical amplitude and du-
ration can be designed to induce chirality switching via electro-
dynamic coupling to the magnetic dipoles in the nanodisc within
ns timescale. We tracked the degree of chirality in the nanodisc
structure that allowed us to characterize the switching process.
The chirality switching process occurs in three steps: First, the
magnetization near the disc edge loses the order and switches
into the opposite direction after coupling to the tangential mag-
netic field where the field amplitude is at its maximum. In paral-
lel, a “chirality” ring appears to be nucleating from which a dis-
tinct new center forms that is attracted to the central “old” core.
Finally, the old core disappears and the new one locates itself in
the center. We also note that, during chirality switching, the po-
larity of the magnetic vortex can vary several times and therefore
the deterministic control of the polarity state appears to be dif-
ficult to control. In the case of an array of discs with some ra-
dial size distribution to perform a specific action such as mem-
ory storage, the needed pulse duration and amplitude depends
on the area enclosing the electric flux intersecting the disc along
the disc normal. Therefore, the dependency of the azimuthally
induced magnetic field as a result of the time derivative of the
electric flux needed to switch the chirality of a nanodisc could vary
slightly. In addition, in connection with the size dependence of
the ferromagnetic phase stability in such systems, smaller fluxes
of an electric pulsemight suffice to induce switching compared to
discs with larger radii. In summary, we were able to demonstrate
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electric pulse switching of chirality of a ferromagnetic order sta-
bilizing in the vortex state. Our current findings for the dynamic
magnetic vortex switching via electric pulses are of direct and sig-
nificant relevance for applications such as data storage in reduce
dimensions and magnetic logic devices relying on magnetoresis-
tive effects.
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