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ABSTRACT

MOLECULAR DYNAMICS STUDIES ON INTERFACE HEAT
TRANSFER CONTROL USING ELECTRIC FIELD

Thermal management is considered as a bottleneck for the development of next
generation micro/nano-electronics with high heat dissipation rates. When component
sizes decrease to nanoscales, increase in surface to volume ratio leads the interfacial
thermal resistance (ITR) to dominate the heat transfer behavior. The current study focuses
on characterizing ITR at molecular level and exploring smart thermal management
concepts for nano-scale systems. In sequence, the effect of solid thickness on ITR was
investigated such that the altered phonon spectrum inside the solid domain creating the
size dependency on thermal conductivity was also found to create a size dependency in
ITR. Next, an active and local manipulation of heat transfer between water and various
solids by an applied uniform and/or non-uniform electric field was examined. When the
water molecules underwent electric field induced orientation polarization and liquid
dielectrophoresis (LDEP), a substantial increase in heat transfer was developed due to the
decrease in ITR and increment in thermal conductivity. Finally, an interface-localized
heat transfer control technique was proposed, where interdigitated electrodes (IDEs) were
embedded into the heat dissipating surface. IDEs created an electric field gradient
exclusively near the electrode surface which resulted in LDEP forces on the water dipoles
at near surface region enhancing solid/liquid interface energy and almost eliminating the
ITR. We developed semi-empirical and theoretical relations to describe ITR variation by
the electric field, which will be important for thermal management of current and future

technologies.

Keywords: Nanoscale Heat Transfer, Molecular Dynamics, Interfacial Thermal

Resistance, Electric Field, Liquid Dielectrophoresis
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OZET

ELEKTRIK ALAN KULLANARAK ARAYUZEY ISI TRANSFERI
KONTROLU UZERINE MOLEKULER DINAMIK CALISMALARI

Yiiksek 1s1 yayilim degerleri olan yeni nesil mikro/nano elektronik cihazlarin
gelistirilmesinin Onilindeki engel termal yonetim olarak degerlendirilmektedir. Bilesen
boyutlart nano boyutlara diistiiglinde, ylizey/hacim oranindaki artis, araylizey termal
direncinin (ITR) 1s1 transfer davranisi tizerinde biiylik etki yaratmasina yol agar. Mevcut
calisma, ITR'1 molekiiler diizeyde karakterize etmeye ve nano-6lgekli sistemler i¢in akillt
termal yonetim kavramlarini kesfetmeye odaklanmaktadir. Sirayla, kat1 kalinliginin ITR
tizerindeki etkisi arastirildi ve 1s1l iletkenlik iizerindeki boyut bagimliligini yaratan fonon
spektrumu degisimi ayni zamanda ITR iizerinde de bir boyut bagimliligi yarattig
bulundu. Daha sonra, uygulanan homojen ve/veya homojen olmayan elektrik alan ile su
ve cesitli katilar arasindaki 1s1 transferinin aktif ve lokal manipiilasyonu incelendi. Su
molekiilleri, elektrik alan kaynakli oryantasyon polarizasyonu ve sivi dielektroforesize
(LDEP) maruz kaldiginda, ITR'deki azalma ve termal iletkenlikteki artis nedeniyle 1s1
transferinde onemli bir artis meydana geldi. Ek olarak, birbiri i¢ine gecen elektrotlarin
(IDE'ler) 1s1 yayan yiizeye gomiildiigii bir arayiizeye lokallestirilmis 1s1 transferi kontrol
teknigi onerildi. IDE'ler, yalnizca elektrot yiizeyinin yakininda bir elektrik alan gradyani
yaratti1 ve bu kati/sivi arayiizrey enerjisini artiran ve neredeyse ITR'yi ortadan kaldiran
ylizeye yakin su dipolleri iizerindeki LDEP kuvvetlerinin olusmasiyla sonuglandi. Son
olarak, mevcut ve gelecekteki teknolojilerin termal yonetimi i¢cin énemli olan, elektrik

alana gore ITR varyasyonunu tanimlamak i¢in yar1 ampirik ve teorik iliskiler gelistirildi.

Anahtar kelimeler: Nanodlcek Is1 Transferi, Molekiiler Dinamik, Araylizey Termal

Direnci, Eletrik Alan, S1vi1 Dielektroforesiz
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CHAPTER 1

INTRODUCTION

Nanoscale heat transfer is crucial due to the advancements in nano-fabrication
techniques led to characteristic length of the electronic, optoelectronic and photonic
devices to decrease from micrometers to nanometers. Miniaturization bringing the need
for removal of high heat fluxes per area complicates heat transfer. For example, sub 3nm
transistors can be manufactured by the semiconductor industry (Seon et al., 2021). The
reduction in transistor size yields increased packing on a single chip and increased
computational power, but also results in extremely high heat generation. If the growth in
power density continues similar to the predictions of the Moore’s Law, heat generation
per area of a microprocessor will reach the heat flux of the sun’s surface (Zhang and Guo,
2012). Furthermore, new technologies such as Heat Assisted Magnetic Recording
(HAMR) (Figure 1.1) develop with the need for more storage, where a laser beam heats
a 20nm spot and then needs to be cooled down in nanoseconds (Ju et al., 2015). Hence,
thermal management has become one of the main challenges for the future technologies.
Therefore, it is of great significance for the development of such devices to understand,

characterize and manipulate the nanoscale heat transfer.

Read Sensor

-
P
"

-
-

Figure 1.1. Heat Assisted Magnetic Recording (HAMR) writing scheme (Stipe et al.,
2010)

There are two non-continuum mechanisms that interrupts heat transfer at

nanoscale. First, a decrease of solid size alters the heat conduction inside a semi-
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conductor solid domain which diverges from the conventional bulk scale behavior. This
nanoscale size effect is a well-known phenomenon observed both numerically and
experimentally by many researchers (Asheghi et al., 1998, Ju and Goodsen, 1999,
Schelling et al., 2002, Liu et al., 2004, Ma et al., 2012, Dong et al., 2014) as the reduction
of solid thermal conductivity by decreasing length. When the nano-film thickness
becomes shorter than the bulk value of the phonon mean free path (MFP), the spectrum
of heat-carrying phonons inside the solid domain develops different than the bulk phonon
propagation and the resulted thermal conductivity decreases. Second, decrease of
component size in a micro/nano system increases the number of interfaces and their
influence. The heat transfer between two dissimilar materials is interrupted due to the
mismatch in their phonon spectrum. Such difficulty of phonon passage is characterized
by the interface thermal resistance (ITR) which becomes the most dominant mechanism
by the increase of surface-to-volume ratio.

In order to characterize nano-scale heat transfer, experiments and theoretical
investigations are conducted in the past (Ge et al., 2006, Landry and McGaughey, 2009,
Gatapova, 2016). However, conducting such experimental investigations are expensive
and requires sophisticated instruments. On the other hand, conducting molecular
dynamics simulations are proved to be a good alternative to the experiments by many
researchers. Furthermore, with the increase of systems consist of many substrates and
layers, significance of interface thermal resistance is become prominent. Molecular
dynamics simulations allow researchers to investigate the effect of interface thermal
resistance on nano-scale heat transfer extensively, by varying numerous interface and
material properties. However, literature is still far from a complete understanding and

further studies require for a better design of enhanced heat dissipation.

1.1. Interface Thermal Resistance

When two dissimilar dielectric materials are in contact with each other, a
temperature jump occurs at the interface due to the phonon mismatch of these materials
and it is known as Interfacial Thermal Resistance (ITR). Especially, with increased
surface to volume ratio caused by the miniaturization trend, ITR can highly interrupt the

heat transfer process at the interface. Interface thermal resistance phenomenon is first



discovered by Kapitza in 1941 during investigating super-fluidity of Helium,
experimentally. Kapitza measured a discontinuity in the temperature distribution at the
junction of He II and heated metal surface, while trying to comprehend why the actual
thermal conductivity of He II in capillary is higher than the bulk thermal conductivity of
He I1. In these experiments, thermal resistance of 2 m°Kcm?*/mW were measured while
the temperature is in the order of 2°K. (Kapitza, 1941, Pollack, 1969). There are different

methods available for the characterization of Interfacial thermal resistance. First,

interfacial thermal resistance can be expressed as a function of heat flux (q ) and the

temperature jump at the interface of dissimilar materials (AT ) as,

AT =R G-ii (1.1)

where 1 is the surface normal vector and Rk is the interfacial thermal resistance,
also known as Kapitza resistance. Second, an analogous definition for the Kapitza
resistance is widely used in the literature, which is called Kapitza length. As illustrated in
Figure 2.1, Kapitza length is calculated by extrapolating the temperature gradient of the
liquid until it reaches the temperature of the solid at the interface. Then, Kapitza length
(Lx) can be expressed as a function of temperature jump at the interface and the

temperature gradient of the liquid as in the following equation,

oT
AT =L, — (1.2)

X on liguid
where 07/0n is the temperature gradient of the liquid and AT is the temperature jump at
the liquid/solid interface. Kapitza length (Lk) is correspondent of ““Velocity Slip” in liquid
flow tangential to the surface.

There are multiple experimental (Kapitza, 1941, Pollack, 1961, Ge et al., 2006,
Gatapova, 2016) and computational studies regarding dependence of ITR and the resulted
heat transfer on interface properties, such as surface wetting (Murad and Puri, 2008, Kim
et al., 2008, Shi et al., 2012, Alexeev et al., 2015), surface temperature (Barisik and
Beskok, 2012, Pham et al., 2014, Song and Min, 2013, Barisik and Beskok, 2014, Vera
and Bayazitoglu, 2015), surface atomic density (Vo et al., 2016, Saleman et al., 2017, Vo
and Kim, 2018) liquid pressure (Pham et al., 2013, Han et al., 2017), size effect (Liang et
al., 2014, Alexeev et al., 2015, Pham et al., 2016) and thermal oscillation frequencies
(Kim et al., 2012, Giri et al., 2017).
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Figure 1.2. Temperature jump (AT) and Kapitza length (Lx) description at solid/liquid
interface

Experimental measurements of Lk are reported between water and chemically
functionalized solids (Ge et al., 2006). These chemically functionalized solids have
Aluminum and Gold layers at the water interface to investigate the thermal conductance
on both hydrophobic and hydrophilic surfaces, respectively. The thermal conductance at
the interface 1s measured with time-domain thermoreflectance method and Kapitza length
values are found 10-12nm and 3-6nm for hydrophobic and hydrophobic surfaces,
respectively. Another study also experimentally investigated the temperature jump at the
water/air interface while evaporation took place at the heater surface (Gatapova et al.,
2016). At normal atmospheric conditions, temperature profiles are measured across the
liquid/gas interface with a specially manufactured micro thermocouple with a sensor
thickness of 4pum. Different temperature jumps are clearly observed over varying heater
temperatures. Specifically, detailed data on the temperature dependence of the
temperature jump at the liquid/gas interface are reported and validated with kinetic
theory, qualitatively and with classical energy balance on the interface, quantitatively.

Effect of surface wetting on interface thermal resistance is investigated across
silica wafer and water vapor interface with varying surface wetting properties with
Molecular Dynamics (MD) simulations (Murad and Puri, 2008). A significant reduction
in the interface thermal resistance was observed as the surface transformed into more
hydrophobic nature. The main reason behind this phenomenon is the improved
intermolecular interaction frequencies with the increase in adsorption and absorption at

the surface. Another study reported significance of interaction strength between the



solid/liquid coupling on the interface thermal resistance with molecular dynamics
simulations. No temperature jumps are observed with high solid/liquid coupling
interaction parameters. However, with weak solid/liquid interaction potentials
temperature jumps took place at the interface. (Kim et al., 2008) In addition, the heat
conduction between liquid argon confined between silver and graphite walls are
investigated, separately. Silver and graphite walls are selected on purpose since the
interaction parameter between silver/argon pair is twelve times higher than graphite/argon
pair. Such significant difference in interaction parameter on solid/liquid coupling
represents different surface wetting conditions. As a result, well known density layering
at near wall regions are observed and the density peaks of liquid argon showed different
values for silver and graphite surfaces in accordance with their interaction strength
parameters. Finally, Kapitza length at silver/argon interface measured three times smaller
than the Kapitza length at graphite/argon interface in parallel with their corresponding
density layering and peaks. (Shi et al., 2012). In order to reveal liquid layering effects,
the Kapitza resistance at few-layer graphene and water interface is investigated, where
the wettability of the surface, pressure, channel height and number of graphene layers are
systematically varied (Alexeev et al., 2015). It is observed that with increased wettability
and pressure, density peak near the graphene surfaces are increased drastically and
resulted in reduction of the interfacial thermal resistance. In addition, changing channel
height did not affect both near wall density peak of water and interface thermal resistance
between graphene and water. However, it is documented that increasing the number of
graphene layers decreased the thermal resistance at the graphene/water interface without
affecting the density peak up to a point where the length of the graphene came to a balance
with phonon mean free path of the c-axis graphene. Effect of ordered water layers near
graphene wall is further investigated, where graphene layer adjacent to water is inserted
with negative and positive charges, to substantially decrease the interface thermal
resistance (Ma et al., 2018). Effect of different charge decorations and intensities on
interface heat transfer are studied. When surface charges are presented, water molecules
got attracted to the charged graphene wall due to coulombic interactions and created
ordered water layering near the wall, which is the main reason for the reduction on
interface thermal resistance. Another reason for this reduction is the additional heat
channel generated by the improved coulombic interactions between the charged carbon
atoms and water molecules. Such phenomenon is proved with comparing the heat transfer

rates of the same graphene/water system without surface charges but with increased
5



interaction strength parameter, in which density peak of the liquid layering matches with
the original system. Results showed that the heat transfer rate of the original system is
20% higher than the other one, even though they have the exact same near wall liquid
layering. Finally, 97% reduction in the Kapitza resistance is reported. However,
computation of Kapitza resistance is erroneous. While calculating Kapitza resistance, Ma
et al., measured the temperature difference between the nearest graphene layer and liquid.
This method yields fundamentally wrong thermal resistance since there is another
temperature jump between the charged layer of graphene and next graphene layer without
charge. Such an additional thermal resistance caused by the fact that charged carbon
atoms’ vibration modes are altered, thus creates a phonon mismatch with the neutral
carbon atoms. Instead, temperature jumps should be calculated based on the bulk
temperature gradients of both solid and liquid.

Next, temperature dependence of Kapitza length is thoroughly investigated in the
literature by many researchers. However, there are contradictions between these results.
While some researchers found interfacial thermal resistance results independent from
wall temperatures (Pham et al., 2014), others found increasing thermal resistance with
elevated surface temperature (Kim et al., 2008, Shi et al., 2012). On the contrary to the
inconsistent temperature dependence of interfacial thermal resistance studies in the
literature, temperature dependency of the interfacial thermal resistance is explained with
varying surface wettability (Song et al., 2013, Barisik et al., 2014). Basically, variation
of Kapitza length by the temperature is defined by the temperature dependence of phonon
dynamics on hydrophobic surfaces, while it is dominated by the temperature dependence
of near surface liquid layering on hydrophilic surfaces. Since, increased temperatures
improve the phonon dynamics but decreases the liquid density peak near the surface,
Kapitza length is found decreasing with increasing wall temperature at hydrophobic
surfaces and increasing with increasing wall temperature at hydrophilic surfaces.
Furthermore, it is found that another temperature dependency comes from different
molecular dynamics boundary treatment effects. Up to this point, while investigating
thermal resistance at solid/liquid interface, literature was employing constant wall
temperatures by applying thermostats to all molecules in the solid domain. It is proved
that by forcing all the molecules of the solid to vibrate at a certain level to maintain
constant temperature creates different phonon spectrum inside the solid domain.
Consequently, phonon harmony at the solid/liquid interface differs and results in altered

interfacial thermal resistances. By only applying thermostats to a certain number of
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molecules at far end sides of the of the solid domain, the molecules of the solid domain
are allowed to develop their own phonon spectrum based on the material properties. In
addition, it is documented that another thermal resistance occurs at the interface of
thermostat applied molecules and thermostat free molecules of solid domain. This
phenomenon is coined with artificial thermal resistance term (Barisik and Beskok, 2012).

While literature mostly studied the thermal resistance at the interfaces of
dissimilar materials, Vo and Kim investigated the thermal resistance at the interface of a
crystal and its melt (Vo and Kim, 2018). Based on MD simulation results, physics behind
the temperature continuity at the interface of crystal and its melt are credited to the non-
diffusive mismatch caused by the structural diffusivity as illustrated in Figure 1.3. No
temperature jumps were observed at these interfaces due to perfect vibrational coupling

of the crystal and its melt, which differed from the typical solid/liquid interface.

Tc

Typical solid/liquid interface Crystal/melt mterface

Figure 1.3. (a) Temperature discontinuity of typical solid/liquid interface and (b)
temperature continuity of crystal/melt interface

Lastly, literature also focused on pressure dependence of interface thermal
conductance (Pham et al., 2013, Han et al., 2017). While some researchers studied the
effects of pressure on Kapitza length with both hydrophobic and hydrophilic surfaces
(Pham et al., 2013), others focused on the resulting effects on the vibrational modes of
the phonon spectrum at the pressure applied interface. Molecular dynamics studies
showed that pressure dependence of interface thermal conductance vary with surface
wettability. Specifically, heat transfer across the interface of liquid and hydrophilic
surface found independent from increased bulk pressure due to the stable near wall
density peak by strong adsorption on the surface. However, hydrophobic surfaces showed
significant increase in the initially poor thermal coupling at the liquid interface due to

increased liquid layering. In addition, phonon spectral analysis results showed that
7



density of high frequency vibrations is increased with the increased pressure, while the
low frequency vibrations remain constant. Enhanced high frequency phonon interactions
are result of improved liquid structuring at the near wall region (Pham et al., 2013, Han
etal., 2017).

In this section, literature on how various properties altered interface thermal
resistance is covered. Studies show that surface wetting is one of the most effective
interface properties that effect interfacial thermal resistance. Hydrophilic surfaces
transport heat better due to increased liquid layering near the solid surface created by
enhanced solid/liquid interface energy. In addition, similar liquid layering effect can be
captured by increasing the pressure at the solid/liquid interface. In the light of these
information, researchers modified the surface wetting by chemically altering the surface
(Ge et al., 2006, Shenogina et al., 2009), employing nano structures at the surface (Wang
and Keblinksi 2011, Huang et al., 2013) and assigning surface charges (Ma et al., 2018)
to increase interface heat transfer significantly. Previously mentioned techniques
provided passive surface wetting and heat transfer control. However, recent technologies
require more sophisticated, active control techniques for surface wetting and need-based

heat transfer.

1.2. Use of Electric Field for Active Control of Various Physics

The electric field is the physical field around the charged particle within which
the other charged particles or molecules experience the force of attraction or repulsion.
In a confined dielectric liquid, electric field can manipulate the orientation of the dipole
of the dielectric liquid molecules and/or increase solid/liquid coupling at the interface
through electrostatic interactions between charged molecules. Most common electric field
applications in micro/nano scale systems are electrowetting on dielectric (EWOD),
dielectrowetting and liquid dielectrophoresis (LDEP), in which the surface wetting can
be altered, liquid actuation can be achieved and heat transfer can be enhanced.

Electric field can manipulate solid/liquid coupling through the electrostatic
interactions between the charged wall and the liquid. This process is also known as
electrowetting, where interface energy between solid and liquid can be actively controlled

by an electric field (Mugale and Baret, 2005). Wetting is a measure of how the liquid



behaves when it is in contact with a solid surface. There are different ways to manipulate
surface wetting such as, employing nanostructures at the surface (Lundgren et al., 2003,
Spori et al., 2008, Chen et al., 2014, Zhang et al.,, 2016) or using surface coatings
(Motezakker et al., 2017, Li et al., 2017, Sadaghiani et al.,, 2018). However, these
methods are passively controlling the surface wetting by changing the surface
morphology by either chemically or mechanically. On the other hand, electrowetting is a
method that actively controls the surface wetting, by applying an electric field parallel or
perpendicular to the surface. Molecular Dynamics simulations have been used to
investigate electrowetting applications as shown in Figure 1.4, where enhanced
wettability of nano water droplets is observed with applied electric field parallel to the
surface (Zhang et al., 2016). It is documented that as electric field strength increases,
wetting angle decreases due to the stronger solid/liquid coupling and the surface becomes

more hydrophilic.

Electric
Field
Strength is
Increased

Figure 1.4. Enhanced surface wetting as a function of electric field strength (Song et al.,
2013)

There are two electric field application methods that can control surface
wettability through electrohydrodynamic effects on the three-phase contact line of a
droplet, which are electrowetting on a dielectric (EWOD) and liquid dielectrophoresis
(LDEP) mechanicms. In EWOD applications, the electrodes are covered by a
hydrophobic dielectric layer and the apparent contact angle of a droplet is controlled by
applying alternating/direct current (AC/DC) voltage between the electrode and droplet as
illustrated in Figure 1.5 (Chae et al., 2014). Free ions inside of the conducting droplet

aggregate near the electrode interface with the application of electric field, creating a



coulombic force. Due to the maximum outward portion of the coulombic force, free ions
tend to accumulate at the interface of three-phase contact line, which results in spreading
motion of the liquid droplet. EWOD is being used in various applications such as planar
receiver coils (Byun et al., 2015), liquid droplet actuation and transport in microfluidics
(Pollack et al., 2000, Lee et al., 2002, Barman et al., 2015), microdroplet tensiometer
(Banpurkar, 2008) and micro air bubble control (Zhao et al., 2007). However, this effect
is only valid when the liquid has ions in it. If the liquid is deionized, there are different
effects which play a role on the surface wettability, as follows; electro-stretching effect
(Luedtke et al., 2011, Yen 2012, Song et al., 2013, Lee et al., 2013) and bias polarity
effect (Gubskaya and Kusalik, 2002, Daub et al., 2007). Assuming that, a uniform electric
field is applied to a dielectric liquid droplet, the system free energy depends on the surface
tension and depolarization of the liquid. When the electric field strength is increased, the
droplet shape tends to elongate in the direction of the field, causing electro-stretching
(Yen, 2012). In bias polarity effect, the water dipole orientation distribution is influenced
by the electric field, which cannot be neglected at the nanoscale. While an external
electric field is applied perpendicularly to the surface, the OH bonds are more likely to
point towards the charged solid surface. Hence, dipolar molecules tend to be drawn closer
to the surface due to increased coulombic interaction, which results in reduction of the
interfacial free energies. Thus, reduction of the contact angle is achieved (Daub et al.,
2006). When the electric field strength is further increased, the water molecules start to
form crystalline structures while dipole moments are aligning through the electric field
direction. In the literature, this phenomenon is known as electro-freezing, which is well
established both numerically and experimentally (Luedtke et al., 2011, Braslavsky et al.,
1998, Evans et al., 2007, Wei et al., 2008, Bratko et al., 2008, Xie et al., 2010, Hu et al.,
2012, Yan et al., 2012). Furthermore, when the liquid molecules start form a greater
structural order, it enhances phonon transfer, which increases the thermal conductivity of
the liquid. Evans et al., reported that the thermal conductivity of the water increases 3
times when under strong electric fields (Evans et al., 2007). Moreover, in polarized liquids
under uniform electric field, the forces on the two charges of the dipole are in balance, so
the net force on the dipoles is zero. However, it exerts a torque on the dipoles to align
them on the electric field direction. The situation is different if the electric field is non-
homogenous. Since there is an electric field gradient, the forces on the two ends of the
dipoles are different than each other, which creates an overall force and bulk fluid motion

(Jones, 2001). Consequently, dipoles of the deionized liquids exposed to a non-uniform
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electric field experience a force towards higher electric field gradient region. Such

phenomenon is known as liquid dielectrophoresis (LDEP) (Edwards et al., 2018).
@ —[®

Hydrophobic Layer Hydrophobic Layer
Dielectric Layer Dielectric Layer
Electrode Electrode

Figure 1.5. Electrowetting on dielectric (EWOD) methodology (Chae et al., 2014)

Liquid dielectrophoresis (LDEP) is first investigated by Pellat in 1895 by
demonstrating the dielectric liquid (insulating oil) motion driven by non-uniform electric
field against gravity (Pellat, 1895). The experiment was consisting of two parallel
electrodes separated by a distance and submerged in a dielectric liquid. When a voltage
is applied between the electrodes, an electric field gradient is created at the liquid/air
interface, which generates an upwards motion of the dipoles of the dielectric liquid
against gravity to a new equilibrium height between the electrodes. Nowadays, liquid
dielectrophoresis is mostly used in micro/nano-fluidic devices for precision liquid
actuation, droplet dispensing and wetting control purposes along with electro-wetting-on-
dielectric (EWOD) (McHale et al., 2011). The electro-wetting phenomenon is actuated in
EWOD approach by the charged ions accumulated at the solid-liquid interface between
electrode covered by dielectric hydrophobic layer and droplet of conducting liquid acting
as capacitive structure. The contact angle can be controlled with modulating the voltage
between the electrode and the droplet by generating an electrohydrodynamic force at the
droplets three-phase contact line (Chen and Bonaccurs 2014). On the other hand, LDEP
creates a bulk force on the dipoles of the dielectric liquid towards the higher electric field
gradient. To modify the energy balance at the solid-liquid interface, the bulk liquid
dielectrophoresis can be converted into an interface-localized form by using interdigitated
electrodes. This is also known as dielectrowetting (McHale et al., 2011). Main advantage
of dielectrowetting over EWOD is based on its ability to distribute the droplet over the
interdigitated electrodes as thin film and prevail the contact angle saturation as

documented in Figure 1.6.
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Figure 1.6. Dielectrowetting spreading of a droplet with varying voltage (McHale et al.,
2011)

Lastly, using electric field to enhance boiling heat transfer is a well-known
application (Celestini et al., 2012, Shahriari et al., 2014, Shahriari et al.,, 2017, Wang et.
al, 2017, Sur et al., 2018). Biggest problem of the boiling heat transfer is the vapor film
formation on the surface (i.e., Leidenfrost phenomenon), which limits the heat transfer
and leads to breakdown of the structure due to high surface temperature (Celestini et al.,
2012). By applying electric field, this vapor film formation can be avoided. The interface
electric field within the vapor film can draw fluid towards the surface and boost surface
wetting.

In this section, what kind of physics that electric field can create, and its
fundamental applications are discussed. Studies show that surface wettability can be
enhanced significantly with applied electric field, where contact angle decreases with
increased voltage. In addition, dielectric liquid molecules are influenced by the presence
of electric field in terms of change in dipole orientation with uniform electric field and
forces acted on dipoles with non-uniform electric field. These mechanisms are proved to
be useful to enhance heat transfer during boiling process while eliminating the vapor film
formation of the hot surface by attracting the fluid towards the surface and has a potential
to do a lot more. Electrowetting phenomenon is also demonstrated by Molecular
Dynamics simulations, which gives researchers opportunity to do a wide range of studies

without the cost of expensive experimental facilities.
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1.3. Molecular Dynamics

Theoretically, deficiency in overlap between phonon dispersions of different
materials can be calculated by The Mismatch Models, where the upper and lower limits
of ITR can be predicted by either neglecting phonon scattering or assuming diffusive
phonon scattering. But determination of the true ITR value requires calculation of both
harmonic and the anharmonic wave behaviors developing in a certain crystal structure
with boundaries. For such a case, the coupled motions of the atoms in real space under
both intra- and inter-molecular force interactions can be modeled by Molecular Dynamics
(MD) with LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator)
algorithm (Plimpton, 1995). MD provides the natural formation and transport of phonons
via vibrations in the crystal lattice and has been practiced by many to study heat transport
of semi-conductors and liquids. (Ge et al., 2006, Shi et al., 2012, Pham et al., 2013 and
Barisik and Beskok, 2014)

In molecular dynamics simulations, Newton’s equations of motion are integrated
in time for a system of interacting molecules to measure the instantaneous positions and
velocity of all the molecules in the system. To do that, MD calculates the forces acting
on the molecules derived from the potential energy in atomic description and utilizes a
time integration algorithm, namely, Velocity Verlet Algorithm.

Briefly, Verlet Algorithm evaluates current force (f{z)) through atomic interactions
and computes position (») at a next time step (d¢). And then adds current-force term to
velocity (v(?)), which gives the velocity at half-time step. Next, a new-force term is
calculated at the new position and added to the velocity, which becomes the new velocity
at full-time step. This algorithm continues for all the molecules in the system, until the
specified time is reached. The characteristic time step should be smaller than the fastest
vibrational frequency in the system, which is typically 1 fs, so any discretization error in

the integration algorithm can be avoided.

r(t+0t) = r(t)+v(t)5t+Lf(Z)512 (1.3)
2m

v(t+5t)=v(l)+2L(f(t)+f(t+5t))5tz (1.4)
m
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Molecular dynamics simulations are based on statistical mechanics and
thermodynamic states. Molecular dynamics simulations represent the ensemble average
of the microscopic properties of a molecular system consists of large number of
molecules, which are obtained by integrating the equations of motion at a given
thermodynamic state. A set of parameters are used to describe a thermodynamic state of
a system, which are temperature (T), pressure (P) and the number of particles (N), volume
(V) and energy (E). Some of the common thermodynamic ensembles used in statistical
mechanics are documented below.

NVE: In this ensemble, equation of motion is solved while total volume and total
energy kept constant in time. It is also called as microcanonical ensemble, where there is
no control of temperature and pressure.

NVT: Also called as canonical ensemble, where temperature is controlled through
direct scaling of the temperature. NVT stands for constant number of particles, constant
volume and constant temperature.

The forces acting on the molecules, describing how particles will move in time,
are determined from the derivative of the potential energy functions. In order to represent
real motions of the molecules, the potential energy function (i.e., force-fields) should be
selected carefully and at the same time the model should be simple as possible to reduce
computational time. In molecular modelling, general form of the force-fields is
combination of non-bonded and bonded interactions.

The non-bonded potentials are intermolecular interactions, which are used to
describe electrostatic and van der Waals forces. Usually, to mimic van der Walls forces
Lennard-Jones (LJ) potential is used, while Coulombic interactions are used for
modelling electrostatic forces.

The LJ potential is said to be one of the most accurate intermolecular potentials
for simple liquids, based on the balance of repulsive and attractive forces. At the same
time, the LJ potential accounts for the difference between short-range repulsive forces
and long-range attractive forces (dispersion forces) that occur at larger separations. This

potential is given by the following equation,

12 6

Gij ij
Vi(r,) =4¢ — | (1.5)
ij ij

where rj; is the distance between two molecules, ¢ is the depth of the potential used

to measure how much the two particles attract each other, and oj is the molecular
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diameter, which indicates the distance at which the intermolecular potential is zero. The
potential distribution of a typical LJ model as a function of intermolecular distance is

shown in Figure 1.7.

Note:Interaction of two particles
get stronger with deeper well
depth (g). When intermolecular
distance is equal to o, potential
energy becomes zero.

IN]

Potential Energy (V)
)

Intermolecular Distance (A)
Figure 1.7. Lennard-Jones potential as a function of intermolecular distance

When there are charges present in the particles, electrostatic forces must be
considered along with the van der Waals forces. As can be deducted from the Coulombic
potential equation 1.6 and the typical potential energy distribution shown in Figure 1.8,
if the charges have the same sign, the interaction forces are repulsive, while the charges
are opposite, the interaction forces are attractive.

Cq,q,
4re,r;

(1.6)

VC{)ulambic (’/;j ) =

where € is the dielectric constant for vacuum, qgi values are the partial charges, i
is the distance between two charged pair.

The bonded potentials are intramolecular interactions, which models the internal
energy of the interacting particles, such as covalent bonds. SPC/E water model is an
example of bonded potentials, which specifies a 3-site rigid water model with LJ
parameters and charges assigned to each atom (Berendsen et al., 1987). To make the
model rigid, SHAKE algorithm is used to constrain the bond lengths and angle. In
addition, to model the potential energy function of graphene or carbon-nanotubes, which
are carbon-based nanostructures, AIREBO (the adaptive intermolecular reactive

empirical bond-order) is introduced (Stuart et al., 2000).
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Figure 1.8. Coulombic potential as a function of intermolecular distance

After integrating the equations of motion and reaching a steady state, a statistical
averaging can be done in a sufficiently long period of time to collect data. While density
of the molecular systems is obtained from number of molecules inside the simulation
domain, the temperature of the particles is derived from kinetic energy using the

following formula,

1 &
T'=(——)> my, 1.7

where kg is the Boltzmann constant.
To compute the heat flux vector for an N particle system, Irving-Kirkwood (I-K)
expression is used, while using unity differential operator approximation as follows

(Irving and Kirkwood, 1950),

J, —L<ZNV,{(E +O)+ ij_(r,j i > (1.8)

" Vol
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where the first term on the right-hand side of equation (1.8) is the kinetic and potential

energies carried by particle i, and the second term is the energy transfer to particle i by
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force interactions with the surrounding particles. In the first term, V! is the peculiar

X
velocity component of particle i in k-direction, while & is the axes of the Cartesian
coordinate system; E' is the kinetic and @' is the potential energy of particle i calculated

using Equations (1.5) and (1.9), respectively. In the second component of equation (1.8),

(l’kj + V,f )is the k" component of the relative distance vector between particles i and j. The

W'/ term is given in Equation (1.10), where f,i’j is the intermolecular force exerted on

particle i by particle j in the Cartesian coordinate direction /. An overall heat flux is
calculated in the water volume using Equation (1.8) by considering the contributions of

each atom within a water molecule.

1.4. Objective of the Thesis

The aim of this thesis is to fill the gap in the literature by characterizing the
nanoscale heat transfer mechanisms and provide a smart thermal management concepts
for micro/nanoscale systems with high heat dissipations. Particularly, this study focuses
on characterizing interfacial thermal resistance which classical continuum theories are
incapable of capturing. Due to the significant contribution of interfacial thermal resistance
to the total thermal resistance at nanoscale, heat transport has substantial growth capacity
if the interfacial thermal resistance can be controlled. There are two significant outcomes
of the literature. First, the literature mostly studied the dependence of ITR onto the
material or surface properties at the interface. However, the properties of the phonon
package are also expected to strongly influence the ITR, since reducing the nano-film
thickness results in different phonon spectrums developing inside the sample as a function
of thickness. Second, manipulation of surface wetting was conceived as the most effective
way to control ITR. Increased wetting ability effects the solid/liquid coupling at the
interface by creating liquid layering near the surface at nanoscale. Due to the increased
coupling, the heat transfer rate is enhanced as well by the reduction in ITR. Consequently,
the motivation of this study becomes to characterize the heat transfer mechanisms at
nanoscale by investigating the parameters that influences ITR, which are nano-film
thickness and enhanced surface wetting through electric field applications, and control

ITR to control heat transfer by employing Molecular Dynamics studies.
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This dissertation is divided into six chapters. In the following chapter (Chapter 2),
effect of nano-film thickness on the interfacial thermal resistance is presented along with
the density and temperature distributions of silicon/water couple. In Chapter 3, heat
transfer control by the surface wetting boost through uniform electric field in the surface
normal direction between silicon and water molecules is demonstrated. Moreover, how
electric field effects the dielectric water molecules to align them in the electric field
direction and alter its thermal conductivity is documented. In Chapter 4, difference
between the effects of uniform and non-uniform electric field on both water molecules
and interfacial thermal resistance is described. Furthermore, local heat transfer control
through liquid dielectrophoresis is introduced to the literature with significant reduction
in interfacial thermal resistance. In chapter 5, on the contrary to the previous chapter,
liquid dielectrophoresis phenomenon is used to control the heat transfer throughout the
interface with using interdigitated electrodes and ultra-low Kapitza length values (~0Onm)
are achieved everywhere in the channel. Finally, the summary of the dissertation is

presented in Chapter 6.
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CHAPTER 2

EFFECT OF NANO-FILM THICKNESS ON THERMAL
RESISTANCE AT WATER/SILICON INTERFACE

One of the most known nanoscale size effect is the decrease of solid thermal
conductivity by decreasing length (Asheghi et al., 1998, Ju et al., 1999, Schielling et al.,
2002, Liu et al., 2004, Sellan et al., 2010, Ma et al., 2012, Dong et al., 2014). When the
nano-film thickness becomes shorter than the bulk value of the phonon mean free path
(MFP), heat conduction is no longer carried out only by diffusive transport, it includes
ballistic transport as well. In the ballistic transport, the spectrum of heat-carrying phonons
inside the solid domain develops different than the bulk phonon propagation, and the
resulted thermal conductivity decreases. Even though decrease in the effective thermal
conductivity by the alteration of the phonon spectrum can be a challenge for the heat
removal in the nano-systems, it can also be an interesting tool for heat transfer control by
the so-called phonon engineering.

Another size effect on heat transfer comes from the increasing number of
interfaces and their influences. Heat transfer between two dissimilar materials at
nanoscale is greatly reduced due to the interrupted crystalline lattices between the
materials, which interrupts phonon propagation and leads to phonon scattering. Such
difficulty of phonon passage causes a temperature jump at the interface and it is
characterized by the interface thermal resistance (ITR) which becomes the most dominant
mechanism by the increase of surface-to-volume ratio. The literature mostly studied the
dependence of ITR onto the material or surface properties at the interface. However, the
properties of the phonon package are also expected to strongly influence the ITR, since
reducing the nano-film thickness results in different phonon spectrums developing inside
the sample as a function of thickness. Hence, ITR cannot be a material property only, but
also should be affected by the size of the material. Such behavior is studied for solids
made of grains smaller than their bulk phonon MFP that grain size dependency of ITR
between solid/solid interfaces are examined before (Chang et al., 2012, Merabia and

Termentzidis 2012, Jones et. al 2013, Meier et al., 2014, Yang et. al 2014 and Tao et al.,
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2017). However, the size dependency of ITR at solid/liquid interfaces has been
overlooked in the literature.

The objective of this chapter is to examine the heat transfer through the interface
between water and silicon nano films of different thicknesses and different surface
wettings. Additionally, ITR will be correlated with the thermal conductivity of
corresponding silicon film and describe the influence of phonon scattering on both solid

and interface thermal transport.

2.1. Simulation Details

Simulation domain consists of water confined between two silicon walls as
illustrated in Figure 2.1. The silicon wall length is varied and performed measurements
only on the one side while keeping the other side constant due to the computational
limitations. Non-equilibrium Molecular Dynamics (NEMD) simulations are conducted
with the LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator)
software. Cross sectional area of the computational domain was 3.8%3.8nm in the vertical
and lateral directions, where periodic boundary conditions were applied. In the
longitudinal direction, thickness of the silicon (t) was varied from 5nm to 60nm while
(0,0,1) crystal plane was facing the fluid. Simulated domains were very large for a

classical MD simulation and required extensive computational sources and time.

(a) t=5nm

e

(e) t=40nm

Figure 2.1. Simulation domains with different silicon thicknesses (a) Snm, (b) 8nm, (c)
13nm, (d) 25nm, (e¢) 40nm and (f) 60nm.
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Water density was kept at 1.006 g/cm®. SPC/E water model composed of Lennard-
Jones and Coulombic potentials is used (Berendsen, 1987) with SHAKE algorithm to
constrain the bond lengths and angles of this rigid model. Stillinger-Weber potential is
used for the Si-Si interactions, which considers two-body interactions with an additional
many-body dependence (Stillinger and Weber, 1985). The molecular interaction
parameters for each molecule pair used in the simulations are given in Tables 2.1 and 2.2.

Table 2.1. Molecular interaction parameters used in the current study

Molecule Pair o (A) e (eV) q(e)
0-0 3.166 0.006739 -0.8476
H-H 0 0 +0.4238
Si-Si 2.095 2.168201 0

Table 2.2. Interaction strength values between Silicon and Oxygen
Molecule Pair  €sio/g'sio  €sio (eV)

1 0.12088
Si-O 0.4 0.048352
0.125 0.015

For the silicon-oxygen interactions, parameters can be calculated by the Lorentz-

Berthelot (L-B) mixing rule by

O oo +O
_ S-S 0-0 _
Og 0= »€5i.0 =\ Esi-si X €00 (2.1)

Using the corresponding parameters given in Table 2.1, the L-B mixing rule
predicts the interaction parameters 6*si.0=2.6305A and &*s;.0=0.12088¢V. However, in
an earlier wetting study based on MD, measured the contact angles of water nano-
droplets, which showed that experimentally measured hydrophobic behavior of silicon
surfaces can be recovered when the silicon-oxygen interaction strength is 12.5% of the
value predicted using the Lorentz—Berthelot mixing rule (Barisik and Beskok, 2013). For
such a case, this interaction strength value and further varied interaction strengths (0.125,
0.4 and unity e*si0) are employed in order to examine the effect of varying surface
wetting.

Atoms in the outmost layer of both Silicon walls are fixed to their original
locations to maintain a fixed volume system, while the remaining atoms throughout the

domain are free to move. A particle-particle particle-mesh (PPPM) solver which can
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handle long-range Coulombic interactions for periodic systems with slab geometry is
used. SPC/E water molecules interact with silicon surface only by van der Waals
interactions of silicon and oxygen. By using the Verlet algorithm with a time step of 0.001
ps, Newton’s equations of motion were integrated. Simulations were started from the
Maxwell-Boltzmann velocity distribution for all molecules at 300K, while NVT
ensemble was applied with Nose Hover thermostat keeping the system at 300K. To reach
an isothermal steady state, initial particle distribution was evolved 3x105 time-steps
(0.3ns). Afterwards, the Nose Hover thermostat was applied only on the outmost six
layers of both silicon slabs on the left and right, while the remaining silicon and water
molecules in between were free from thermostat at NVE ensemble. The outmost silicon
layers on both sides kept at different temperatures to induce heat flux through the
thermostat free liquid/solid interfaces. Simulations were performed for an additional
5x106 time-steps (5ns) to ensure that the system attains equilibrium in presence of the
heat flux. The computational domain was divided into 100 slab bins with the size of
0.1343nm for temperature profiles. Smaller bin size, 1200 slab bins with the size of
0.0113nm, was also employed in order to resolve the fine details of the near wall water
density distributions. Time averaging of desired properties are performed through 24x106

additional time steps (24 ns).

2.2. Results and Discussion

Due to the decreasing film thickness, the phonon spectrums developed inside
those substrates’ changes (i.e., MFP of the heat carrier phonons are reduced to the length
scale of the nano-film). Based on this different phonon spectrums, the phonon scattering
mechanism at the interface of the corresponding silicon nano-films and water also
changes, which means the heat transfer through interface should be affected as well. In
this study, the effect of nano-film thickness to the ITR is investigated with the sandwich
structures presented in Figure 2.1. For such purpose, temperature distributions for each
system size are obtained by applying hot and cold reservoirs to the two ends of the
systems as shown in Figure 2.2. While the temperatures of the cold reservoirs are kept at
200K, the temperature of the hot reservoirs are varied between 548K and 595K for

different system sizes, in order to keep the temperature at the silicon/water interfaces
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constant at 490K for each system size. Such an action took place, because the ITR is also
dependent on the surface temperature (Barisik and Beskok, 2014) and any variation on

ITR caused by this effect is tried to be eliminated.
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Figure 2.2. Temperature distributions of the systems with nano-film thicknesses of 5, 8,
13, 25, 40 and 60nm with (a) 1.0x £*Si-O, (b) 0.4% £*Si-O and (c¢) 0.125x%
e*Si-0O

In the silicon domain, temperature drops are observed at the interfaces of
thermostat applied regions and thermostat free regions. These temperature drops are
caused by the phonon mismatches at the interfaces, which are the results of dynamic

rescaling of the thermostats (Barisik and Beskok, 2014). In the thermostat free regions,
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different temperature profiles are created by silicon molecules, which are interacting
freely based on their phonon characteristics. As silicon nano-film thickness gets smaller
the temperature gradient gets steeper, which is the result of decreasing thermal
conductivity as a function of nano-film thickness. The temperature profiles sufficiently
away from the interfaces are linear, which suits the Fourier’s Law. However, non-linear
temperature profiles are observed in the regions close to the interfaces. Non-continuum
region close to the silicon/water interface tends to extend from the interface between
0.8nm and 1.3nm for two extreme cases. Furthermore, these regions extend from the
applied thermostat interfaces from 0.6nm to 14.2nm, for silicon nano-film thicknesses
Snm to 60nm, respectively. Such behaviors indicate the phonon scattering mechanisms
from the interfaces. Although the non-linear regions (i.e., silicon/water interface and
silicon/thermostat interface) are approximately the same when the nano-film thickness is
Snm, the difference in the extents of these non-linear regions increases drastically when
the system size is increased.

Thermal conductivity of silicon nano-film is determined by using direct method
(Sellan et al., 2010). In the direct method, the heat flux, q, induced by the hot and cold
reservoirs and the resulting temperature gradient, 0T/0z, are calculated as documented in
the previous sections. Finally, by using Fourier’s Law of heat conduction, the thermal

conductivity is calculated with following relation,

o4
oT |0z

(2.2)

Calculated thermal conductivities with corresponding nano-film thicknesses are
documented in Figure 2.3. As shown in Figure 2.3, thermal conductivity decreases with
decreasing nano-film thickness and shows a good agreement with the literature (Sellan et
al., 2010). In addition, thermal conductivity shows a non-linear relation with nano-film
thickness, as the thickness gets smaller the thermal conductivity decreases even more.
This non-linear behavior occurs since, in the ballistic transport, thermal transport
contribution of the phonons whose MFP’s are reduced to the length scale of the nano-
film decreases drastically with the decreasing thickness.

We further adopted the theoretical model suggested by Sellan et al.,, which is
based on Boltzmann transport equation and the Matthiessen rule to describe the size
dependency of the thermal conductivity (Sellan et al., 2010). According to their model,

there is a linear relation between 1/k and 1/t. However, the function that correlates k and
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t is unknown. So, they suggested to apply linear fit to their thermal conductivity

measurements and extrapolate it the bulk. At the end of the process, they obtained the

L (lj 23
k—zt (2.3)

where x was defined as an unknown function of 1/t that converges to 1/kpulk as 1/t

following relation,

goes to 0. This function was calculated using Taylor-series expansion, while the higher
order terms were approximated to 1/kpuik after the first order term. Equation (2.3) is
applied onto the results presented in Figure 2.3 and obtained the following semi-

theoretical and empirical model for length dependent conductivity as,

1 0.431+L (2.4)
k U Ky
where k is the thermal conductivity, kpuik 1s the bulk thermal conductivity, t is the
thickness of the slab and (the bulk thermal conductivity of silicon at 500K is taken as
93+18 W/mK (Sellan et al., 2010)). The dashed line given in Figure 2.3 represents the

model derived by Sellan et al.,
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Figure 2.3. Thermal conductivity of silicon varying with nano-film thickness

In the water domain, temperature profiles are linear except the near wall regions,
where temperature profile fluctuates due to the density layering created by the surface
forces. This density layering is a function of surface wettability and has a strong impact
on ITR (Barisik and Beskok 2014). The closer views of the near surface water density
layering at different surface wetting conditions are given in Figure 2.4. The water
penetrates in between the first and second silicon layers and the density in these regions

decrease with the decreasing esi-o, which results in a weaker coupling between the water
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and silicon and increase in the ITR. Additionally, these density profiles are document for
systems with different nano-film thicknesses. Results show that the near wall density
profiles do not depend on the nano-film thickness. Thus, any variation in ITR depending
on the nano-film thickness cannot be explained with the density layering of the

solid/liquid couple. In addition, water density reaches its bulk value of 1.006 g/cm?, in all

cases.
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Figure 2.4. Near wall density profiles of different nano-film thicknesses at different
interaction parameters of (a) 0.125x €*Si-0O, (b) 0.4x €*Si-O and (c) 1x
e*Si-O

Temperature jumps at the silicon/water interface are measured for various size
silicon systems and wetting conditions. The mismatch in the phonon spectrum of silicon
and water pair creates this temperature jump which can also be characterized by Kapitza

Length (Lk) as in equation (2.5).

oT
AT=L, 2| 2.5)

: an liquid
where 0T/0n is the temperature gradient of the liquid and AT is the temperature jump at
the liquid/solid interface. Kapitza length values of different nanofilm thicknesses for

different surface wettings are documented in Table 2.3.
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Table 2.3. Kapitza length values measured at different nanofilm thicknesses and at
different surface wettings.

Kapitza Length (Lk) (nm)

Thickness (nm)  &si-0 /e*si.0=0.125  €si0 /€¥si.0=0.4  &si.0 /e¥si.0=1

5 7.158 2.394 0.926
8 6.612 2.199 0.853
13 6.290 2.053 0.828
25 5.375 1.939 0.775
40 5.304 1.801 0.725
60 4.996 1.799 0.700

Thermal resistance values at the interface of silicon/water pair depending on
surface energy and nano-film thicknesses are plotted in Figure 2.5, in terms of Kapitza
Length. In Figure 2.5(a), Kapitza Length increases with decreasing interaction strength
€*si.0, due to the weakening coupling between water and silicon pairs, which is in
accordance with the near wall density profiles documented in Figure 2.4. Moreover, by
decreasing the interaction strength transition from hydrophilic to hydrophobic silicon
surface can also be observed in Figure 2.5(a). Finally, thermal resistance at the interface
of water and silicon nano-films with different thicknesses are documented in Figure
2.5(b). The thermal resistance length of each nano-film thickness is normalized with the
Lk of the structure with 60nm nano-film thickness, which has the lowest thermal
resistance among them and represents the thermal resistance of the bulk silicon. As shown
in Figure 2.5(b), heat transport at the water/silicon interface shows strong dependence on
the nano-film thickness. It is observed that the ITR in terms of normalized Kapitza Length
increases exponentially by the decrease in nano-film size. In an attempt to characterize
the observed variation, we applied a mathematical fit (equation 2.6) to the normalized
Kapitza length values, with an R? value of 0.9. A similar size dependency of thermal
resistance on solid/solid interface has been reported, previously (Liang et al.,, 2014, Y.
Tao et al.,, 2107). Moreover, variation of normalized Lk by the change of film thickness
is found independent from surface energy. This behavior proves that any variation in the
ITR by changing the nano-film size is caused by the variation in phonon scattering at the
interface caused by the phonon spectrums developed inside nano-films with different

thicknesses. Furthermore, Lk values predicted with the exponential model, shows an
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agreement with the model generated by Barisik et al.,, when the correct nano-film
thickness and surface temperature is inserted (Barisik and Beskok 2014). The error in Lk
between the two models is 18% when the nano-film thickness is selected as 3.5nm and

the surface temperature as 490K.
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Figure 2.5. (a) Variation of Kapitza Length by interaction strength. (b) Variation of
Kapitza Length normalized with bulk Lk (60nm nano-film) by nano-film
thickness.

Since the observed behavior and developed model as a function of slab thickness
is specific for the silicon/water couple, further characterizations are conducted by
correlating the Lk with the corresponding thermal conductivity. To achieve this, the
thermal conductivity model as a function of nanofilm thickness derived by Sellan et al.,
is integrated into the current mathematic model, which describes the variation of Lk with
respect to nanofilm thickness (Sellan et al., 2010). Along with the normalized Lk values
at their corresponding normalized thermal conductivities, Figure 2.6 presents the present

empirical model (equation 2.7), in which they agree perfectly.

be . GXP£%(ICM—ID 2.7)
LK—Bulk kBulk k

In Figure 2.6, it is observed that the change in phonon characteristics creates

effects at different levels; the increase rate of Lk from its bulk value is much higher than
decrease rate of conductivity from its bulk value. Decrease in length scales develops

different effects in phonon dynamics of different materials, but variation in phonon
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distribution shows itself through the variation of conductivity. Also, the size dependent
behavior of Lk is independent from surface wetting that effect of altered phonon dynamics
on Lk can directly be predicted from the variation in thermal conductivity. Such
perspective will also be valuable since the thermal conductivity as a function of size is

available for several materials that Lk can be easily calculated from them using proposed

model.
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Figure 2.6. Variation of Kapitza Length normalized with bulk LK (60nm nano-film) by
thermal conductivity normalized with bulk k (Sellan et al., 2010)

2.3. Conclusion

In summary, thermal resistance across the interfaces of water and silicon nano-
films with different thicknesses are investigated through MD simulations. Same factor
that creates a size dependency on thermal conductivity also creates size dependency on
ITR, which is different phonon spectrums developed inside various silicon nano-film
thicknesses. Results show the interface thermal resistance between a liquid and solid is
dominated by the thickness of the solid, due to the phonon MFP’s are reduced to the solid
size, hence phonons passing through the interface become different. In addition, ITR is
strongly dependent on the surface energy, in other words, surface wettability. However,
normalized behavior of the thermal resistance by the change of film thickness is found
independent from the wetting angle. Based on the MD measurements, a

phenomenological model is developed which successfully predicted Lk values from
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another study. Finally, the increase of Lk is correlated with the decrease of thermal
conductivity which can provide Lk values for the cases where thermal conductivity of
nano-slab is known. Results and size dependency model of the ITR provided from this

study are essential for designing heat removal mechanisms at nano-scale systems.

30



CHAPTER 3

ELECTRIC FIELD CONTROLLED HEAT TRANSFER
THROUGH SILICON AND NANO-CONFINED WATER

Heat transfer control is crucial for applications where the aim is keeping
temperature of the devices at desired conditions such as, thermal management of the
processors (Didion, 2015) and the batteries of electric vehicles (Smith et al., 2018).
Furthermore, with decrease in size heat transfer control of the micro/nano devices
becomes the limitation to the further developments in the field. Consequently, researchers
focus on developing new smart materials to control heat transfer at micro/nanoscale, such
as employing thermal interface materials as a bridge to heat sinks (Razeeb et al., 2017),
tailoring nanostructures to manipulate the phonon dynamics of the materials (Li et al.,
2017, Nomura et al., 2018) or employing superbiphilic surfaces to both increase the
convective and conductive heat transfer (Betz et al., 2013). However, recent technologies
require more sophisticated, active control techniques for need-based heat transfer.

One of the major active heat transfer control techniques emerged from the use of
an electric field to manipulate the solid and/or liquid domains, and their interface
couplings. Also known as electrowetting, interface energy between solid and liquid can
be actively controlled by an electric field (Mugele and Baret, 2005). Electrowetting-on-
dielectric (EWOD) is its main application where the electrodes are covered by a dielectric
layer acting as a capacitor. Variation of wetting angle as a function of applied electric
field was examined theoretically by the Lippmann—Young equation (Daub et al., 2006,
Orejon et al., 2013). In the literature, it is repeatedly shown that one of the most effective
way to alter heat transfer rate at nanoscale is the manipulation of the surface wettability.
Barisik et al., showed that how increased wetting ability effects the solid/liquid coupling
at the interface by creating liquid layering around the surface at nano-scale (Barisik et al.,
2013). Due to the increased coupling, the heat transfer rate is enhanced as well by the
decrease of the interfacial thermal resistance (ITR) (Barisik et al., 2014). Multiple studies
were dedicated to characterizing the effect various forms of surface modifications such
as surface patterning (Liang et al., 2014, Hong et al., 2015), surface conditions (Liu et al.,

2016), coating material (Pham et al., 2016, Nobakht and Shin 2016, Zhang et al., 2017)
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and thickness of solid coating (Yenigun and Barisik 2019); which provide a passive ITR
control. Instead, coupling at the liquid solid interface can be actively controlled using an
electric field.

In this chapter, non-equilibrium molecular dynamics (NEMD) simulations are
used to investigate heat transfer control of the water confined between silicon slabs under
varying electric field. This study documents the resulting temperature and density
profiles, thermal conductivity, interfacial thermal resistance in terms of Kapitza Length

and the total heat flux of the system after carefully fixing the thermodynamic state.

3.1. Simulation Details

Water confined between two silicon slabs was simulated as illustrated in Figure
3.1. Cross sectional area of the computational domain was 3.8%3.8 nm in the surface
parallel directions where periodic boundary conditions were applied. The distance
between 5.4nm thick silicon slabs was 5.7nm and (0,0,1) crystal plane was facing the
fluid. Non-equilibrium molecular dynamics (NEMD) simulations were performed with
LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) algorithm.

5.4 nm 5.7 nm 5.4 nm

3.8 nm
c“‘%:‘rr‘(
ceseebspecerel
f:g ;“ﬁ‘
C‘ :((
i
|‘r‘,§'

RN %
G
rﬁ“ﬁm

Source

Sink

! Heat Transfer >

Figure 3.1. Simulation domain for silicon water system under uniform electric field

SPC/E water model composed of Lennard-Jones and Coulombic potentials is used
(Berendsen et al., 1987) with SHAKE algorithm to constrain the bond lengths and angles
of this rigid model. Stillinger-Weber potential is used for the Si-Si interactions, which
considers two-body interactions with an additional many body dependence (Stillinger et

al., 1985). Interactions between water and silicon also calculated by the combined
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Lennard-Jones and Coulombic potentials. Parameters for the interactions between similar
molecules such as O-O and Si-Si were taken from the corresponding models. However,
the parameters determining the interactions of the specific liquid/solid couples are still
under investigation. Frequently, interaction parameters for dissimilar molecules are
frequently calculated using simple mixing rules as a function of parameters of the pair of
identical molecules. However, the interaction parameters between identical molecules are
optimized for a bulk material system that parameters calculated based on a mixing rule
cannot recover the correct behavior at the given solid/liquid interface. In our earlier
wetting study based on MD, measured contact angles of water nano-droplets showed that
experimentally measured hydrophobic behavior of silicon surfaces can be recovered
when the silicon-oxygen interaction strength is 12.5% of the value predicted using the
Lorentz—Berthelot mixing rule (Barisik et al., 2013). Hence, we employed this interaction
strength value in the current study. The molecular interaction parameters for each
molecule pair used in the simulations were given in Table 3.1.

Table 3.1. Molecular interaction parameters used in the current study

Molecule Pair o (A) g (eV) q(e)
0-0 3.166 0.006739  -0.8476
H-H 0 0 +0.4238
Si-Si 2.095 2.168201 0
Si-O 2.6305 0.01511 Varies

Atoms in the outmost layer of both silicon slabs are fixed to their original locations
to maintain a fixed volume system, while the remaining atoms throughout the domain
were free to move. The fixed outmost silicon layers were selected as electrodes to apply
equally distributed charge per molecule. Negative and positive charges with equal
absolute value were assigned at the electrodes of right and left side. A uniform electric
field develops in surface normal direction. Applied surface charge densities were varied
between 0.05 and 0.6 C/m2, which resulted in electric fields strengths varying between
0.09 and 0.96 V/nm, similar to earlier MD studies (Luedtke et al., 2011, Yen et al., 2012,
Yan and Patey 2012, Celebi et al., 2017). Although applied electric fields seems high for
experimental studies, it is not totally impractical (Wei et al., 2008). For example, the pulse
discharge method engages pulse voltages through two electrodes in an aqueous
environment to generate an electric field on the order of 1 V/nm (Braslavsky and Lipson

1998, Sunka 2001, Wei et al., 2008) similar to studied electric field strengths.
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The particle-particle particle-mesh (PPPM) solver was used to calculate long-
range Coulombic interactions of the periodic slab system. By using the Verlet algorithm
with a time step of 0.001 ps, Newton’s equations of motion were integrated. Simulations
were started from the Maxwell-Boltzmann velocity distribution for all molecules at 323K,
while NVT ensemble was applied with Nose Hover thermostat keeping the system at
323K. To reach an isothermal steady state, initial particle distribution was evolved 2x106
time-steps (2ns). Afterwards, one dimensional heat transfer between silicon slabs was
created using the Nose Hover thermostat applied only to the outmost six layers of the both
silicon slabs. Left and right-side thermostats were maintained at 363K and 283K
temperatures to induce heat flux through the liquid/solid interfaces. Such high
temperature gradients can be developed by using the electron beam of a transmission
electron microscope (Somada et. a. 2008) or the plasmonic nanoantenna in heat-assisted
magnetic recording applications (Dieny et al., 2018, Jones et al., 2018). At the same time,
NVE ensemble was applied to the remaining silicon and water molecules. Simulations
were performed for an additional 15%106 time-steps (15ns) to ensure that the system
attains equilibrium in presence of the heat flux and time averaging is performed after the
equilibrium is achieved. The computational domain was divided into 124 slab bins with
the size of 0.1343nm for temperature profiles. Smaller bin size, 1476 slab bins with the
size of 0.0113nm, was also employed to resolve the fine details of the near wall water

density distributions.

3.2. Results and Discussion

Uniform surface charges are introduced to the silicon layers at the water
interfaces. Positive charge is applied on the left wall, representing anode and negative
charge is applied on the right wall, representing cathode. Under these conditions, an
electric field is created in the system from left to right. In Figure 3.2, temperature
distributions of the system under electric field strengths of 0, 0.18, 0.35 and 0.79 V/nm
are documented. Even though, the temperature of the thermostat applied regions are kept
constant, a variation in the heat transfer rate is observed when electric field is applied.
Temperature profiles are linear in the water domain except the very near wall regions,

where temperature profile fluctuates due to the density layering created by the Van der
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Waals force field of surface and the electric field. Furthermore, when the electric field
strength reaches to 0.79 V/nm, a layering in the temperature profile is observed. Such
behavior is expected, since amplitude of the electric field is enough to cause electro
freezing (Luedtke et al., 2011, Yen et al., 2012, Yan and Patey 2012, Celebi et al., 2017).
When electro freezing occurs, water molecules start forming an ordered structure. Due to
this ordered structures, number of molecules fluctuate in every bin, because of the fine
binning of the domain. However, if the average of every 4 bin is taken, a linear
temperature profile is obtained, which is documented in Figure 3.2 with big yellow box
markers. This means that Fourier’s Law of heat conduction is still applicable.
Furthermore, there is a jump between silicon and water temperatures at the interface due

to the phonon mismatch. This is the well-known interfacial thermal resistance.
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Figure 3.2. Temperature distributions at electric field strengths of 0, 0.35, 0.70 and 1.05
V/nm

Next, we studied the density distributions of water under different electric field
strengths. In this study, electric fields are created in the range of zero to 0.96 V/nm and
this range is divided into two, where they are going to be denoted as low and high electric
field from now on. The high field denotes the range through which electro-freezing
develops. In Figure 3.3, water density distributions at low electric field range varying
between 0 to 0.40 V/nm were given. At near wall regions, increasing density layering as
a function of wetting, which is promoted with increasing electric field exposure is
observed, while the density reaches its thermodynamic value of 1 g/cm? at the rest of the
channel. Such behavior is expected, since promoting wetting with applying electric field

is a well-known subject as electro-wetting (Braslavsky et al., 1998, Hu et al., 2012).
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However, under oppositely charged walls, hydrogen molecules will turn and attracted
towards cathode and oxygen molecules towards anode. For this reason, there is a non-
symmetrical density distribution developed in the confined water. To detailly investigate
differences between the density distributions under varying electric field, near wall
density distributions are documented in Figure 3.4. In closer view, it is observed that with
increasing electric field strength, near wall density layers are pulled towards the surface
and the water molecules near the walls develop up to three density layers and penetrate
between the first and second silicon layers in both walls. The nearest density peak and
penetration increases by the increase of electric field strength. This can be also denoted
as change of surface energy or surface wetting. By the increasing surface charges (i.e.,
increasing electric field strength) the number of molecules near wall regions increases,

which enhances the interfacial energy of the initially hydrophobic silicon surface.
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Figure 3.3. Water density distributions at different electric field strengths
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Figure 3.4. Water density distributions at different electric fields (a) near hot surface
with positively charged electrode and (b) near cold surface with negatively
charged electrode
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Density distributions of water under high electric field range of 0.44-0.96 V/nm
are given in Figure 3.5. Electro-freezing is first observed at 0.44 V/nm on the cold side
of the water domain, partially. Since the phase transition of water can be shifted with
electric field (Luedtke et al., 2011, Yen et al., 2012, Yan and Patey 2012, Celebi et al.,
2017), it can be deduced that the applied electric field (0.44 V/nm) is able to shift
solidification temperature up to a point, where it could not dominate the entire water
domain. Specifically, temperature profile of 0.44 V/nm case shows that water temperature
changes from 330K to 310K from left side to right side and the temperature of the location
where electro-freezing starts is approximately 325K. Electric fields higher than 0.44
V/nm results in complete freezing of water that the whole water domain gets in solid like
ordering. The closer view of the near wall water density distributions at high electric field
range are given in Figure 3.6. Water density ordering is in transition at 0.53 V/nm, but

water structure remains unchanged for higher field strengths.
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Figure 3.5. Density distributions of water under electric field varying from 0.44 to 0.96
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Figure 3.6. Water density distributions of high electric field range (a) near hot surface
with positively charged electrode and (b) near cold surface with negatively
charged electrode
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Change of molecular orientations of the water molecules, under increasing electric
field strengths are presented in Figure 3.7. Parallel to the density distributions showed in
Figure 3.3 and 3.5, water molecules first got attracted to the silicon walls and penetrate
between the first and second layer of silicon. Under specific boundary conditions, after
reaching the electric field strength of 0.44 V/nm water molecules start to form hexagonal
structure in some parts of the channel but not all, agreeing the with the Figure 3.5, where
water density layering did not dominate the entire channel. However, after increasing the
electric field strength even more, water molecules form perfect complete crystalline
structure. Such crystalline structure formation is a result of electric field induced change
in hydrogen bond network (Celebi et al., 2017). With strong electric field, random
movements and hydrogen bond dynamics are drastically changed and got restricted. As a
consequence, dipole moments are fully aligned through the electric field direction, hence
perfect crystalline structure is developed as shown in Figure 3.7(f). These structures
developed in the single crystalline form, except the case at electric field strength of 0.61
V/nm which created two grains with different crystal ordering. In order to observe the
crystal structures, we rotated the systems to have best snapshot in Figures 3.7. Single
crystalline structures can be easily seen in Figures 7(f), (i) and (j) while the view of both
grains developed at 0.61V/nm are given in Figures 7(g) and (h).

A detailed characterization for crystalline planes observed were studied in Figure
3.8. Different views of the silicon/water domain at 0.88 V/nm are presented. Just simple
three dimensional and side view given in Figures 3.8a and 3.8b presents the highly
ordered water molecules. When the system is viewed at different angles a perfect (0,0,1)
and (1,0,1) crystallographic ice planes can be observed in Figures 3.8c and 3.8d,
respectively. This can validate the perfect crystalline structure as the results agree with
the electro-freezing study of Yan and Patey (Yan and Patey 2012).

Next, we studied the water temperature profiles normalized with their average
values under low and high electric field strengths in Figure 3.9a and Figure 3.9b,
respectively. At low field range prior to electro-structuring, temperature profiles vary by
applied electric field. Basically, the slopes of the temperature profiles are increasing with
the increasing electric field while the temperature of the source and sink kept constant.
However, temperature gradient of high electric fields cases stays constant by the increase
of field strength while the same temperature difference is applied. For comparison

reasons, we added low electric field case of 0.4V/nm (no freezing) in the Figure 3.9b.
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After the electro-freezing developed at 0.44 V/nm case, temperature profiles of different
electric fields are almost identical.

These changes in the temperature profiles are solely due to the altered total heat
flux with the presence of electric field. In the current system, heat transfers components
are composed of the thermal resistances to (i) heat transfer by conduction and (ii) heat
transfer through interfaces. In the next sections, the variations in the thermal conductivity

of water and interface thermal resistance by the applied electric field is studied.
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Figure 3.7. The snapshots of the silicon/water system at electric fields of (a) 0, (b) 0.18,
(c) 0.35, (d) 0.40, (e) 0.44, (f) 0.53, (g) 0.61, (h) 0.61 (i) 0.79 and (j) 0.88
V/nm
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(a) E= 0.88 V/nm (3D View)
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Figure 3.8. The snapshots of the silicon/water system under 0.88 V/nm electric field at
(a) 3D view, (b) side view, (c) ice (0,0,1) view and (d) ice (1,0,1) view
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In Figure 3.10, the variations in the thermal conductivity of water and Kapitza
length under different electric field strengths are presented. Since the temperature profiles
of water are linear at the bulk region (Figure 3.9), Fourier’s Law of heat conduction
(Equation 2.2) is applicable to calculate the thermal conductivity of water. Thermal
conductivity of water with SPC/E model is calculated as 0.82 W/mK at the average
temperature of 325 K, when there is no electric field, which agrees with the literature
(Mao and Zhang 2012). With increasing electric field, thermal conductivity of water
slightly decreases with the increase of electric field strength in the low electric field range
(<0.44V/nm). This is due to the restricted molecular diffusion and hydrogen bonding
activities of water molecules under electric field. After reaching electric field strength of
0.44 V/nm, water molecules start forming crystalline structure as documented in Figure
3.7(e). Furthermore, due to water molecules having greater structural order, phonon
transfer enhances, and thermal conductivity shows a sudden jump. Thermal conductivity
of water increases 1.5 times when electric field strength reaches to 0.53 V/nm and then
remains constant with the increased electric field, except 0.61 V/nm case, where thermal
conductivity of water decreases. Interestingly, at electric field strength of 0.61 V/nm,
perfect crystalline structure is disturbed (Figures 3.7(g) and (h)) and water molecules start
forming multiple grain boundaries. Formation of multiple grain boundaries interrupts the

phonon transfer, hence the thermal conductivity decreases.
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Figure 3.10. (a) Thermal conductivity of water and (b) Kapitza length as a function of
electric field strength

Next, interface thermal resistances were characterized by calculating Kapitza
lengths. Based on the temperature jump at the liquid/solid interfaces (AT) and the
41



temperature gradient of the liquids (0T/0z) documented in Figure 3.9, Kapitza length (L)
values are calculated using equation 1.2. Results are documented in Figure 3.10(b) for
both hot and cold surfaces. Interface thermal resistance is decreasing drastically with the
increase of electric field strength. The increase in water density layering near the silicon
walls by the increase in electric field documented in Figure 3.4, strengthens the
solid/liquid coupling at the interface, thus decreases the interfacial thermal resistance.
Minimum interface thermal resistance develops around 0.40 V/nm before electro freezing
starts, in which Lk reduces up to 76% its original value. Furthermore, while the Lk on hot
surface is lower than the Lk on cold side at the zero electric field case, Lx on hot side
becomes higher than the cold side value through the low electric field range. Barisik and
Beskok detailly described the temperature dependence of Lk at liquid/solid interface
(Barisik and Beskok 2014). Simply, for hydrophobic surfaces, the temperature
dependence of phonon dynamics determines the Lk variation by the temperature. On the
other hand, for hydrophilic surfaces, variation of Lk by the temperature is dominated by
the temperature dependence of liquid layering at near wall regions. So, in the low electric
field range electric field alters surface wetting from hydrophobic to hydrophilic. Once the
water molecules from crystalline structure, interfacial thermal resistance for both hot and
cold surfaces slightly increase and then stay constant. At high electric field range, Lk
values of hot and cold surfaces show a slight discrepancy. After electro-freezing took
place, Lk values on the hot surface are measured lower than the Lk values on the cold
surface. This behavior is in agreement with classical phonon theories of solids, where
molecules with higher temperature have enhanced phonon activities. Thermal
conductivities of silicon slabs are also measured for varying electric field intensities and
showed no dependency on electric field while remaining constant around 9 W/mK.

The heat flux values for both low and high electric field ranges are given in Figure
3.11. Heat flux varies with the applied electric field, which changes the Kapitza length
(i.e., interfacial thermal resistance) and water thermal conductivity. In an agreement with
the increasing temperature gradient of the water molecules, the total heat flux increases
with the increasing electric field intensity in low electric field region (0<E<0.40 V/nm).
The drastic decrease in interfacial thermal resistance doubles the total heat flux compared
to the zero electric field case, even though the thermal conductivity of water decreases
slightly. Increasing the electric field intensity even further results in slight increase in the
total heat flux until electro-freezing dominates the entire channel at 0.53 V/nm. The total

heat flux reaches 2.25 times of zero-electric field value at 0.53V/nm and further increase
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in the electric field intensity does not affect the total heat flux, since after perfect
crystalline structure is achieved neither interface thermal resistance nor water thermal

conductivity changes with the electric field strength.
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Figure 3.11. Total heat flux through the nano-confined water as a function of applied
electric field strength

3.3. Conclusion

The manipulation of heat transfer through nanoscale fluidic systems through an
applied uniform electric field is introduced and demonstrated. By applying uniform
electric field in the surface normal direction, the total heat flux can be more than doubled.
The resulting effects of electric field on the heat transfer mechanics are detailly
characterized. Basically, dipole orientations of water molecules are altered by the
electrostatic forces created with uniform electric field application. Consequently, as a
function of electric field intensity, surface wetting and molecular distribution of water is
shown to be controlled. Fundamentally, increasing the electric field intensity improves
the solid/liquid coupling at the interface and reduces the interface thermal resistance
substantially until electro-freezing occurs, after which it almost remains constant. On the
other hand, increasing the electric field slightly decreases the thermal conductivity of
water until the electro-freezing starts due to restrained molecular dynamics in the water
domain. Once the electro-freezing occurs, water molecules possess greater structural
order, which improves the phonon transfer, thus increases the water thermal conductivity.
As a result of these phenomena, heat flux increases with the increase of electric field up
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to full formation of electro-freezing. At a constant temperature difference, heat transfer

rate increased 2.25 times from zero electric field to 0.53V/nm field strength.
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CHAPTER 4

LOCAL HEAT TRANSFER CONTROL USING LIQUID
DIELECTROPHORESIS AT GRAPHENE/WATER
INTERFACES

Thermal management is crucial for the continuing progress in micro/nanoscale
electronic, optoelectronic and photonic devices (Yan et al., 2012). The non-uniform heat
dissipation common in most of these applications induces local hotspots, which effects
the reliability of the device operation and lifetime of the components. Among the heat
transfer control techniques, the two-dimensional graphene with superior thermal
conductivity has been considered as a promising material to address the heat dissipation
issues of the next generation devices (Balandin et al.,, 2008, Wu et al., 2018) such that
graphene-based smart systems with heat transfer control features have attracted
considerable attention (Shahil et al., 2012, Yan et al., 2012, Renteria et al., 2014 and Yu
et al.,, 2017, Fu et al., 2020). However, graphene’s large interface thermal resistance
creates a bottleneck for a possibly required heat transfer route from graphene to ambient
fluid or coolant (Chen et al., 2016, Qian et al., 2018, Cao et al., 2018, Ma et al., 2018,
Chen et al., 2019).

When two dissimilar materials are in contact with each other, a temperature jump
occurs at the interface due to the phonon mismatch known as interfacial thermal resistance
(ITR). Especially with increased surface to volume ratio at micro/nano scales, ITR
severely interrupts the heat transfer process. Among many ITR studies, modulating the
surface wetting has been found as the most effective approach to regulate the ITR (Barisik
and Beskok 2012, Pham et al., 2013, Pham et al., 2014, Barisik and Beskok 2014, Vo et
al., 2016). In the literature, multiple studies were dedicated to enhancing the interface
heat transfer of hydrophobic graphene by increasing the surface wettability using surface
functionalization (Cao et al., 2018, Chen et al., 2019) and surface charge patterning (Ma
et al., 2018), all which provide a passive control of surface wetting. However, recent
technologies require more sophisticated, active control techniques for need-based heat

transfer.
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As demonstrated in the previous study (Yenigun and Barisik 2019), surface
wetting can be manipulated by an applied electric field and the ITR can be controlled
actively. However, applying uniform electric field can only apply a torque on the dipolar
water molecules to orient them along the applied electric field direction, while the non-
uniform electric field can exert an additional force on the dipoles of the molecules, which
is also known as liquid dielectrophoresis (LDEP). LDEP is frequently employed as an
alternative driving technique for microfluidics to execute various operations with bulk
dielectric liquids, including the well-known dielectrowetting (Edwards et al., 2018).
While these current studies employ LDEP mostly for liquid actuation, LDEP can also be
used for local manipulation of the solid/liquid coupling and resulting ITR. Such an idea
will be innovative for heat transfer control at micro/nanoscales to steer heat transfer from
a hotspot or toward a heat sink.

In this chapter, a graphene-based smart system for thermal management purposes
is studied, where the heat transfer rate can be controlled actively and locally by an applied
uniform and non-uniform electric field. Molecular Dynamics (MD) simulations are
employed to calculate heat transfer at atomic level while corresponding electric fields will
be resolved by solving the Laplace equation numerically to support MD findings. First, a
one-dimensional heat conduction through water confined in a graphene channel under a
uniform electric field is explored. Later, the spatial effects of non-uniform electric field
and resulting two-dimensional heat transfer will be investigated. Electric field induced
effects in terms of change in electrohydrodynamics of water and coupling at the

water/graphene interface for varying charge of electrodes is characterized.

4.1. Simulation Details

Non-equilibrium molecular dynamics (NEMD) simulations of water confined
between multilayer graphene walls as described in Figure 4.1 are performed. First, a
uniform electric field was developed in between two parallel multilayer graphene walls
by defining the outmost graphene sheet at each side as electrodes and applying equally
distributed charge per carbon molecule. Negative and positive charges at equal
magnitudes were assigned at these opposing electrodes each side. Applied charges per

atoms were varied between 0.018 and 0.12 e per atom, which are in the range presented

46



in the literature (Kalluri et al., 2011, Qian et al 2019). A computational domain with a
cross-sectional area of 3.9x3.9 nm in the surface parallel directions with periodic
boundary conditions was found adequate to capture corresponding physics, as the uniform
electric field system develops a one-dimensional variation (Figure 1(a)). The thickness of
multilayer graphene was optimized to obtain a bulk behavior in solid temperature, which
was optimized to be 2 nm at each side. While the height of channel was varied as 2.8, 4,
5.7 and 7 nm, it was kept at 5.7 nm in detailed investigations. The number of water
molecules were adjusted to obtain a 1 g/cm® of bulk water density. For example, 2690

water molecules were simulated in for 5.7 nm height channel.
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Figure 4.1. Simulation domain of graphene/water system for (a) uniform and (a) non-
uniform electric field studies.
Second, a two-dimensional non-uniform electric field was developed between the
parallel surfaces by creating a small “pin” electrode and a large “plate” electrode at the
outmost graphene sheets on both side (Figure 1(b)). These electrodes were centered in x-

direction. For this investigation, we expanded the width of simulation domain as large as
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possible allowed by our computational resources. Here, the objective is to develop a large
enough non-uniform electric field section to capture two-dimensional variation well,
while maintaining regions free from electric field effects at both ends of the simulation
domain near to periodicity. Based on many trials, a cross-sectional area of 20x2.5 nm
with a channel height of 4 nm were selected while the sizes of electrodes in x-direction
were optimized to 0.85 nm and 7.65 nm for pin and plate electrodes, respectively. In
addition to computational limitations, these electrode sizes also were optimized to
maintain a physically relevant charge density values while creating a non-uniform electric
filed section adequate to observe and characterize electric field effects properly. The
simulation width was almost three times bigger than the size of large plate electrode such
that electric field free regions near periodic boundary conditions at both ends were
properly formed. Different than uniform case, non-uniform electric field created a body
force on the water molecules towards the high electric field intensity regions, which
increased the water density as a function of electric field. For such a case, water molecules
drawn closer to the near electrode regions resulted in decrease of density in the rest of the
system. In order to maintain a bulk density of 1gr/cm? at the electric field free regions,
we increased the water molecules iteratively at each case. Table 4.1 lists the number of
water molecules simulated at different electrode charges. Charge per atom in pin and plate
electrodes were varied in a range similar with the literature (Brukhno et al., 2010, Zhu et
al., 2014, Ma et al 2018). Up to 8424 water molecules were modeled. Including the more
than 27000 carbon atoms forming the multi-layered graphene walls, simulation domains
were formed by 47000 to 52000 number of atoms. Simulations of such magnitude
required extensive computational resources and computational times.

Table 4.1. Electric charges assigned on pin and plate electrodes and number of water
molecules simulated at each case

Case # (plate (¢ per atom) (pin (e per atom) # of Water Mol.
1 0 0 6678
2 -0.025 0.225 6758
3 -0.05 0.45 6943
4 -0.075 0.675 7401
5 -0.1 0.9 8056
6 -0.12 1.08 8424

SPC/E water model (Berendsen et al., 1987) composed of Lennard-Jones and
Coulombic potentials is used with SHAKE algorithm which constrains the bond lengths

and angles of this rigid model. In addition, Coulombic potentials are used to model
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electrostatic forces. The Adaptive Intermolecular Reactive Empirical Bond Order
(AIREBO) (Stuart et al.,, 2000) potential is used to model the carbon atoms and their
interactions. Interactions between water and graphene also calculated by the combined
Lennard-Jones and Coulombic potentials. Parameters for the interactions between similar
molecules such as O—O and C-C were taken from the corresponding models. However,
the parameters determining the interactions of the specific liquid/solid couples are still
under investigation in literature. Frequently, interaction parameters for dissimilar
molecules are calculated using simple mixing rules as a function of parameters of the pair
of identical molecules. However, the interaction parameters between identical molecules
are optimized for a bulk material system that parameters calculated based on a mixing
rule cannot recover the correct behavior at the given solid/liquid interface. This issue was
addressed by Werder et al., through a systematic study (Werder et al., 2003). The
graphene/water interaction parameters calibrated by Werder et al., are employed, and later
validated by many others (Chen et al., 2016, Cao et al., 2018, Ma et al., 2018) (Table 4.2).

Table 4.2. Molecular interaction parameters used in the current study

Molecule Pair o (A) e (eV) q(e)
0-0 3.166 0.006739 -0.8476
H-H 0 0 +0.4238
C-O0 3.19 0.0040627 Varies

Atoms in the outmost layer of both sides were fixed to their original locations to
maintain a fixed volume system, while the remaining atoms throughout the domain were
free to move. To calculate long-range Coulombic interactions of the periodic slab system,
the particle-particle particle-mesh (PPPM) solver was used. The applied electrode charges
densities were adjusted to obtain equal amount of charge with opposite signs at pin and
plate electrodes to obtain a neutral net charge in the system in order to satisfy algorithmic
requirements of PPPM solver. Newton’s equations of motion were integrated, by
employing the Verlet Algorithm with a time step of 0.001 ps. Simulations were started
from the Maxwell-Boltzmann velocity distribution for all molecules at 323K. Initial
particle distribution was evolved for 2x106 time-steps (2ns) under NVT condition at
323K to reach an isothermal steady state. Afterwards, one dimensional heat transfer
between graphene sheets was created using the Nose Hover thermostat applied only to
the outmost two graphene sheets of the both few-multilayer graphene walls. Hot and cold

reservoirs were thermostated at 363K and 283K to induce heat flux through the
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liquid/solid interfaces. The NVE ensemble was applied to the remaining carbon and water
molecules. Simulations were performed for an additional 3x106 time-steps (3ns) to
develop a steady-state heat transfer, after which simulations were performed for 25%106
time-steps (25ns) to obtain an adequate time averaging. Considering the large number of
atoms simulated, 30ns simulation times required weeks of calculations using average of
350CPUs in high performance computing per case.

For the cases with uniform electric field, one-dimensional variation of
temperature was measured by dividing the computational domain into 100 rectangular
bins extending through periodic y- and x-direction with a thickness of 0.097 nm in z-
direction. Smaller bin thickness of 0.012 nm was also employed to resolve the fine details
of the near wall water density distributions with 800 slab bins. On the other hand,
simulation domain was resolved in two-dimension for the non-uniform electric field
cases. For such a case, the computational domain was divided into rectangular bins
extending through periodic y-direction with the size of 0.077 nm in xz- and 0.818 nm in
zx-direction to measure temperature. Smaller bins with the size of 0.0077 nm in xz- and
0.818082 nm in xz-direction were used to calculate water density distributions.

For the characterization of MD results, theoretical electric field calculations are
also performed. Here, the objective is to describe the variation of electric field for a given
MD simulation case, in order to explain and support the observed electrohydrodynamics
of water better. Laplace equation (equation 4.1) is solved using finite-element scheme
with COMSOL Multiphysics to calculate the spatial non-uniform electric field (equation
4.2) induced in the water domain in Cartesian coordinates as ¢ is the electrical potential

and E is the electric field strength.

Vip=0 4.1)

E=-Vp (4.2)

A two-dimensional rectangular domain composed of graphene walls and water
was designed at the same size with MD simulations, as shown in Figure 4.2. Pin and plate
electrodes were embedded at the outermost regions of solid domains similar to MD
system and electrode charges documented in Table 4.1 were studied while the rest of the
graphene walls were appointed as zero charge boundary condition. Periodic boundary

conditions were applied to the two far outmost boundaries in x-direction. The mesh
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independent results were carefully obtained by while using the model parameters of
relative permittivity of water as 70.7 similar to value determined for SPC/E water earlier
(Reddy and Berkowitz 1989), electrical conductivity of water as 5.5x10-6 S/m and
density of water as 0.9982 gr/cm3 at the temperature of 293.15 K.

BT T Tt
0 010203040506070809 1

Figure 4.2. Simulation domain of graphene water system under non-uniform electric
field for numerical calculation by COMSOL

4.2. Results and Discussion

4.2.1. Uniform Electric Field

A uniform electric field was created through the system shown in Figure 4.1(a)
by applying uniform surface electrode charges on opposing electrodes at equal
magnitudes but opposite signs. Resulting water density distributions at different electrode
charges are given in Figure 4.3. The charge values are varied between 0 to 0.12 e per
atom. The well-known density layering with two distinct density peaks extending couple
of molecular diameter length from the surfaces develops while density reaches its
thermodynamic value of 1 g/cm? at the center of channel away from surface effects. These
density layerings are formed due to the Van der Waals force field of surface and the
electric field. With the increase of electrode charge, the near wall density layers are pulled
towards the surface. This is the sign of the change in surface energy or surface wetting.
By increasing the electrode charge, the number of molecules in near wall regions
increases, which enhances the interfacial energy of the initially hydrophobic graphene
surface. Furthermore, at electrode charge value of 0.053 e per atom, a solid like density

distribution develops observed as density fluctuations through the whole channel as a
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result of electro-freezing (Luedtke et al., 2011, Yen et al., 2012). This behavior can be
easily seen from the simulation snapshots presented in Figure 4.4(a) to (f). For the
electrode charge of 0.053 e and above, a hexagonal structure of (1,0,1) crystallographic
ice plane (Yan and Patey 2012) can be observed through x-z plane. The applied electric
field changes the hydrogen bond network forcing water to form a crystalline structure by

electro-freezing.
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Figure 4.3. Density distributions at electrode charges of 0, 0.018, 0.036, 0.044 and
0.053 e per atom

As explained in previous sections, the main influence of a uniform electric field
on a polar dielectric liquid is by affecting their orientations. In order to quantify this, the
orientations of the water molecules at varying electrode charges are measured. The
probability distributions are calculated by defining an angle (0) between the dipole
moment vector of the water molecule and the surface normal vector as shown in Figure
4.4(g). Simply, the cosine of the angle 0 is equal to -1 when the dipole moment vector is
facing towards the wall and the cosine of the angle 6 is equal to 1 when it is pointing away
from the wall. These calculations focused on the first hydration shell within the 0.5 nm
distance from the wall, similar to earlier descriptions (Ho et al., 2014, Celebi et al., 2017).
Variation of probabilities of cosine of each angle presented in Figure 4.4(g) for different
electrode charges. For the zero electric field, the probability of the orientations shows
almost a random and symmetrical behavior. On the other hand, when an electric field is
applied, the water molecules are forced to align in electric field direction as a function of
magnitude of the electric field. Hence, the probability of water molecules facing the

surface increases by increasing electrode charge. Specifically, when the electro-freezing
52



develops at 0.053 e and higher electrode charges, nearly all water dipole moment vectors

align with the electric field direction.
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Figure 4.4. The snapshots of the water confined in graphene under uniform electric field
with electrode charges of (a) 0, (b) 0.018, (¢) 0.036, (d) 0.044, (e) 0.053, (f)
0.062 e per atom and (g) the corresponding probability distributions of water
dipoles
Next, one-dimensional heat conduction is created through these systems by
assigning 363K and 283K at the opposing hot and cold reservoirs. The resulting
temperature distributions are given in Figure 4.5 under varying electrode charges. A linear
variation of temperature through the water domain is observed, except the very near wall
regions, where the temperature fluctuates due to the density layering. These temperature
profiles show variation by the applied electric field. Basically, the slopes of the
temperature profiles increase by increasing the electrode charge. Temperature
distributions of systems under electro-freezing are given separately in Figure 4.5(b). In
these solid like systems, strong temperature fluctuations are measured with small
averaging bin size. On the other hand, when a larger averaging applied, linear temperature
profiles can be easily observed. It is an important outcome that even in a system with

highly ordered water molecules, Fourier’s Law of heat conduction is still applicable.
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Figure 4.5. Temperature distributions of graphene/water system (a) before electro-
freezing and (b) after electro-freezing (larger markers indicate averaged
temperature profile)

Through these heat transfer processes; sudden temperature jumps between water
and graphene are observed at the interfaces due to the phonon mismatch. This is the well-
known interfacial thermal resistance (ITR) which is frequently characterized by the
Kapitza Length (Lk) based on temperature jump at the liquid/solid interface and the
temperature gradient of the liquid. Linear temperature fits are applied onto temperature
distribution of water and graphene in both hot and cold side. Between these linear
temperature fits, temperature jumps are measured at both hot and cold interfaces.
Variation of ITR in terms of Lk under varying electrode charges are studied and
documented in Figure 4.6(a). For no electric field case, a high Lk value of ~25nm is
measured on the slightly hydrophobic graphene surface similar to literature (Alexeev et
al., 2015). The current interfacial parameters were shown to develop 86° wetting angle
(Werder et al., 2003) validating week thermal coupling. By the application of electric
field, Lk shows a drastic decrease until reaching to a constant value through electro-frozen
cases. This a very important outcome; prior to electro-freezing, Lk decreases up to 83%
of its no electric field value. This substantial reduction of ITR is due to enhanced
solid/liquid coupling at the interface or surface wetting. It was also mentioned in literature
that the Coulombic interactions between the charged carbon atoms and water molecules
supports heat dissipation (Ma et al., 2018). Temperature dependence of ITR is also
observed. The Lk values on the hot surface are lower than the Lk values on the cold
surface. This is a similar output with previous chapter. Two different temperature
dependent variation in ITR was observed for hydrophobic and hydrophilic surfaces.

While Lk increased by increasing temperature on a hydrophilic surface as a result of
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lessening density layering on surface by increasing temperature, an opposed behavior was
observed for hydrophobic surfaces. Over a hydrophobic surface, the weak density
layering develops negligible temperature dependence that Lk decreased by increasing
temperature due to dominant enhanced phonon dynamics at higher temperatures. The
graphene develops lower Lk values on hot surface; but by the increasing electrode charge,
wetting increases that the difference between the Lk values of hot and cold surface
lessens. Interestingly, Lk values of hot surface still do not exceed the values on cold
surface, since the amount of electric field applied is not enough for to complete the
transition of graphene from hydrophobic to hydrophilic (Jiang et al., 2012). When the
system reaches to electro-freezing, the liquid domain shrinks at the crystalline form which
increases the Lk values. More importantly, the thermal coupling between the solid-like
crystalline water and graphene develops stronger dependence onto phonon dynamics,
almost similar to the theoretically described solid-solid ITR (Duda et al., 2012). The
classical theories of phonon dynamics of solids explain enhanced phonon activities at
higher temperatures well. At electro-frozen condition, crystalline water vibrates less

increasing the phonon mismatch at cold surface higher than its value at liquid case.
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Figure 4.6. (a) Kapitza length and (b) Thermal conductivity of water and (c) non-
dimensional heat flux as a function of electrode charge

In addition to ITR, the electric field effects on thermal conduction through the
water domain is studied as well. The thermal conductivities of water under different
electric fields were calculated from the liquid temperature gradients using Fourier’s Law.
Figure 4.6(b) presents the thermal conductivity values for different electrode charges. At
zero electric field, thermal conductivity is calculated as 0.8 W/mK at the average
temperature of 325 K, which agrees with the literature (Mao et al., 2012). Conductivity
slightly decreases prior to electro-freezing due to the restricted molecular diffusion and

hydrogen bonding activities of water molecules under electric field. After reaching the
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crystalline structure, conductivity shows a sudden jump and then remains constant with
the increased electric field. Change in water thermal conductivity is not as dominant as
the change in ITR under increasing electric field.

As aresult, the total heat transfer through water/graphene system varies by electric
field; the heat flux substantially increases up to 3 times by an applied electric field as
shown in Figure 4.6(c). This major enhancement is basically due to large decrease in ITR
under electric field. Heat flux reaches this value right at electro-freezing after which it
remains constant. This behavior is further explored at different height confinements,
where channel heights of 2.8, 4 and 7 nm are modeled. For these cases, only focus was
given to no electric charge case and each electrode charge value correspond to electro-
freezing conditions. Different height systems develop different heat flux values for the
same temperature difference applied between the hot and cold reservoirs. For comparison,
each case is normalized by its value at no-charge. A universal behavior is observed in
normalized heat flux behavior presenting negligible confinement height dependence at

these scales.

4.2.2. Non-uniform Electric Field

Up to this point, uniform manipulation and control of the of ITR and resulting
heat transfer between graphene and water are described. From here, the local control of
heat transfer by a non-uniform electric field is practiced. For this purpose, a smaller pin
electrode and a larger plate electrode centered at the width of graphene/water system is
defined as shown in Figure 4.1(b). The simulated domain is extended to obtain regions
with negligible electric field near periodic boundaries at both ends. By this way, a proper
periodic effect is attained on heat transfer physics to measure only influence of the given
non-uniform electric field. The simulation and electrode sizes were optimized to cover an
adequate resolution of non-uniformity in two-dimension allowed by the computational
capabilities. Different than the uniform case, a net electrostatic force develops on water
molecules under non-uniform electric field. We should note here that similar electrostatic
forces develop in the earlier uniform electric field cases as well, but forces on negative
and positive poles of water molecules are equal to each other yielding zero net force; they

only create a torque which eventually is the reason for the alignment of dipoles in electric

56



field direction. For non-uniform electric field, forces developing on opposite sides of a

water molecule become different as the electric field is non-homogeneous. Such a net

electric field force on a dipole can be approximated as F= ﬁﬁE as a function of the
water dipole moment vector ( 5 ) and the gradient of electric field in tensor form (VE).

While the water dipoles tend to get in line with electric field direction, a net body force
is expected to develop on a water molecule in electric field gradient direction towards the
higher electric intensity regions.

First, the theoretical electric field distributions in the system at the studied
electrode charges are characterized. To specify a simulation case, charge value of its plate
electrode is sed while the charge on corresponding pin electrode was assigned inversely
proportional to electrode size at opposite sign. By this way, the total charge on the plate
and pin electrodes were equal to each other to maintain a zero-net charge in the system
required by LAMMPS calculations. Figure 4.7(a)-(f) presents the electric field contours
and lines as the solution of the Laplace equation using the finite element solver COMSOL.
Electric field results at different electrode charges were normalized with the maximum
electric field strength measured through all these cases, which is at 0.12 e plate electrode
charge. At each case, highest electric field strength develops near to pin electrodes.
Electric field decreases away from both electrodes towards periodic boundaries. Results
present the non-uniform electric field and the resulting two-dimensional variation of
electric field intensity through simulation domain. The electric field lines describe the
direction of the electric field vectors in each system. The molecular snapshots of the MD
simulations under the corresponding non-uniform electric fields are presented in Figure
4.7(g)-(1) at different electrode charges. First, it can be easily observed that an LDEP force
develops near electrode regions and increasing the water population. By the increasing
electric field, the bending of graphene layers at both pin and plate electrode sides is
observed. This behavior becomes evident starting with the electrode charge of qplate=0.05
e. Next, water dipole vectors are calculated in two-dimensional space. Figure 4.7(m)-(r)
presents directions of water dipole vectors as blue arrows on the top of corresponding
simulation snapshots. The influence of electric field can be observed easily as the random
distribution of dipole vectors at no electric charge changes quickly by application of
electrode charges. At qplate=0.05 e, line-up of dipole vectors in electric field directions
between the electrodes becomes obvious. This shows that the system is undergoing an

electro-freezing like ordering, even the molecular picture of the system does not show a

57



crystal structures due to the non-uniform electric field. These results are also consistent
with the uniform electric field conditions as the electro-freezing started at a similar
q=0.053 e. By the increase of electrode charges, more dipole moment vectors align with
the electric field lines given through Figure 4.7(a)-(f). The solid-like ordering of water is
clearer for these cases in simulation snapshots. These are not like perfect crystal structures
formed under uniform electric field, but they are mostly appeared as multi grain structures
compressed towards the regions with high electric field intensities. Away from electrodes,
mostly random dipole distributions are observed near the periodic boundaries, except the
highest electrode charge of qpiae=0.12 €. The effect of LDEP forces can also be seen
clearly from the density contours in two-dimension given in Figure 4.7(s)-(x). Water
density of 1 gr/cm? is measured in the bulk of the channel except the near interface regions
developing well-known density layering. By the increase of electrode charges, this solid-
like water layering increases and grows towards channels bulk. Local water densities
higher than 2.8 gr/cm?® are observed near interface similar to density layering observed
over highly hydrophilic surfaces by earlier studies (Huxtable et al.,, 2003, Janecek and
Netz 2007, Pham et al.,, 2016). As the non-uniform electric field forces water molecules
to move towards the high electric field intensity region, ice-like average density values
are observed similar to literature reporting density values as high as 2.51 g/cm® bulk
density (Hemley et al., 1987, Huang et al., 2016). The electro-freezing formation starting
from near electrode regions towards the bulk liquid can be easily observed by solid like
water density variation. This local density structuring is very similar with the local
variation of the non-uniform electric field shown in Figure 7(a)-(f). As explained earlier,
LDEP forces pull water molecules towards the near electrode regions which yields
increase of density as a function of electric field, and depletion in the rest of the simulation
domain. This phenomenon is compensated by adding further water molecules in
simulation domain until the regions near periodicity reaches to bulk value of 1g/cm?. It
should also be noted that the water density increases near both pin and plate electrodes,
but pin electrode region develops a higher density increment. While water molecules
away from electrodes were unaffected, the local water density and resulting pressure were

varied in two dimensions as a function of the non-uniform electric field.
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Figure 4.7. (a-h) Electric field contours, (g-1) molecular orientations, (m-r) dipole
moment vectors of water molecules and (s-x) density contours at different
electrode charges
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Next, heat transfer is developed between the thermostat regions employed at the
two outmost layer of graphene walls with the temperatures of 363K and 283K.
Temperature contours of the water domain for different electrode charge values are
documented in Figure 4.8, while the heat transfer and the electric field is in the same
direction. Temperature of the graphene layers in x-direction remain constant due to the
extremely high thermal conductivity of graphene. Temperature gradient only exist in
cross-plane graphene (i.e., interface normal direction). To illustrate the graphene
temperature levels, temperature of each graphene layer is written in the corresponding
line in Figure 4.8. In Figure 4.8(a), 1D distribution in water domain between the
thermostated graphene walls under zero-electric field is documented. As electric field
intensity increasing in the water domain, 2D variations are observed in temperature
distributions, especially near electrode regions; where temperature increases near hot
reservoir side with pin electrode and decreases with cold reservoir side with plate
electrode. Consequently, high amount of reduction in temperature jumps at the
graphene/water interfaces are observed as a function of electric field. Due to the higher
LDEP forces, higher thermal coupling at graphene/water interface is created, locally. As
a result, temperature discontinuity near pin electrode region diminishes. In the case of
hot-spot cooling or heat flow guiding application, such local thermal coupling control
would be desirable.
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Figure 4.8. Temperature contours at different electrode charges of (a) qpiae=0, (b) 0.025
e, (c)0.05¢e,(d)0.075¢,(e) 0.1 eand (f) 0.125 ¢

Local Kapitza length values are calculated in order to characterize the non-

uniform heat transfer induced by non-uniform electric field. Bins with the size of the pin
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electrode throughout the channel in x-direction are defined as shown in Figure 4.9(a).
Average temperature gradients in z-direction are obtained for each bin in x-direction. The
obtained one-dimensional temperature profiles are very close to linear behavior, even
though the current system has two-dimensional temperature distribution. After this point,
Kapitza length values are calculated with the same methodology as before, for each bin
in x-direction and each wall. The resulting Lk values are documented in Figure 4.9(b) and
Figure 4.9(c) for hot and cold wall, respectively. Weak thermal couplings of 22.5nm and
27.5nm are documented for zero-electric field and the results are in agreement with the
uniform electric field case. Lk values are reduced significantly at regions close to pin and
plate electrodes with the application of electric field. While getting away from the
electrode regions, reduction in Lk lessens due to the decreased electric field levels and
LDEP forces. No change in Lk is observed at qpiae=0.025 e case, while getting away from
the electrodes, but with increased electrode charge, Lk near periodic regions are slightly
decreases. However, this change in Lk is not as dominant as in electrode regions.
Therefore, the effect of non-uniform electric field is captured without disturbing the
periodic conditions in axial direction. There are three main factors that contribute to the
heat transfer while applying non-uniform electric field; first, through improved
coulombic interaction between charged carbon atoms and water molecules; second,
electro-stretching caused by the alignment of the dipoles of water molecules; and third,
by exerting a bulk force on the dipoles of water molecules toward higher electric field
regions (i.e., LDEP forces). Due to these three mechanisms Lk values show strong
variation as a function of non-uniform electric field. In addition, average water density
values in each bin are calculated in order to characterize the LDEP forces increasing the
pressure at near electrode regions, which are documented in Figure 4.9(d). Even though
the density change is negligible in low electrode charge range, Lk reduction still exist due
to enhanced coulombic interactions. However, as electrode charge increases to 0.075e,
density increases 20% and Lk reduces 90% in pin electrode region. By further increase in
electrode charge increases the density even more and Lk reaches almost Onm ~ultra-low
Lk~ at pin electrode region. These results are also in agreement with pressure and density
dependence of the interfacial thermal resistance studies in the literature (Pham et al.,

2013, Han et al., 2017).
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Figure 4.9. (a) Representation of the regions for local measurements. Temperature

counter of gplate=0.12¢ case was used in figure. Local variation of (b) Lk -Hot,

(¢) Lk-cold, and (d) water density measured at each local region for different

electrode charges

Next, Lk values as a function of applied charge at pin and plate regions are

characterized. Local Lk values correspond to pin and plate regions in hot and cold wall
are averaged and from now on will be referred to as Lk.pin and Lk-piate, respectively.
Variation of Lk-pin and Lk-piate as a function of electrode charge is compared with Lk
results of uniform electric field study (Lk-uniform) from the previous section and
documented in Figure 4.10(a). Until electro-freezing develops at qpiae=0.05¢, Lk-Uniform,
Lk-pin and Lk-piate present a very similar trend and decreases approximately 83%. This

similar trend is due to lower LDEP forces creating lower pressure on the interfaces. At
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low electrode charge regions, uniform electric field between the finite and equal sized
electrodes can also be employed for local heat transfer control applications. However,
non-uniform electric field has an advantage on controlling local heat transfer between
unequal sized regions, which allows the collection and distribution of heat to/from a
smaller region from/to a larger region. Furthermore, increasing electrode charge from
gplate=0.05¢€, Lk -Uniform, Hot remains approximately around Snm, while non-uniform electric
field reduces ITR even more. Lk-pin undergoes a 99% decrease at qpiate=0.1e and becomes
almost zero at gqpiate=0.12¢, which shows the real advantage that LDEP develops at these
electrode charge ranges. Non-uniform electric field application shows another advantage
that on the contrary to uniform electric field, Lk values at cold surface continues to
decrease even after electro-freezing starts. Under uniform electric field, interface thermal
resistance undergoes a strong temperature dependence at cold wall while electro-freezing
took place and result in a Lk increase from 6nm to 12nm. On the contrary, non-uniform
electric field develops very low Lk values at cold wall due to the body forces created by
LDEP. Specifically, the lower phonon activities at cold surface are offset by the LDEP
forces so that Lk values at cold wall becomes slightly higher than the hot wall. Finally, to
characterize the variation of Lkpin and Lx.pite as a function of applied charge, an

exponential fit is applied in each of them.
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Figure 4.10. (a) Kapitza Length values at hot and cold interfaces under varying uniform
and non-uniform electric fields. (b) Local water thermal conductivities in
line with pin and plate electrodes compare to water thermal conductivity
under uniform electric field

Next, thermal conductivity of water is characterized under non-uniform electric

field. Thermal conductivity on each bin is calculated based on literature (Caretto et al.,
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2005, Chen et al., 2011, Iriarte-Carretero et al., 2018) and density measurements
documented in Figure 4.9(d). Basically, local thermal conductivity of water is calculated
for each region from thermodynamic tables (Caretto et al., 2005), for low electrode charge
region. For high densities (pwawer>1.2 kg/m?) developed near electrode regions at high
electrode charges (qpiae>0.075 e), data provided for solid-like compressed water is used
to calculate thermal conductivity (Chen et al., 2011, Iriarte-Carretero et al., 2018). Local
water thermal conductivity for pin and plate regions are documented in Figure 4.10(b)
along with thermal conductivity of water under uniform electric field. Slight decrease in
thermal conductivity is observed prior to electro-freezing. However, the decrease is
smaller than uniform electric field study, since molecular diffusion of water is less than
the uniform electric field case. After increasing the electrode charge even further, density
increases due to the pressure created by LDEP forces, so the thermal conductivity
increases. Thermal conductivity of water under uniform electric field increases
substantially, due to single crystalline structure formation. However, non-uniform electric
field creates multiple grain boundaries so around qpiate=0.05 e thermal conductivity does
not show any significant increase. Moreover, under non-uniform electric field, thermal
conductivity increases gradually due to increased density and higher molecular ordering.
Eventually, water thermal conductivity becomes higher than uniform electric field case
for qplate=>0.075 e. In addition, due to the increased LDEP forces thermal conductivity is
higher at pin electric electrode region.

At this point, it is considered that there is possibly an influence on the direction
of heat transfer comparing to the direction of electric field and the pin electrode’s location.
Up to here, the studied cases were showing that both heat transfer and electric field were
in the same direction as well as pin electrode was on hot reservoir side. Nevertheless, it
is known that different configurations are possible. The description in literature for
directional dependence of the heat transfer through a non-homogeneous domain is
“thermal rectification”, which has been studied for numerous systems that also includes
graphene. As an example of strong directional dependence, it was shown that in-plane
heat transfer of graphene layer consisting non-uniform/asymmetric structural defects
(Nobakht et al., 2018) or solid stiffness (Wei et al., 2019). Basically, the asymmetricity
of a system allows easier heat transfer in one direction compared to heat transfer in the
same axis but in the opposite way. In this case, the non-uniform electric field creates non-
homogenous interface coupling and water structuring that wanted to be tested for possible

heat transfer rectification. First of all, it is observed that there is no effect on direction on
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heat transfer related with direction of the electric field. The water dipole orientation
changes according to electric field direction, however very likely structuring of water and
ITR develop through the system, that is independent from the direction of the electric
field. In plain manner, regardless of field direction, under non-uniform electric field,
bipolar water molecules perceive forces towards the higher electric field region.
Considering this situation, the system is tested by changing the heat transfer direction
when the pin electrode located on cold reservoir side. The gpiae=0.1 € applied since it
yields a distinct non-uniformity as the electric field dominated region in between the pin
and plate electrodes develops an almost “triangular shape” non-uniform electric field
while the periodic regions evidently free from electric field effects. In addition, it is fair
to state there is a distinct inhomogeneity exists in the system. For lower electrode charges
the non-uniformity is not strong while the electric filed dominated region and resulting
solid-like ordering grows in the channel into a “trapezoidal shape” decreasing the non-
uniformity at higher electrode charges. Temperature counters of two alignment presented
in Figure 4.11: the pin electrode is on hot side (Figure 4.11(a)) and pin electrode is on
cold side (Figure 4.11(b)). Between these two cases two-dimensional variation of water
temperature differs. In case the pin electrode was on hot reservoir side, water temperature
near the pin electrode remained higher than the rest of the system due to substantially
decreased temperature jump (or increased thermal coupling) between the hot reservoir
graphene and water (Figure 4.11(a)); on the other side of this system, plate electrode
creates comparably lower decrease of temperature jump on cold surface, but water near
cold plate electrode remained in a lower temperature than the rest. An opposite but very
similar behavior developed when the heat transfer direction is changed (Figure 4.11(b)).
Near the pin electrode, which is on cold reservoir side, substantially lower water
temperature values occurred due to the reduced temperature jump between the cold
reservoir graphene and water, and slightly higher temperatures near plate electrode at hot
reservoir side due to exact same reasons. While the behavior observed is similar, the
quantitative characterization of heat transfer is the main focus in these two cases. Firstly,
the Lx-pin and Li-piate Values are compared: Li-pin-Hot=2.66 nm and Lx-piate-Cold=6.34 nm
were measured when the pin is on hot side, and Lk-pin-cold=3.72 nm and Lk-piate-Hot=4.59
nm were developed if the pin is on cold side. Considering these outcomes, temperature
dependent ITR shows itself. Basically, Lk.pin increases when it is on the cold side due to
temperature dependence of phonon dynamics, and similarly, Lk-piate decreases when it is

on the hot side with enhanced phonon activities. The first effect of changing the heat
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transfer direction is decreasing the difference between Lk.pin and Lx-piae. However,
increase of Lk pin and decrease of Lk piate are almost in the same order that the total ITR
in the system remains same. Hence, ITR mechanisms of the current system under a non-
uniform electric field does not create any rectification. Second, thermal conductivity of
the water is focused on these two cases. Even though there is a difference between LDEP
forces and resulting water densities and thermal conductivities of opposing pin and plate
electrode regions, it is observed that this difference is not strong enough to create any
rectification. Ultimately, the heat flux is measured in both configuration using Equations
(1.8)-(1.10) and calculated very similar heat transfer rates on the order of 2 GW/m?. As a
result, current heat transfer under non-uniform electric field does not show dependence

on the direction of heat transfer.
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Figure 4.11. Temperature contours of qPlate=0.075 e case with different heat transfer
directions as the pin electrode on (a) hot and (b) cold reservoir side
As a final step, the local variation of heat transfer rates through the system under
varying non-uniform electric field is characterized. An average heat transfer rate of the
whole system is calculated based on Equation (1.8)-(1.10) at different electrode charges.
Then, the local heat flux values are calculated through each region (described in Figure

Basically,

4.9) based on their total thermal resistance as O, , = (T,,., = Teo) /! Ryvor 1o -

the total thermal resistance of each local region can be written as

+R, , +R, +R. .+R, . Where R(;,_H and RG,_C are the thermal

R =R H,0

Local—Total Gr—H
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resistances of graphene walls at hot and cold reservoir sides, Ry , and Ry . are the
interfacial thermal resistances of the graphene/water interfaces at hot and cold reservoir

sides, and RHZO is the thermal resistance of water in the middle of the two graphene slabs.
The local thermal resistance of water (RHZO = LH20 Ik m,0) 18 calculated from the thickness
of water slab (LHZO) and its local thermal conductivities (% mo)- Similarly, graphene
thermal resistance (R, = LG,_” / kGr_” ) is determined using the local cross-plane thickness

(LG,._” ) and thermal conductivities of graphene walls in surface normal direction (kG,._” ).

Moreover, the high electrode charges (gprie=>0.75 €) creating bending of graphene at high
electric intensity regions due to LDEP forces result in local increase of cross-plane

thermal conductivity of graphene. The thermal resistance of interface is the function of
local temperature jump and heat transfer rate as R ZATln,e,ﬁwe /4,00 Tt should be

underlined that it is important to calculate the interface temperature jump from the
temperature fits describing the bulk behavior of both solid and liquid sides. Especially, if
any electric charge is applied on just the graphene layer facing the liquid, behavior and
the resulting temperature of this graphene layer differentiate from the bulk behavior of
few-layer graphene. Calculating a temperature jump between this nearest graphene layer
and liquid yields a very erroneous ITR and/or Lk and a misleading characterization of
heat transport as done by Ma et al., 2018. Instead, local temperature jumps are calculated
from bulk profiles of solid and liquid sides. As the temperature jumps are known, the
local thermal resistance of interface and the heat transfer rate at the corresponding region
by a coupled iterative solution are calculated. Finally, local heat transfer rates in each
region along the x-direction for every different electrode charge are obtained. These local
heat flux values are validated by comparing their average with the total heat flux
calculation of Equation (1.8)-(1.10) and obtained an exact match.

Next, average heat flux values at pin and plate regions are determined based on
the previous findings. In Figure 4.12, local heat transfer rates at pin (Qpin) and plate (Qpiate)
regions are documented along with heat flux of uniform electric field cases (Quniform). QPin
Qprlate and Quniform Increases with similar trend until electro-freezing develops inside the
water domain. In this electrode charge range, heat transfer rate increases three times when
compared to zero-electric field case. These results are in agreement with the variation in

Lk and thermal conductivity measurements. As mentioned before, advantage of using
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non-uniform electric field at low electrode charge range is its ability to focus or distribute
heat flow, locally After electro-freezing develops (qpiae >0.05 e), heat flux remains
constant for uniform electric field case, while the local heat fluxes at pin and plate regions
of non-uniform electric field cases continue to increase significantly due to the further
thermal coupling improvement and water thermal conductivity enhancement with the
help of LDEP. Consequently, up to nine times increase is observed at Qpin, While Qplate
remains lower than Qpin due to comparably lower LDEP forces acting on the plate

electrode region.
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Figure 4.12. Variation of local heat rates at pin and plate electrode regions under non-
uniform electric field as a function of electrode charge. Results of uniform
electric field case are given for comparison

4.3. Conclusion

In summary, the effect of uniform and non-uniform electric field on the heat
transport of graphene/water interface through NEMD simulations is investigated. Both
uniform and non-uniform electric fields modified the graphene/water interface energy
through the electrostatic interactions and created orientation polarization of water by
aligning dipoles to the direction of the electric field. In addition to these effects, a non-
uniform electric field also created a net force on water molecules towards higher electric
field gradient region due to liquid dielectrophoresis (LDEP). It is found that, interfacial
thermal resistance, thermal conductivity, and the resulting heat transfer can be altered by
these mechanisms. By increasing the electric field intensity, Kapitza length near
electrodes under both uniform and non-uniform electric fields prior to electro-freezing
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were decreased 86%; in this electrode charge range, heat transfer increases up to 3.2 times
through electrode regions. By employing non-uniform electric field, further reduction in
interface resistance can be achieved with the help of LDEP, and ultra-low Kapitza
resistance values with up to 99% reduction near pin electrode interface can be obtained.
In addition, thermal conductivity of water increases gradually as well, with the non-
uniform electric field compressing the water so that heat transfer increases up to 9 times
at pin electrode region. As a result, active and local the heat transfer control between
water and graphene is demonstrated in two-dimensional space by an applied non-uniform

electric field.
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CHAPTER 5

HEAT TRANSFER CONTROL BY INTERFACE-
LOCALIZED LIQUID DIELECTROPHORESIS USING
INTERDIGITATED ELECTRODES

Interdigitated electrodes (IDEs) are used in various technological application such
as optical and electrochemical studies to measure the impedance, capacitance and
conductivity of a droplet or a gas (Vakilian and Majlis 2014). Essentially, IDEs are
consisting of opposingly charged microelectrode arrays embedded together, which can
create non-uniform electric field. Besides measurement purposes, IDEs are widely used
in microfluidics application such as fluid actuation, particle trapping and surface wetting
control (Edwards et al., 2018). Surface wetting control of a dielectric liquid via IDEs are
known as dielectrowetting applications (McHale et al., 2011). Different than electro-
wetting on dielectrics (EWOD), dielectrowetting has the capability of resolving contact-
angle saturation problems occurred in EWOD applications and spreading dielectric
droplets into thin films, achieving perfect wetting (Barman et al., 2019). In previous
chapters it is shown that the solid/liquid interface coupling can be actively controlled by
using an electric field. Therefore, the concept is implemented for manipulation of the ITR
at graphene/water interface by an applied uniform and non-uniform electric field and
achieved control of the heat transfer rate. Findings of previous studies (Yenigun and
Barisik 2019, Yenigun and Barisik 2021) show that use of non-uniform electric field can
increase the heat transfer even more, due to the dielectrophoretic forces applied on the
water dipoles increasing the pressure at the heat transfer surface. However, non-uniform
electric field is only localized where a pin type electrode is inserted. Instead, by using
nano-interdigitated electrodes non-uniform electric field can be created everywhere at the
surface, so heat transfer enhancement at surface will be localized throughout the interface
of solid/liquid. To the best of our knowledge, interface localized heat transfer control via
nano-interdigitated electrodes has never been investigated in literature.

In this chapter, graphene-based smart material for thermal management purposes
will be investigated, where the heat transfer rate can be controlled actively by applied
non-uniform electric field onto the micro/nano-fluidic system through employing

interdigitated electrodes. In the following sections, the effect of non-uniform electric field
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created by IDEs on the interfacial heat transfer will be investigated by means of water
density layering, water dipole moment vectors, and interface thermal resistance as a
function of electric field strength. In addition, effect of surface charge density and

electrode length on the ITR will be characterized.

5.1. Simulation Details

Water confined between few-layer graphene walls with embedded interdigitated
electrodes was simulated as illustrated in Figure 5.1. Cross sectional area of the
computational domain was varied between 3.9x3.9 nm to 3.9x20.4nm in the surface
parallel directions where periodic boundary conditions were applied. The channel height
(h) between 2nm thick few-layer graphene walls was varied between 5.7nm and 9nm.
Width of the electrodes that generate non-uniform electric field in the surface normal
direction were selected as 0.5, 1, 1.5, 3 and 5nm. The heights of the channels were
specifically chosen for two different reasons. Firstly, to be able to monitor both the
graphene-water interface phenomenon and continuity behavior at the bulk of the channel.
Therefore, the simulation area is large enough to observe bulk thermodynamic properties
at the center of the channel and the density layers are occurred due to the wall force-field
effects and non-uniform electric field effects. Consequently, water density is kept at 1
g/cm? at the bulk of the channel while the number of water molecules is varied between
2690 and 15211. Secondly, to accommodate the non-uniform electric field created by the
interdigitated electrodes with different widths within the water domain, according to Van
Gerwen et al.,, 99% of the electric field is generated in the surface normal with the
distance of 1.5 times the electrode width (Van Gerwen et al.,, 1997). Thus, keeping the
height of the channel above multiple of the electrode width with 1.5 creates an interface
localized electric field region. Non-equilibrium molecular dynamics (NEMD)
simulations were performed with LAMMPS (Large-scale Atomic/Molecular Massively
Parallel Simulator) algorithm.

SPC/E water model (Berendsen et al., 1987) composed of Lennard-Jones and
Coulombic potentials is used with SHAKE algorithm which constrains the bond lengths
and angles of this rigid model. The Adaptive Intermolecular Reactive Empirical Bond

Order (AIREBO) (Stuart et al.,, 2000) potential is used to model the covalent bonds
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between carbon atoms. The molecular interaction parameters between C-C pair were
taken from the corresponding model. Interactions between water and carbon molecules
also calculated by the combined Lennard-Jones and Coulombic potentials. The molecular
interaction parameters for each molecule pair used in the simulations were given in Table

5.1.

W Channel

Heat Sink

Graphene

Water

Graphene

Heat Source

— —

WElectrode WElectrode
on Negatively Charged
o= Positively Charged

Figure 5.1. Molecular dynamics simulation domain for nano-interdigitated electrodes

Table 5.1. Molecular interaction parameters used in the current study

Molecule Pair 6 (A) g (eV) q(e)
0-0 3.166 0.006739 -0.8476
H-H 0 0 +0.4238
C-O0 3.19 0.0040627 Varies

Atoms in the outmost layer of both few-layer graphene walls are fixed to their
original locations to maintain a fixed volume system, while the remaining atoms
throughout the domain were free to move. To develop non-uniform electric field in the
surface normal direction, interdigitated electrodes were assigned to the graphene walls as
shown in Figure 5.1. Equally distributed charge per molecule were assigned to the
negative and positive electrodes with absolute values of 0.0125, 0.02 and 0.025¢ and their
resulting surface charge densities were 0.3, 0.5 and 0.6 C/m?, respectively. These surface
charge density values are carefully selected in order to have maximum electric field
without exceeding breakdown current of graphene sheets (Zhu et al.,, 2014). Applied

surface charge densities are in accordance with the earlier MD studies (Luedtke et al.,
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2011, Yen et al., 2012, Yan and Patey 2012, Celebi et al., 2017) and experimental studies
(Braslavsky and Lipson 1998, Sunka 2001, Wei et al., 2008).

To calculate long-range Coulombic interactions of the periodic slab system, the
particle-particle particle-mesh (PPPM) solver was used. Newton’s equations of motion
were integrated, by employing the Verlet Algorithm with a time step of 0.001 ps.
Simulations were started from the Maxwell-Boltzmann velocity distribution for all
molecules at 323K, while NVT ensemble was applied with Nose Hover thermostat
keeping the system at 323K. Initial particle distribution was evolved for 2x106 time-steps
(2ns) to reach an isothermal steady state. Afterwards, one dimensional heat transfer
between graphene sheets was created using the Nose Hover thermostat applied only to
the outmost two graphene sheets of the both few-layer graphene walls. Top and bottom
side thermostats were maintained at 363K and 283K temperatures to induce heat flux
through the liquid/solid interfaces. At the same time, NVE ensemble was applied to the
remaining carbon and water molecules. Simulations were performed for an additional
15x106 time-steps (15ns) to ensure that the system attains equilibrium in presence of the
heat flux and time averaging is performed after the equilibrium is achieved.

The computational domain was divided into 100 and 130 slab bins with the size
of 0.1nm for temperature profiles. Smaller bin size of 0.012nm is achieved with 800 and
1100 slab bins, which were also employed to resolve the fine details of the near wall water

density distributions.
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Figure 5.2. Finite element simulation domain for nano-interdigitated electrodes with
electric field contour and electric field lines
Further investigations on predicting the spatially non-uniform electric field

induced in the water domain were conducted by a commercially available finite element
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software. Laplace equation (equation 4.1) was solved using finite-element scheme to
calculate the spatial non-uniform electric field (equation 4.2) induced in the water domain
in Cartesian coordinates as o is the electrical potential and E is the electric field strength.

As shown in Figure 5.2, a 2D rectangular domain representing the water
molecules of the MD simulations was employed. On the bottom wall of the channel multi
co-planer electrodes were employed, which were assigned positive and negative electric
potentials in sequence. Electrode widths were varied from 0.25nm to 12nm while the
applied electric potential is changed directly proportional to the electrode width, to create
equal surface charge density. The spacing between two consecutive electrodes was kept
same with the corresponding electrode width. Right and left sides of the channel were
assigned with ground boundary condition, and the rest of the boundaries were applied as
zero charge boundary conditions. In addition, electric field contour and electric field lines
of IDEs are documented in Figure 5.2. Electric field gradient towards the surface is
created by the presence of two co-planer electrodes and electric field lines are generated
between the electrodes. Such a non-homogenous electric field is generated between the
edges of the electrodes are described with fringe electric fields. Maxwell first analyzed
the fringe electric field of the finite flat plates by defining implicit mapping of the electric
field at the edges of the two facing plates charged with positive and negative potential of

Vo, as described in equations 5.1 and 5.2,

x=%(u+l+e” cosv) (5.1)
yzi(v+l+e“sinv) (5.2)
27 ’

where, x is the longitudinal direction to the plates, while y is the perpendicular direction

to the plates. Implicitly defined coordinates u varies between -oo and +oo and v varies

between - and + &, while d is the spacing between the plates (Metodiev et al., 2014).
By employing this parametric definition, a normalized potential (equation 5.3) can

be formed by the implicitly defined coordinate v(x, y).

7V (x,y)

ey =—p
0

(5.3)
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Then the electric field must follow this potential due to uniqueness theorem. The
resulting electric field components in x and y direction are defined by the following

formula:

2V, 1+e"sinv

£ = d (1+2e"cosv+ez”)

X

(5.4)

2V, 1+e"cosv

E =- 55
Y d (1+2e“cosv+ez”) (5-5)

which can be expressed as £, = E sin® and Ey =Ecos® , where

2V 1
E=-"20 5.6
d J1+2¢" cosy+e™ (5-6)
and
—e"sinv
® =arct _— .
are an(1+e” sinvj (5.7)

The mesh independent results were carefully obtained while using the model
parameters of relative permittivity of water as 70.7 similar to value determined for SPC/E
water earlier (Reddy and Berkowitz, 1989), electrical conductivity of water as 5.5x10-6

S/m and density of water as 0.9982 gr/cm3 at the temperature of 293.15 K.

5.2. Results and Discussion

Electric field contours generated with finite element solver are presented with
average electric field intensities calculated 1nm distance away from the surface in Figure
5.3. Increased electrode widths with constant surface charge density created almost equal
electric field intensity near wall regions, while getting away from the surface affected
area of electric field is increased with the increased electrode width. Such discrepancy is
occurred due to increased electric field fringing effect. When two co-planer electrodes
with opposite charges were employed, electric field is generated in between them and as
getting away from the plane where electrodes are located, the electric field intensity

diminishes with respect to the applied charge, electrode width and the distance between
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the electrodes. Moreover, high electric field strength values are observed at the corners
of the electrodes, which is called edge effect. Basically, surface charge density increases
at the edges due to charges moving towards the corners of the electrodes, resulting in
increased electric field intensity (Barrachina et al., 2012). However, in molecular
dynamics simulations, charges do not transfer between molecules. So, no edge effect is
expected to be observed in electric field simulated in the current molecular dynamics
system. Moreover, in order to characterize the electric field intensity levels with varying
electrode lengths, electric field intensity values in the region 1nm away from the surface
are averaged and documented in Figure 5.3(p). Inm distance is chosen specifically,
because in molecular dynamics studies first hydration shell of water molecules falls
within this region. In addition, as expected electric field intensity increases with increased
surface charge density and electrode width at 1nm distance away from the surface.
However, increasing the electrode width after 3nm does not change the electric field
intensity at 1nm distance away from the surface, since the electric field intensity reaches
saturation point with the applied surface charge density. One important outcome of Figure
5.3 is that the electric field intensity diminishes before it reaches to the encountering
surface. Therefore, using IDEs enabled to create non-uniform electric field with an
increasing electric field intensity gradient towards the surface, which promotes an

interface localized force through liquid dielectrophoresis.
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Figure 5.3. Electric field contours for surface charge densities of (a-¢) 0.3, (f-j) 0.5 and
(k-0) 0.6 C/m? with electrode widths of 0.5, 1, 1.5, 3 and 5nm and (p)
average electric field strength values at Inm away from the surface for
varying electrode widths

76



The resulting density contour of the spatially non-uniform electric field created
by the interdigitated electrodes of 3nm width case with surface charge density of 0.6 C/m?
is documented in Figure 5.4. Density contour shows the well-known density layers at both
near wall regions created by Van der Waals force field of the surface and the electric field.
While two distinct density peaks are observed at each wall, the density of the water
molecules sufficiently away from the wall reaches its thermodynamic value of 1 gr/cm?.
There is no evidence of local density variations in the longitudinal direction where
multiple electrodes are placed even with a high electric field gradient case. The density
peak near IDE is constant along the wall and higher than the density peak near the
opposing wall, which agrees with the electric field contour documented in Figure 5.3(n).
The electric field gradient is in surface normal direction, which is why the water
molecules are drawn to the IDE surface equally by the liquid dielectrophoresis
phenomena. After revealing that the density distributions are identical all along the
channel wall, it is safe to resume the investigations with 1-D density distributions.

Density

®e Negatively Charged
@ Positively Charged

Figure 5.4. Density contour of water molecules for IDE with 3nm electrode width and
0.6 C/m? surface charge density

After proving that density contour documented in Figure 5.4 shows no local
change in density and the density of the water sufficiently away from the surface reaches
thermodynamics density value, only the variation of the near wall density of the water
molecules under different electrode widths of 0, 0.5, 1, 1.5, 3 and 5 nm and surface charge
density of 0.3, 0.5 and 0.6 C/m? are documented in Figure 5.5. Well known density
layering effect increases with both increased electrode width and surface charge density.
Increased electrode width increases the area affected from the electric field intensity at

near wall region, so higher dielectrophoretic force is applied on the water molecules
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towards the surface with IDEs. Hence, more water molecules are drawn closer to the
surface. In addition, as expected the density peaks are higher for higher surface charge
density cases. As a result of increased electrode width and surface charge density, the
number of molecules in near wall regions increase, which enhances the interfacial energy
of the initially hydrophobic graphene surface. Quantitatively, while the density peak
caused only by the van der Waals forces between the carbon and water molecules is 2.5
gr/cm?, when dielectrophoretic forces are incorporated into the phenomenon density peak
increases up to 4.8 gr/cm®. However, after increasing the electrode width up to 5nm, first
density peak does not change, which is in accordance with the electric field intensity level
reaching its saturation point as documented in Figure 5.3(p). However, with increased
electrode width, electric field intensity levels are increasing after passing beyond Inm
distance, thus even though the first density peaks stay constant, second density peaks are
increasing when the electrode width is increased from 3nm to 5nm for every surface

charge density value investigated.
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Figure 5.5. Near wall density distrubtions of water molecules for different electrode
widths and for surface charge densities of (a) 0.3 C/m?, (b) 0.5 C/m? and (c)
0.6 C/m?

To further investigate the effects of electric field generated by the IDEs, water
dipole moment vectors are calculated in two-dimensional space and their directions are
documented in Figure 5.6 for varying electrode width and surface charge density. Since
liquid dielectrophoresis is an interface localized phenomenon, only the bottom wall and
the water molecules near it are documented in Figure 5.6. In agreement with electric field
contours given in Figure 5.4, dipole moment vectors of water molecules are distributed
randomly when away from the IDEs, since they are outside of the effective range of

electric field. On the contrary, water dipole moment vectors are following electric field
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lines near the bottom wall, where IDEs are placed. Furthermore, with increased electrode
width and surface charge density, more dipole vectors are affected from the electric field
and followed the electric field lines showed in Figure 5.3. In addition, in accordance with
density profiles, the origins of dipole vectors are in line with each other at near wall
locations, but their orientations are in line with electric field lines. These findings support
the fact that in the presence of non-uniform electric field, water molecules both attracted

towards the higher electric field gradient and orient along the electric field lines.
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Figure 5.6. Dipole vectors of water molecules for nano-interdigitated electrodes with
surface charge densities of (a-e) 0.3 C/m?, (f-j) 0.5 C/m? and (k-0) 0.6 C/m?
with 0.5, 1, 1.5, 3 and 5nm electrode widths, respectively

Next, by assigning 283K and 363K to the top and bottom outmost graphene sheets
respectively, one-dimensional heat transfer is developed. Figure 5.7 presents the two-
dimensional temperature contour of the water domain with the 3nm electrode width and

0.6 C/m? surface charge density. In agreement with density contour of the corresponding

case, water temperature distribution shows one-dimensional variation in the heat transfer

direction. There is no local variation in the temperature in the longitudinal direction, so
the temperature distributions can be examined one dimensionally. Therefore, we studied
the temperature distributions of graphene and water under different surface charge
densities and electrode widths one-dimensionally. In Figure 5.8, resulting temperature
distributions at different electrode widths of 0, 0.5, 1, 1.5, 3 and 5 nm were plotted for

surface charge densities of 0.3, 0.5 and 0.6 C/m? for only near wall region where IDEs
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are placed. Temperature profiles are linear in the water domain except the very near wall
regions, where temperature profile fluctuates due to the density layering. In addition,
sudden temperature jumps are observed at the graphene/water interface, which are caused
by a very well-known phenomenon, interfacial thermal resistance (ITR). The ITR is a
result of phonon mismatch at the graphene/water interface, and it can be characterized by
a thermal resistance length (Lk), known as Kapitza Length. The definition of Kapitza
Length (Lk) is the extrapolation of the temperature profile of the liquid in to the solid,
where the wall temperature is reached. Moreover, as electrode width and surface charge
density are increasing, the temperature jump at the graphene/water interface is decreased
in accordance with the electric field gradients and density peaks shown in Figures 5.3 and
5.5. Specifically, the temperature jump at the graphene/water interface is decreased from
23.5 K to 1.5 K. Such a drastic reduction in temperature jump is solely due to the liquid
dielectrophoretic forces acting on the water molecules as a bulk force towards the higher
electric field gradient region and increasing the pressure at the surface, thus increasing
the interface energy between the surface and the liquid. In order to point out the
effectiveness of non-uniform electric field, a comparison can be made with the effect of
uniform electric field studied in Chapter 4. While the temperature jump between the
graphene and water molecules is approximately 10 K with uniform electric field
application, it is 1.5 K for the same effective electric field intensity value with non-
uniform electric field. The discrepancy comes from the fact that the while the uniform
electric field can only exert a torque on the water molecules and increased the electrostatic
interactions at graphene/water interface, non-uniform electric field can apply an
additional bulk force on the water molecules towards the higher electric field gradient

region, which occurs towards graphene surface with nano-interdigitated electrodes.
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Figure 5.7. Temperature contour of water molecules for IDE with 3nm electrode
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Figure 5.8. Temperature distribution of water and carbon molecules for different
electrode widths and for surface charge densities of (a) 0.3 C/m? (b) 0.5
C/m? and (c) 0.6 C/m?
The interface thermal resistances were characterized by calculating Kapitza

Lengths. Kapitza length (LK) was calculated using the following relation,
AT
L, = (aT—/aZ)hquid (5.8)

where, AT 1is the temperature jump at the liquid/solid interface and 0T/0z the
temperature gradient of the liquid. Results of ITR in terms of Kapitza Length are
represented in Figure 5.9 for cold wall, where no electric field effect is present and for
hot wall, where IDEs are placed. Figure 5.9 documents the variation of Kapitza Length
with respect to electrode width and surface charge density. In the cold wall side, the
changes in the Kapitza Length are insignificant, since in all the cases the electric field
intensity near the cold wall is negligible. These insignificant changes are caused by the
nature of the statistical mechanics. Such results are designed intentionally, to localize the

electric field effects on only one surface. Furthermore, on the hot wall side where nano-

interdigitated electrodes are located, with increasing electrode width, Kapitza Length
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shows a drastic exponential decrease and with increased surface charge density Kapitza
Length reaches ultra-low values. Specifically, at Snm electrode length, Kapitza Length
reduces by 57%, 82% and 95% when compared to the Kapitza Length of zero-electric
field case, with surface charge densities of 0.3 C/m?, 0.5 C/m? and 0.6 C/m?, respectively.
The reducing interface thermal resistance is the result of improved surface wetting created
by the liquid dielectrophoresis phenomenon (i.e., increased near surface water density as
a function of surface charge density enhances solid/liquid coupling) and an additional
heat dissipation channel created by the Coulombic interactions between the charged
carbon atoms and water molecules. Moreover, increasing electrode width from 3 to Snm
does not affect the interface thermal resistance, which is in accordance with the same
level of first density peak of the water molecules near wall region. However, it points out
a different phenomenon, as documented in Figure 5.5, with increased electrode width
from 3 to Snm, second density peak increases, which means that second density peak does
not affect the interface energy between graphene and water, only the first density peak
affects.

In addition, Kapitza Length values of the corresponding surface charge densities
from previous chapter, where we implemented two oppositely charged electrodes at two
facing graphene walls to create uniform electric field, were inserted for comparison. In
the previous study, it was shown that applying uniform electric field can only decrease
the ITR down to a point until electro-freezing occurs at the water domain and limits the
heat transfer process. However, by applying non-uniform electric field via IDEs, the
effective range of electric field is limited at the interface so that water molecules do not
enter a crystal-like structure. In addition, with applying non-uniform electric field
throughout the surface, a bulk force is generated towards the surface, which increased the
pressure at the surface. As a result, further increase in the heat transfer is achieved.
Specifically, while applying uniform electric field can decrease the interface thermal
resistance down to 5 nm, applying non-uniform electric field via IDEs decreases it down

to 1.2 nm.
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Figure 5.9. Kapitza Length values for different electrode widths and surface charge
densities for (a) hot wall, where IDEs are placed and (b) cold wall

Next, a further characterization of the effect of electric field created by the nano-
interdigitated electrodes on Kapitza Length is conducted. An attempt is made to correlate
the empirical results of Kapitza Length and average electric field intensity 1nm away
from the surface by eliminating the electrode width. The purpose of this attempt is to
create a complete understanding for the interface-localized heat transfer process
independent from electrode dimensions. In Figure 5.10, variation of Kapitza Length with
average electric field strength 1 nm away from the surface is documented for different
surface charge densities. As expected Kapitza Length values became independent from
electrode widths and surface charge densities; all Kapitza Length values follow the same
linear relation depending on electric field intensity. Figure 5.10 represents the physics
behind the electrode configurations; no matter what the electrode dimension or applied
surface charge density is, electric field intensity generated near the surface is the main
driving factor for heat transfer enhancement. Furthermore, the obtained linear variation
is caused by the fact that both Kapitza Length and average electric field intensity was
exponentially dependent on electrode width as documented in Figures 5.3(p) and 5.9(b).
Moreover, the linear variation of the Kapitza Length shows agreement with the studies
documented in Chapters 3 and 4, where with applied uniform electric field throughout the
channel, Kapitza Length was decreasing linearly with increasing electric field strength
until electro-freezing occurs. The main difference of the present study is that, since the
electric field generated by the IDEs is interface-localized, it does not affect all water
molecules to align them in a solid-like ordering, hence electro-freezing never occurs.

Consequently, heat transfer process is not interrupted by the electro-freezing phenomenon
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and the Kapitza Length is able to be decreased even further with increased electric field

strength.
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Figure 5.10. Kapitza Length variation with average electric field strength 1nm away
from the surface for different surface charge densities

As aresult, heat flux values vary with average interface electric field intensity and
normalized heat fluxes are documented in Figure 5.11 for different surface charge
densities. Heat flux values are normalized with the heat flux of the zero-charge system
and with increasing average interface electric field intensity heat flux of the system
increases above 1.5 times. Such increase in the heat transfer rate is owed to the decrease
of ITR under non-uniform electric field created by nano-interdigitated electrodes. As
Kapitza Length, variation of normalized heat flux depending on average interface electric
field intensity is linear. This result supports the concept of interface-localized heat
transfer enhancement through nano-interdigitated electrodes, since it points out that the

only change in the system resistance is the interface thermal resistance at IDE surface.
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Figure 5.11. Normalized heat flux values for average interface electric field strength for
different surface charge density and electrode widths

In order to verify these findings, thermal resistance of the system and its
components are calculated and documented in Table 5.2 for different surface charge
density and electrode widths. Basically, total thermal resistance of the system can be

written as,

RTOTAL = RGR—COLD + RINT—COLD + RWATER + RINT—HOT + RGR—HOT (59)

Total thermal resistance of the system is calculated with equation 5.10, where
AT, is the total temperature difference between the thermostats of the system and Q is

the total heat flux of the system. Thermal resistance created by the water is calculated by
equation 5.11, where H is the channel height, k is the thermal conductivity of water.

Thermal resistance at graphene/water interfaces (i.e., Kapitza Resistance) is calculated
with equation 5.12, where AY}NTERFACE is the temperature jump at graphene/water

interface. In addition, thermal resistance of graphene walls is obtained from subtracting
the other thermal resistance components from the total thermal resistance, which also
includes the artificial thermal resistance at the graphene/thermostat interface, created by
the applied thermostats (Barisik and Beskok, 2012). As documented in Table 5.2, the only
significant difference in the thermal resistances by the change of surface charge density
and electrode width is the variation in Kapitza Resistance at hot surface, expect the
thermal resistance of water with S5Snm electrodes. The reason for the sudden change in the

thermal resistance of water with Snm electrodes is that the channel height of the water
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domain was increased to accommodate the electric field created by Snm electrodes within
the interface of IDE wall. Furthermore, the significance of the interface thermal
resistances for the current system are documented in Table 5.2 as well. When there is no
effect of electric field, interface thermal resistances compose the 29% and 36% of the
total thermal resistance for hot and cold surfaces, respectively. Moreover, with non-
uniform electric field is introduced to the system via IDEs, interface thermal resistance
of the hot surface is reduced 96%, hence almost cancelled out its effect on the total
thermal resistance of the system. Consequently, total thermal resistance of the system is
decreased to 66% of its initial value. It is evident that this reduction is solely caused by
the reduction of interface thermal resistance of hot surface, which formed the 29% of the
total thermal resistance in the first place. As a result, the increase of the heat flux of the

system with the significant reduction in the ITR is confirmed.

AT
Rrora, = ZTAL (5.10)
H
Ry rer 27 (5-11)
AT
R]NTERFACE = INZRFACE (5.12)

Based on these finding, it is necessary to show the effect of the interface thermal
resistance on bigger systems by extrapolating the thermal resistance of the system. Total
thermal resistance of the system with varying system height and corresponding
proportions of hot and cold surfaces ITR’s are documented in Figure 5.12. Increased total
thermal resistance is obtained by increasing the thermal resistance of water with channel
height and keeping the rest of the resistance components constant. While the channel
height is 5nm, interface thermal resistance is 7 times higher than the water’s thermal
resistance, which shows how dominant interfacial thermal resistance in the current
system. However, as channel height increases the effect of interface thermal resistance
quickly decreases. As a result, effective range of ITR in terms of system height is
observed as ITR of the hot wall is decreased from 29% to 4% and combined ITR of both
hot and cold wall is decreased from 66% to 11% as the system height is increased to
500nm. These findings give a complete understanding on the effectiveness of the use of

nano-interdigitated electrodes. While using IDE on both walls of the channel can reduce
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the 65% of the total thermal resistance on small scale systems, use of IDEs loses its
significance over increased system height.

Table 5.1. Total and component-wise thermal resistance of the current system

s We Q RTOT/;L RWAT;ER RINT-HSOT RINT-C(g)LD RGR8 iI:/%
(C/m?) (nm) (GVZV/ );10 );10 );10 );10 7;10 OTAL
m?) (Mm°K/W)  (m°K/W) mK/W) (mK/W) (mK/W) (%)

0 0 0.58 14 0.71 4.0 5.0 2.1 28.9
0.3 0.5 0.65 12 0.71 33 4.6 1.9 26.7
1 0.79 10 0.72 2.1 3.7 1.8 20.7

1.5 0.8 10 0.7 2.0 4.2 1.6 19.6

3 0.84 9.5 0.7 1.4 4.3 1.6 14.4

5 0.84 9.5 1.1 1.3 39 1.6 13.4

0.5 0.5 0.7 11 0.71 2.5 4.5 1.9 21.6
1 0.77 10 0.71 1.5 4.4 1.9 14.7

1.5 0.85 9.4 0.7 1.1 4.2 1.7 11.3

3 0.857 9.3 0.73 0.6 4.4 1.8 6.4

5 0.88 9.1 1.1 0.92 39 1.6 10.2

0.6 0.5 0.74 11 0.7 1.9 4.3 1.9 17.4
1 0.85 94 0.72 0.96 4.1 1.8 10.2

1.5 0.86 9.3 0.71 0.47 4.3 1.9 5.0

3 0.85 94 0.71 0.18 4.4 2.0 1.9

5 0.88 9.1 1.1 0.16 4.2 1.8 1.8
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Figure 5.12. Total thermal resistance of the system with varying system height and
corresponding proportion of Interface Thermal Resistance of both hot and
cold surfaces to the total thermal resistance
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5.3. Conclusion

In this chapter, interface-localized heat transfer enhancement by employing
interdigitated electrodes (IDEs) over graphene/water interface is studied. Embedding
interdigitated electrodes to the surface is created a non-uniform electric field within the
channel with an electric field gradient increasing towards the surface. Such phenomenon
provided a suitable environment for creating a bulk force over the water molecules, which
is called liquid dielectrophoresis (LDEP) and increased the pressure at the surface, where
IDEs are located. Both through electrostatic interactions and LDEP phenomenon the
graphene/water interface energy is altered. Different configurations of electrode width
and surface charge density are studied to characterize the average interface electric field
intensity generated by the IDEs. By increasing the near interface electric field intensity
with increased electrode width and surface charge density, a reduction of 96% is observed
on ITR. As a result, 1.5 times increase is achieved in heat flux by the application of IDEs
on one interface. Furthermore, total thermal resistance and its components are calculated
for each electrode width and surface charge density values and it is documented that the
combined effect of two interface thermal resistance composes 66% of the total thermal
resistance on a given system. In addition, system size dependency of the ITR and effective
range of IDE usage is investigated. While the combined ITR of two interfaces on a
sandwich structure as given in this study forms 66% of the total thermal resistance in 1-
10 nm scale, its significance is reduced to order of 10% when the system is in 500nm

scale.
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CHAPTER 6

SUMMARY

This dissertation employs atomistic level simulations to characterize and control
heat transfer mechanisms at the interfaces of liquids and nano-sized channels. Heat
transport in nanoscale is investigated with molecular dynamics simulations by
characterizing density ordering near interfaces, dipole vector orientations, temperature
distributions, interface thermal resistance and thermal conductivity variations and finally
heat flux of the systems. Based on these investigations semi-theoretical and empirical
relations are proposed to model the interface thermal resistance depending on different
parameters.

In Chapter 1, a broad introduction about nano-scale heat transfer and dominant
mechanism that governs it are discussed. Different material and surface properties that
affect interfacial thermal resistance that discussed in the literature are examined and liquid
ordering near the solid interface found to be the most effective parameter. Furthermore,
various electric field applications that can possibly alter the solid/liquid coupling are
reviewed. Finally, theoretical background on molecular dynamics simulations is
documented.

In Chapter 2, effect of solid thickness on interfacial thermal resistance is
investigated. The results showed that modified phonon spectrum developing inside the
solid substrate as a function of thicknesses creates a size dependency on thermal
conductivity. For such a case, it is demonstrated that the variation in phonon distribution
is affected the heat transport at the interface as well. The thermal resistance at the interface
is characterized by the Kapitza length, which experienced an exponential increase by the
decrease of nano-film thickness. Finally, the increase of Lk is correlated with the decrease
of thermal conductivity which can provide Lk values for the cases where thermal
conductivity of the substrate is known. The results of this study are essential for designing
heat removal mechanisms at nano-scale systems.

In Chapter 3, a new nanoscale heat transfer control mechanism is introduced with
applying uniform electric field across silicon/water. Under electric field, electrostatic

interactions are improved, thus solid/liquid coupling at the interface is enhanced.
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Improved solid/liquid coupling at the interface results in substantial decrease of 76% in
the interfacial thermal resistance until electric field strength is strong enough to cause
electro-freezing. After electro-freezing dominates the entire water domain, Kapitza length
remains constant but thermal conductivity of water increases 1.5 times due to enhanced
phonon dynamics of highly ordered water molecules. As a result of these two occurrences,
heat flux is increased 2.25 times with under uniform electric field while constant
temperature difference is applied.

In Chapter 4, a bottleneck for the heat transport across graphene and possible
ambient fluid or coolant (i.e., large interface thermal resistance) is resolved with applied
uniform and non-uniform electric field. Substantial increases of heat fluxes are observed
through applying uniform and non-uniform electric field, due to 86% and 99% reduction
on interface thermal resistances, respectively. Prior to electro-freezing both uniform and
non-uniform electric field results in similar Lk reduction and heat transfer enhancement.
However, ability to collect and distribute heat flow to/from a smaller location from/to a
larger region gives an advantage to the non-uniform electric field application at low
charge cases. After electro-freezing occurs, heat flux remains constant for uniform
electric field application, while increasing electrode charge even further creates higher
LDEP forces in the water domain for non-uniform electric field, which increases heat flux
even more. Higher LDEP forces create water concentration increase in near electrode
regions, which both enhance thermal coupling at the interface and thermal conductivity
of water. This study demonstrates a smart thermal management concept that is crucial for
local heat transfer control at nanoscale.

In Chapter 5, heat transfer control across graphene/water interface with liquid
dielectrophoresis phenomenon is examined from a different perspective, where non-
uniform electric field is created throughout the channel by implementing interdigitated
electrodes. Interdigitated electrodes with opposite charges create electric field gradient in
the surface normal direction throughout the channel, which creates equal LDEP forces
everywhere at the surface. As a result, an interface-localized behavior is observed. Due
to the fact that LDEP forces are concentrated at the interface, electro-freezing did not
occurred, hence did not limit the heat transfer enhancement. Furthermore, 96% reduction
in interface thermal resistance is documented with a much smaller electrode charge
applied in pin and plate electrode configuration. In addition, effective system size range

that interdigitated electrodes can be employed is documented. With increasing system
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size up to 500nm, total thermal resistance can be decreased between 66% and 10% with

the application of LDEP via interdigitated electrodes.
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