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ABSTRACT

PERIODIC DISTURBANCE ESTIMATION BASED ROBUST
CONTROL OF MARINE VEHICLES

Highly uncertain and complex structures of marine vehicles render the control

problem a challenging task. Moreover, the problem becomes much more challenging

when the system is exposed to environmental disturbances. This thesis tackles this control

problem with an adaptive robust control algorithm which is fused with a periodic distur-

bance estimation method. The periodic disturbance estimation method inspired from a

Fourier series expansion technique is applied for compensation of environmental forces.

In the first part of the thesis, an adaptive full state feedback backstepping controller

which is supported with the periodic disturbance estimation method is applied. Stability

of the closed–loop system and the convergence of the tracking error are established via

Lyapunov based methods. Simulation studies are provided to support the theoretical re-

sults and to demonstrate the effectiveness of the proposed method.

In the second part of the thesis, a nonlinear model free observer based adaptive

output feedback controller in conjunction with the periodic disturbance estimator is de-

signed. Lyapunov based arguments have been utilized to prove the stability of the closed–

loop system, and the convergence of the tracking and observer errors under the closed–

loop operation. Performance and viability of the proposed method are demonstrated via

numerical simulations.
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ÖZET

DENİZ ARAÇLARININ PERİYODİK BOZAN ETKEN KESTİRİMLİ
GÜRBÜZ DENETİMİ

Deniz araçlarının son derece belirsiz ve karmaşık yapıları kontrol problemini zor

bir görev haline getirmektedir. Ek olarak, sistem çevresel bozan etkenlere maruz kaldığında

bu problem daha da zorlaşmaktadır. Bu tez, bu kontrol problemini periyodik bozan etken

kestirimi yöntemi ile birleştirilmiş uyarlamalı gürbüz denetim ile ele almaktadır. Çevresel

kuvvetlerin telafisi için Fourier serisi açılımı tekniğinden esinlenen periyodik bozan etken

kestirimi yöntemi uygulanmıştır.

Tezin ilk bölümünde, periyodik bozan etken kestirimi yöntemi ile desteklenen

uyarlamalı tüm durum geri beslemeli geri adımlamalı denetleyici uygulanmıştır. Kapalı

döngü sistemin kararlılığı ve takip hatasının yakınsaması Lyapunov temelli yöntemler ile

belirlenmiştir. Teorik sonuçları desteklemek ve önerilen yöntemin etkinliğini göstermek

için benzetim çalışmaları yapılmıştır.

Tezin ikinci bölümünde, periyodik bozan etken kestirimi yöntemi ile birlikte doğru-

sal olmayan modelden bağımsız gözlemci tabanlı uyarlamalı çıkış geri beslemeli denet-

leyici tasarlanmıştır. Sistemin kararlılığını ve kapalı döngü altında takip ve gözlemci hata-

larının yakınsamasını kanıtlamak için Lyapunov tabanlı yöntemler kullanılmıştır. Öner-

ilen yöntemin başarımı ve uygulanabilirliği sayısal benzetimlerle gösterilmiştir.
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CHAPTER 1

INTRODUCTION

Unmanned surface vessels1 are used in vast majority of marine applications such

as offshore operations, offshore oil and gas drilling, underwater pipeline and cable laying,

offshore wind farm constructing turbines, marine rescue and wreck investigation. There-

fore the demand for higher accuracy and reliability for ship motion control systems has

been increased. The main motivation of developments in this field is mostly to improve

marine safety and reduce cost of shipping as well.

Modern marine vessels are equipped with several positioning and/or control sys-

tems depending on the applications. These systems may be used for

• position and heading regulation,

• way–point tracking,

• dynamic positioning,

• positioning mooring,

• wave–induced motion reduction,

• managing energy and power systems.

It is commonly agreed on that automatic control of marine vehicles has started

with the development of the electrically driven gyroscope that was designed to obtain

more reliable navigation systems in these vessels. The early controllers were designed

based on the assumption that the system model can be linearized around some operating

conditions. After a linear model is obtained, linear control techniques were then applied.

Among those controllers there are linear optimal controllers as in Balchen et al. (1976),

Grimble et al. (1980), Sørensen et al. (1996), Fossen and Grovlen (1998), proportional

integral derivative (PID) type controllers as in Balchen et al. (1980).

1Throughout this thesis, the terms marine vessel/vehicle, surface vessel/vehicle, ship, craft will be used
interchangeably.
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PID control is the most popular method to control a system. In fact, PID controller

was discovered to automate ship steering in the first place (Ang et al., 2005). Even though

the PID controller was used, there was a common problem of almost all actuators which

is the inability to realize high frequency input signals. Therefore the input signals are

required to be filtered before being applied to the actuators. For filtering purposes, in

early course–keeping autopilots, low–pass and notch filters were used. Unfortunately,

due to filtering out high frequency signals, they introduced noticeable phase lag and this

resulted in performance degradation (Fossen and Perez, 2009). An alternative solution

to this problem came with the design of Kalman filter which was used as an observer to

separate the wave motion from the low frequency motion in Fossen and Perez (2009).

In Balchen et al. (1980), a Kalman filter was used in a linearised system for optimal

estimation of vessel motions and environmental forces. Even though disturbances varied

with weather conditions and Kalman filter gain needed to be adjusted for each alteration,

the proposed Kalman filter was capable of adapting to these varying conditions. Fung

and Grimble (1983) proposed a modification to the Kalman filter by adding a self–tuning

feature to adjust the filter matrices which yielded better results.

Furthermore, robustness is still another crucial problem of the marine vessel con-

trollers. H∞ is a linear control method that can improve robustness that can be obtained

with Kalman filtering or similar methods. In Katebi et al. (2001), H∞ controller was

designed to compensate for the disturbances of an approximate linear model derived by

linearizing the nonlinear hydrodynamic equations.

PID controller is one of the traditional ways to control the system (Balchen et al.,

1980). Even though the structure of PID controllers is simple and they are easy to im-

plement, having manually adjusted constant gains may limit the regulation performance.

Additionally, these controllers cannot usually compensate for the negative effects of vary-

ing external forces since the controller gains are commonly constant and cannot change

with the change of disturbances. One approach to address this problem was employing

intelligent techniques such as neural networks and genetic algorithms. In Yunsheng et al.

(2015), fuzzy logic based self–tuning PID controller was proposed. This online tuning of

PID gains provided more flexibility, adaptability and improved robustness.

Although a certain amount of success was achieved with these approaches, it was

clear that compensation of nonlinear dynamic model was not always possible via the use
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of linear controllers on neither linearized nor nonlinear model. Moreover when system

uncertainties and external disturbances are taken into consideration, it becomes apparent

that the controller for the unmanned marine vehicles should be able to cope with external

disturbances and compensate for the nonlinearities in the system dynamics. Therefore

the problems caused by linearization motivated researchers to apply nonlinear control

techniques to the nonlinear system model.

Some past research on control of marine vessels has focused on designing exact

model knowledge controllers that relied on accurate knowledge of the system model (Fos-

sen, 2002). However modeling uncertainties should be appropriately addressed as they are

common in almost all systems. Adaptive control techniques are the preferred method to

compensate for parametric uncertainties in the system model (Fossen, 2002). However

marine vessels are usually subject to other anomalies such as environmental effects which

mandate the use of robust control approaches either alone or in conjunction with adaptive

techniques.

Some line of past research has focused on designing robust controllers for different

research problems. In Bidikli et al. (2017a), robust control of dynamically positioned sur-

face vessel was proposed to compensate system uncertainties while ensuring asymptotic

tracking. Robust adaptive finite time tracking controller was used for trajectory tracking

control of a fully actuated marine vessel in Wang et al. (2015). In Zhang et al. (2017),

a path–following controller obtained by fusing Kalman filter, disturbance observer, and

robust control method was presented for underactuated surface vessels to compensate for

uncertain system model and disturbances. In Zhu and Du (2018), trajectory tracking con-

trol problem of surface ships in the presence of parametric uncertainties, time–varying

disturbances and input saturation was solved via a robust adaptive control approach. Ro-

bust adaptive control approach was the preferred method in Hu et al. (2017) and Liao

et al. (2020) where similar research problems were addressed. Utilization of a nonlinear

proportional–derivative (PD) type controller for dynamic positioning of vehicles in 6 de-

grees of freedom was researched in Fjellstad and Fossen (1994). Besides, utilization of

sliding mode controllers for the control of unmanned surface vessels were also examined

in Tannuri and Agostinho (2010), Qiao and Zhang (2018), Chen et al. (2020). In Tannuri

et al. (2001) and Agostinho et al. (2009), nonlinear sliding mode technique was also used

for position control of vessels . Although sliding mode control is capable of compensating
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for model uncertainties theoretically, but as in all sliding mode controllers, it suffers from

the chattering problem. This undesirable effect avoids sliding mode type controllers to

be used in real systems and can only be reduced with high order sliding mode controller

(Tannuri and Agostinho, 2010).

In the control literature review above, only full state feedback controllers were

mentioned. For reliable measurements of position and velocity, information can be col-

lected from sensors, such as GPS, differential GPS, speed log, compass, gyros, radar, and

accelerometers (Fossen and Perez, 2009). However, many surface vessels do not pos-

sess this equipment to obtain reliable velocity measurements, besides the devices may

not work properly under some conditions. Thus the absence of velocity measurement

becomes a restriction that must be appropriately addressed.

Observer–based control designs were considered as feasible solutions to cope with

the lack of measurements of some states. Motivated by this, Fossen and Grovlen (1998)

presented a nonlinear model based output feedback controller using an observer backstep-

ping method in order to eliminate the need for velocity measurements. Loria et al. (2000)

proposed a globally asymptotically stabilizing controller when the position measurements

are noisy. In Wondergem et al. (2010), an observer based controller for fully actuated

ships was proposed when the exact knowledge of the system parameters are available.

A nonlinear model–free observer based control approach was utilized in Bidikli et al.

(2013). In addition to the aforementioned works, in Bidikli et al. (2017b), Wang et al.

(2019), Lu et al. (2020) observer based adaptive controllers were designed. In addition

to the observer–based techniques, a series of filters can be preferred to tackle the prob-

lem caused by the unmeasurable states without observing them. This method is called

filter–based output feedback control. Fang et al. (2004) designed a velocity surrogate

filter–based output feedback adaptive controller that did not need exact knowledge of the

ship dynamics. The above mentioned works either required exact model knowledge of

system dynamics for control or observer design or for both, or compensated only for

parametric uncertainties.

As emphasized in the literature, when designing controllers for marine vehicles,

both parametric uncertainties and environmental forces must be considered. Nonlinear

robust control techniques are usually preferred when dealing with modeling anomalies.

But robust controllers that are designed to compensate for uncertain system dynamics
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by ignoring the dynamics can yield to degraded performance. Furthermore, usually a

function depending on a conservatively determined upper bound of the uncertain system

dynamics is used as part of the robust control input design and this requires excessively

higher control efforts. Utilizing adaptive components to deal with parametric uncertain-

ties in conjunction with robust controllers can help but cannot fully overcome both of the

above mentioned issues.

The main aim of this thesis is to design trajectory tracking controllers for marine

vessels. Since parameters in the dynamic model of the ship are not always known, this

issue should be considered in design of controllers. In addition to that, environmental

forces have a negative impact on the motion of surface vessels and thus should be ap-

propriately dealt with. In accordance with a recent line of research on control of marine

vehicles, the environmental disturbances are considered to be periodic as a direct conse-

quence of the natural response of the oceanic waves. Specifically, in Du et al. (2018),

when designing controllers for marine vehicles, it was considered that the dynamic model

was subject to unknown time–varying disturbances that can be expressed as the superpo-

sition of a series of sinusoidal components. The research topic of this thesis was actually

decided after this publication was studied. However, the design in Du et al. (2018) was

complicated and an alternative periodic disturbance estimation tool that could be utilized

as part of the control input torque was required to be designed. When a system is subject

to periodic disturbances, in the literature, the mainly preferred method is repetitive learn-

ing controllers. Despite their high performance when dealing with periodic uncertainties,

repetitive learning controllers require the exact knowledge of the period of the uncertain

periodic terms. While for some systems the period may be available or can be easily ob-

tained, it is not the case for the oceanic waves. Thus repetitive learning controllers could

not be utilized to address the problem at hand.

In (Du et al., 2018), it was stated that low frequency disturbances can be sepa-

rated as sinusoidal terms with different frequencies, amplitudes and phases as a result of

the Fourier representation, and having inspired mainly from Du et al. (2018), an alter-

native approach, by using a Fourier series expansion–like method was utilized to model

the additive periodic environmental forces. Specifically, in this thesis, a novel approach

for unmanned surface vessels has been utilized to deal with external disturbances which

exploits the periodicity property of the oceanic waves using Fourier series expansion–like
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method. Additionally, the presence of parametric uncertainties in the dynamic model of

the ships must also be addressed. Under these restrictions, tracking control of surface

vessels is considered in two different scenarios depending on the availability of velocity

measurements. In the first part, backstepping control technique is utilized to design a

robust control structure supported with the Fourier series expansion–like periodic distur-

bance estimation method when full–state feedback is available (i.e., when both position

and velocity measurements are available for control design). In the second part, by utiliz-

ing the fact that the nonlinear ship model can be arranged similar to a robot manipulator

dynamic model, a desired ship model based controller formulation in conjunction with

a model–independent velocity observer (i.e., the observer formulation does not require

system parameters) is designed to cope with the lack of velocity measurement since the

position of the ship is the only measurable state. For compensating the periodic distur-

bance effects, the proposed method was used with a modification since velocity feedback

is not available. For both controllers, the stability of the closed–loop system and the con-

vergence of the tracking errors are investigated via Lyapunov based tools. The theoretical

findings are backed up by extensive numerical simulations where performance evaluations

are also shown for different scenarios.

The organization of the remaining part of this thesis is arranged in the following

manner. Chapter 2 represents kinematics and dynamics of ship motion. In Chapter 3,

full state feedback backstepping controller is proposed for position tracking of unmanned

surface vessels while the periodic environmental forces are compensated with the peri-

odic disturbance estimation method inspired from Fourier series expansion. In Chapter

4, observer based adaptive robust control supported with periodic disturbance estimation

method is studied for position tracking of unmanned surface vessels when position is the

only available state and periodic disturbances affect the system. Control input design,

stability analysis and simulation results are conducted for each study. It is emphasized the

presentations of Chapter 3 and 4, which contain the main research outputs, are arranged to

be self–contained. In Chapter 5, the results obtained during the course of research efforts

are summarized and some possible future works are also discussed.
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CHAPTER 2

MODELING OF MARINE VESSELS

To understand the behaviour of the motion of the ship, the mathematical model is

investigated in two parts which are kinematics and dynamics. Kinematics associate with

the geometrical aspects of the motion, or in other words, translation of motion between

different frames of references whereas dynamics analyse the forces causing the motion

(Fossen, 2002).

The full order ship motion is defined by 6 degree of freedom which corresponds

to 6 independent coordinates being required to determine positions and orientations. The

first three coordinates and their time derivatives represent the position and translational

motion along the x, y, and z axes while the other 3 coordinates and their time derivatives

correspond to the orientation and rotational motions. These components are defined as

surge, sway, heave, roll, pitch, and yaw (Fossen, 2002).

Figure 2.1. Motion variables for a marine vessel.

The mathematical model for the dynamically positioned ship describing the low–

frequency motion has the following general form
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η̇ = Rν (2.1)

Mν̇ + Ccν +Dν + τd = τ. (2.2)

The model in (2.1) is referred to as the kinematic model while (2.2) represents the dynamic

model. In the above model, η(t) and ν(t) denote the position and the velocity of the ship,

respectively. In (2.1), R (η) represents the orthogonal rotation matrix between the Earth

and body–fixed coordinate frames. In (2.2), M is the inertia matrix that determines the

force needed for a desired acceleration. The Coriolis and centripetal terms shown with

Cc, are used to express the motion within the body–fixed reference frame with respect to

the inertial frame. This term is taken into account when the vessel performs rotational

motion maneuvers, otherwise its contribution is usually neglected. Furthermore, for ships

having low cruise speeds Coriolis force can be ignored (Wondergem et al., 2010). Matrix

D models the hydrodynamic damping forces describing the moments acting on the vessel.

In (2.2), τ(t) is the control input torque and τd(t) represents low–frequency environmental

forces due to wind, waves and ocean currents. As discussed in Chapter 1, even though

high–frequency wave induced forces also impact the vessel, these terms are not usually

considered in the control loop since vessel actuators are not able to cancel their effects.

As detailed previously in Chapter 1, various filtering techniques have been offered to

avoid unnecessary wear and tear (Fossen and Strand, 1999a), (Fung and Grimble, 1983),

(Hassani et al., 2012). On the other hand it is not always crucial to compensate the effects

of wave frequency disturbances since they give rise to the ship’s back–and–forth rocking

motions (Veksler et al., 2016).

Examining the past research on vessel modeling reveals that models with different

degree of freedom are utilized in control systems. According to the motions of the craft,

they can be categorized as follows:

• 1 DoF models are used to design forward (surge), heading (yaw), or roll (roll)

motion controllers (Li and Sun, 2011).

• 3 DoF models which are the most commonly preferred ones are used for differ-

ent control objectives such that dynamic positioning, tracking control and path–

following systems in horizontal plane (surge, sway and yaw), longitudinal (surge,

heave and pitch), or lateral (sway, roll and yaw) models. Stabilization of the surge,

sway and yaw modes are required for marine vessels to maintain desired positions.
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• 4 DoF models (surge, sway, yaw and roll) are used in maneuvering situations and

usually formed by adding the roll equation to the 3 DoF horizontal plane model

(Perez and Blanke, 2010).

• 6 DoF models (surge, sway, heave, roll, pitch and yaw) are used for modeling of

fully coupled vehicle motions. These models are preferred for controlling fully

actuated vehicles (Fossen, 2011).

In this study, the vertical dynamics will be ignored and the most common model that is the

horizontal 3 degree of freedom model will be used in the subsequent chapters. The main

reason of preferring reduced–order models in designing controllers for marine vehicles is

that most vessels do not have actuation in all degrees of freedom.

As already mentioned at the beginning of this section, kinematics is the science

describing the geometrical relationships of the motion. The ship’s motions are described

by two reference frames, a local geographical Earth–fixed frame and a body–fixed frame.

The common reference frames used for depicting the motion of the ship are summarized

below.

• Earth–Centered Reference Frames

– The Earth–centered inertial (ECI) frame has its origin at the center of the

earth and do not remain fixed with respect to Earth’s surface in its rotation.

Hence, this reference frame is preferred for representing the motion of objects

in space.

– The Earth–centered Earth–fixed reference (ECEF) frame has its origin at the

center of the earth similar to the ECI; however, in contrast to ECI, it rotates

with respect to the stars. Thus, it is suitable for describing the position or

velocity of a terrestrial object.

• Geographical Reference Frames

– North–East–Down (NED) is a reference frame which is fixed to a point on the

earth surface. For this system, the x–axis points towards true north whereas

the y–axis points towards east, therefore z–axis points downwards. This is the

coordinate frame we use commonly in our daily life.
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– Body fixed (BODY) frame is attached to the vessel under consideration and

moves with the craft. Since it moves with the vessel, it is usually not used for

representing the vessel position and orientation. Generally the position and

orientation of the vessel are expressed in the NED or ECEF reference frame

while the body–fixed coordinate system is referred to describe the linear and

angular velocities of the vessel (Fossen, 2002).

Relation between the earth–fixed NED frame and the vessel–fixed BODY frame is illus-

trated in Figure 2.2 while Figure 2.3 shows the ECI, ECEF, and NED reference frames in

the same figure.

Figure 2.2. Relation between the NED frame and the BODY frame.

Figure 2.3. Illustration of the ECI, ECEF, and NED reference frames.
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CHAPTER 3

FULL STATE FEEDBACK APPROACH

In this chapter, tracking control of surface vessels in the presence of parametric

uncertainties and additive periodic disturbances is considered. For estimation of envi-

ronmental forces, periodic disturbance estimation method inspired from Fourier series

expansion have been applied. Stability of the closed–loop system and the convergence

of the tracking error under the closed–loop operation are established via Lyapunov based

arguments. Simulation studies are provided to support the theoretical results and demon-

strate the effectiveness of the proposed method.

This chapter is organized as follows: Dynamic model of a 3 degree of freedom

surface vessel is represented in Section 3.1 while Section 3.2 shows the error system

development and the control design. In Section 3.3, stability analysis of the proposed

control strategy is presented. Numerical simulation results are presented in Section 3.4

and Section 3.5 contains concluding remarks.

3.1. System Model and Properties

The mathematical model for the dynamically positioned ship has the following

form (Fossen, 2002)

η̇ = Rν (3.1)

Mν̇ +Dν + τd = τ (3.2)

where η(t), ν(t) ∈ R3 denote the position and the velocity of the ship, respectively,

M ∈ R3×3 is the inertia matrix, D ∈ R3×3 is the damping matrix, τd(t) ∈ R3 de-

notes the uncertain additive periodic disturbance, τ(t) ∈ R3 is the vector of control

inputs and R(η) ∈ R3×3 represents the orthogonal rotation matrix between the Earth

and body–fixed coordinate frames. The position and velocity vectors are in the form

η , [ x (t) y (t) ψ (t) ]T and ν = [ νu (t) νv (t) νr (t) ]T , respectively, where x (t),
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y (t) ∈ R denote the translational positions, ψ (t) ∈ R is the rotation about yaw axes of

the ship, while νu (t), νv (t) ∈ R represent the translational velocities and νr (t) ∈ R is

the rotational velocity about the yaw axes.

After taking the time derivative of (3.1) and using the orthogonality property of

the rotation matrix, the following expression is obtained

ν̇ = RT (η̈ − ṘRT η̇). (3.3)

Therefore, (3.2) can be rewritten as

MRT (η̈ − ṘRT η̇) +DRT η̇ + τd = τ. (3.4)

In view of (3.4), the mathematical model of the ship consisting of the desired position

ηd(t) ∈ R3 and its time derivates can be written as follows

Ydθ = MRT (ηd)[η̈d − Ṙ(ηd)R
T (ηd)η̇d] +DRT (ηd)η̇d (3.5)

where Yd(ηd, η̇d, η̈d) ∈ R3×9 is a function of the desired position and its time derivatives

and θ ∈ R9 is an uncertain parameter vector.

3.2. Error System Development and Control Input Design

Our control objective is to make η(t) track a sufficiently smooth, bounded desired

trajectory under the restrictions that the dynamic model is uncertain and is subject to

additive uncertain periodic disturbances.

The position tracking error, denoted by z1(t) ∈ R3, is defined as

z1 , η − ηd. (3.6)

An auxiliary error, denoted by z2(t) ∈ R3, is defined as

z2 , ν − α (3.7)
12



where α(t) ∈ R3 is an auxiliary input like term designed as

α = RT (η̇d −K1z1) (3.8)

where K1 ∈ R3×3 is a positive definite diagonal control gain matrix. Substituting (3.7)

and (3.8) into the time derivative of (3.6) yields

ż1 = −K1z1 +Rz2 (3.9)

where (3.1) and orthogonality of R(η) were made use of. Following the footsteps of the

literature on backstepping based control design (Kokotovic, 1992), (Fossen and Strand,

1999b) for the stability analysis, a non–negative function, denoted by V1(t) ∈ R3, is

considered

V1 ,
1

2
zT1 z1. (3.10)

The time derivative of V1(t) is obtained as

V̇1 = −zT1 K1z1 + zT1 Rz2 (3.11)

where (3.9) was substituted.

To obtain the dynamics for z2(t), taking the time derivative of z2(t) yields

ż2 = ν̇ − α̇. (3.12)

The time derivative of (3.8) is taken to obtain

α̇ = ṘT (η̇d −K1z1) +RT (η̈d −K1ż1) (3.13)

which contains the time derivative of rotation matrix obtained as Ṙ = RS(νr) where

S(νr) ∈ R3×3 is a skew–symmetric matrix defined as

13



S (νr) ,


0 −νr 0

νr 0 0

0 0 0

 . (3.14)

By utilizing ST = −S, the time derivative of α is rearranged as

α̇ = −SRT η̇d + SRTK1z1 +RT η̈d −RTK1η̇ +RTK1η̇d. (3.15)

Premultiplying (3.12) with M and utilizing (3.2) and (3.15) yields

Mż2 = τ −Dν − τd +MSRT η̇d −MSRTK1z1

−MRT η̈d +MRTK1η̇ −MRTK1η̇d. (3.16)

To obtain a compact form of (3.16), W (η, ν, ηd, η̇d, η̈d) ∈ R3×p is introduced as

Wθ = Dν −MSRT η̇d +MSRTK1z1 +MRT η̈d

−MRTK1η̇ +MRTK1η̇d (3.17)

with which (3.16) is rewritten as

Mż2 = τ − τd −Wθ. (3.18)

In (3.17), θ is the same uncertain parameter vector introduced in (3.5).

Assumption 1 In view of the Fourier series expansion–like technique (Delibasi et al.,

2006), (Delibasi et al., 2010), the periodic disturbances are assumed to be written as

τd = ETTanh(z2) +
h∑
`=1

DT
` Cos(`z2) +

h∑
`=1

F T
` Sin(`z2) (3.19)

where E ∈ R3×3 is unknown, mean value disturbance weight matrix, D`, F` ∈ R3×3,

` = 1, .., h are constant matrices with unknown parameters and h ∈ R+ is harmonic limit
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of the approximation with ` = 1, .., h representing different error frequencies where the

vector forms of sinusoidal functions are obtained as

Tanh(z2) = [ tanh(z21) tanh(z22) tanh(z23) ]T (3.20)

Sin(`z2) = [ sin(`z21) sin(`z22) sin(`z23) ]T (3.21)

Cos(`z2) = [ cos(`z21) cos(`z22) cos(`z23) ]T (3.22)

for z2(t) = [ z21 z22 z23 ]T .

Substituting (3.19) into (3.18) yields

Mż2 = −Wθ + τ − ETTanh(z2)−
h∑
`=1

DT
` Cos(`z2)−

h∑
`=1

F T
` Sin(`z2). (3.23)

Based on the subsequent stability analysis, the control input is designed as

τ = −K2z2−RT z1 + Ydθ̂+ ÊTTanh(z2) +
h∑
`=1

D̂`

T
Cos(`z2) +

h∑
`=1

F̂`
T

Sin(`z2) (3.24)

where K2 ∈ R3×3 is a positive definite control gain matrix, θ̂(t) ∈ R9 is the estimate of

uncertain model parameters, Ê(t) ∈ R3×3, D̂`(t) ∈ R3×3, F̂`(t) ∈ R3×3 stand for the

estimates of E, D` and F` for ` = 1, .., h, respectively, and are designed as follows

˙̂
θ = −ΓY T

d z2 (3.25)

˙̂
E = −ϕTanh(z2)z

T
2 (3.26)

˙̂
D` = −ϕ`Cos(`z2)zT2 , ` = 1, .., h (3.27)

˙̂
F` = −ϕ`Sin(`z2)z

T
2 , ` = 1, .., h (3.28)

where Γ ∈ R9×9, ϕ, ϕ` ∈ R3×3 ` = 1, ..h are positive definite, diagonal adaptive gain

matrices. The flow diagram of the closed–loop system under the control input in (3.24) is

presented in Figure 3.1.

The terms in the control input design in (3.24) are now briefly discussed. The term−K2z2

is a feedback term while−RT z1 is introduced to cancel a cross term in Lyapunov analysis

that comes from the z1 dynamics as in (3.11). The adaptive term Ydθ̂ is designed to
15
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Figure 3.1. Flow diagram of the FSFB controller in (3.24).

compensate for the uncertain model parameters in an adaptive manner while the remaining

terms are for estimating the uncertain additive periodic disturbances.

After substituting (3.24) into (3.23), the closed–loop error system for z2 yields

Mż2 = − Wθ + Ydθ̂ −K2z2 −RT z1 − ẼTTanh(z2)

−
h∑
`=1

D̃T
` Cos(`z2)−

h∑
`=1

F̃ T
` Sin(`z2) (3.29)

where θ̃(t) ∈ R9, Ẽ(t), D̃`(t), F̃`(t) ∈ R3×3 ` = 1, .., h are defined as

θ̃ , θ − θ̂ (3.30)

Ẽ , E − Ê (3.31)

D̃` , D` − D̂` (3.32)

F̃` , F` − F̂`. (3.33)

To quantify the difference between the previously defined parametrizations Ydθ and Wθ,

the auxiliary term χ(·) ∈ R3 is defined as

χ , Ydθ −Wθ (3.34)

whose norm can be proven to be upper bounded as

‖χ‖ ≤ c1‖z1‖+ c2‖z2‖+ c3‖z1‖2 + c4‖z1‖‖z2‖ (3.35)
16



where c1, c2, c3, c4 ∈ R are positive bounding constants. In Appendix A, the bound of∥∥χ(t)
∥∥ in (3.35) is presented. In view of (3.34), (3.29) is obtained as

Mż2 = χ− Ydθ̃ −K2z2 −RT z1 − ẼTTanh(z2)

−
h∑
`=1

D̃T
` Cos(`z2)−

h∑
`=1

F̃ T
` Sin(`z2) (3.36)

where Ydθ was added and subtracted.

3.3. Stability Analysis

Theorem 3.3.1 The control input in (3.24) in conjunction with the adaptive update rule in

(3.25) and the estimation of the periodic disturbance parameters in (3.26)–(3.28) ensures

asymptotic stability of the closed–loop system in the sense that

∥∥z1(t)∥∥ ,∥∥z2(t)∥∥→ 0 as t→∞ (3.37)

provided that

min(λmin(K1), λmin(K2)) > max
(c1

2
+
c3V (0)

2δ
+ c4δ,

c1
2

+ c2 + c3δ +
c4V (0)

2δλmin(M)

)
(3.38)

is satisfied where δ is a positive damping constant and V (0) represents the initial value

of the subsequently designed Lyapunov function V (t).

Proof To prove the above result, the non–negative Lyapunov function, denoted with

V (z1, z2, θ̃, Ẽ, D̃k, F̃`) ∈ R, is defined as

V , V1 +
1

2
zT2 Mz2 +

1

2
θ̃TΓ−1θ̃ +

1

2
tr{ẼTϕ−1Ẽ}

+
1

2
tr


h∑
`=1

D̃T
` ϕ
−1
` D̃`

+
1

2
tr


h∑
`=1

F̃ T
` ϕ
−1
` F̃`

 (3.39)

where tr{·} is the trace operator. The time derivative of the Lyapunov function (3.39) is

obtained as
17



V̇ = V̇1 + zT2 Mż2 + θ̃TΓ−1 ˙̃θ + tr{ẼTϕ−1 ˙̃E}

+tr


h∑
`=1

D̃T
` ϕ
−1
`

˙̃D`

+ tr


h∑
`=1

F̃ T
` ϕ
−1
`

˙̃F`

 . (3.40)

Utilizing (3.11), (3.36) and the time derivatives of (3.30)–(3.33) along with θ, E, D`, F`

being constant and the update rules in (3.25)–(3.28) yields

V̇ = −zT1 K1z1 + zT1 Rz2 + zT2

[
χ− Ydθ̃ −K2z2 −RT z1 − ẼTTanh(z2)

−
h∑
`=1

D̃T
` Cos(`z2)−

h∑
`=1

F̃ T
` Sin(`z2)

]
+ θ̃TY T

d z2 + tr{ẼTTanh(z2)z
T
2 }

+tr


h∑
`=1

D̃T
` Cos(`z2)zT2

+ tr


h∑
`=1

F̃ T
` Sin(`z2)z

T
2

 . (3.41)

Canceling common terms and by using the trace property tr{aT bcT} = tr{cTaT b}, V̇ is

rearranged as

V̇ = −zT1 K1z1 + zT2 χ− zT2 K2z2. (3.42)

By utilizing (3.35), the upper bound for the right hand side of (3.42) can be obtained as

V̇ ≤ −λmin{K1}‖z1‖2 − λmin{K2}‖z2‖2 + c1‖z1‖‖z2‖+ c2‖z2‖2

+c3‖z1‖2‖z2‖+ c4‖z1‖‖z2‖2 (3.43)

and utilizing Young’s inequality yields

V̇ ≤ −λmin{(K1)}‖z1‖2 − λmin{(K2)}‖z2‖2 +
c1
2
‖z1‖2 +

c1
2
‖z2‖2

+c2‖z2‖2 +
c3
4δ
‖z1‖4 + c3δ‖z2‖2 +

c4
4δ
‖z2‖4 + c4δ‖z1‖2 . (3.44)

Combining the common terms results in

V̇ ≤ −
[
λmin(K1)−

c1
2
− c3

4δ
‖z1‖2 − c4δ

]
‖z1‖2

−
[
λmin(K2)−

c1
2
− c2 − c3δ −

c4
4δ
‖z2‖2

]
‖z2‖2 . (3.45)
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In view of (3.11) and (3.39), a more conservative bound can be obtained as

V̇ ≤ −
[
λmin(K1)−

c1
2
− c3

4δ
2V (t)− c4δ

]
‖z1‖2

−
[
λmin(K2)−

c1
2
− c2 − c3δ −

c4
4δ

2V (t)

λmin(M)

]
‖z2‖2 (3.46)

and provided that

min(λmin(K1), λmin(K2))−max
(c1

2
+
c3V

2δ
+ c4δ,

c1
2

+ c2 + c3δ +
c4V

2δλmin(M)

)
> 0

(3.47)

is satisfied then

V̇ ≤ −β(‖z1‖2 +‖z2‖2) (3.48)

for some β > 0. Since the maximum value V (t) can take is its initial value V (0), from

(3.47), a more conservative gain condition is obtained as

min(λmin(K1), λmin(K2)) > max
(c1

2
+
c3V (0)

2δ
+ c4δ,

c1
2

+ c2 + c3δ +
c4V (0)

2δλmin(M)

)
.

(3.49)

From the structures of (3.39) and (3.48), provided (3.49) is satisfied then V (t) ∈ L∞
and thus z1(t), z2(t), θ̃(t), Ẽ(t), D̃`(t), F̃`(t), ` = 1, .., h are bounded. These bounded-

ness statements can be used with the boundedness of the desired trajectory and its time

derivatives to prove that η(t), α(t) ∈ L∞ and thus ν(t) and ż1(t) are bounded. In view

of (3.30)–(3.33), θ̂(t), Ê(t), D̂`(t), F̂`(t), ` = 1, .., h are bounded thus τ(t) in (3.24) is

bounded. These boundedness statements are used along with (3.23) to prove ż2(t) ∈ L∞.

Integrating (3.48) in time guarantees z1(t), z2(t) ∈ L2. Since z1(t), z2(t) ∈ L2 and

z1(t), z2(t), ż1(t), ż2(t) ∈ L∞, from Barbalat’s Lemma (Khalil, 2002), the convergence

result in (3.37) is ensured.

3.4. Numerical Simulation Results

To validate the performance of the proposed adaptive controller along with the

periodic disturbance estimation method, numerical simulations were conducted for tra-
19



jectory tracking problem of a ship model. The parameters of the inertia and damping

matrices in the ship model in (3.2) are taken from (Fossen and Grovlen, 1998) as

M =


1.0852 0 0

0 2.0575 −0.4087

0 −0.4087 0.2153

 , D =


0.08656 0 0

0 0.0762 0.1510

0 0.0151 0.0031

 (3.50)

and the system was considered to be perturbed by sinusoidal disturbance of the form

τd(t) =


sin(t)

sin(t)

sin(t)

 . (3.51)

The desired trajectory was selected as

ηd =


10 sin(0.2t)(1− exp(−0.3t3))[m]

10 cos(0.2t)(1− exp(−0.3t3))[m]

5 sin(0.2t)(1− exp(−0.3t3))[deg]

 (3.52)

while the initial positions were adjusted as η(0) = [ 1 −1 1 ]T and the initial velocities

were set to zero. Several numerical simulations were conducted for different values of

harmonic limit h. The controller gains were adjusted to

K1 = diag{ 1.75 1.75 1.75 }

K2 = diag{ 15.01 15.01 15.01 }

Γ = 10I9

ϕ = 10I3

ϕ` = 10I3, ` = 1, .., h. (3.53)

The results for h = 3 are presented in Figures 3.2–3.7. Figures 3.2 illustrates the position

tracking error z1(t). Comparison of the entries of actual position η(t) and desired position

ηd(t) is shown in Figure 3.3 while the actual and desired position presented in xy plane is

displayed in Figure 3.4. Figures 3.5 and 3.6 present the auxiliary error z2(t) and the input
20



torque τ(t), respectively while the entries of the parameter estimate vector are presented

in Figure 3.7. From Figure 3.2, it is clear that the tracking objective is met.

Additionally, for h = 0, 1, 3, 5, simulations were run and L2 norms and maximum

values of the entries of z1 were evaluated and presented in Table 3.1. In all of these

numerical simulations, the tracking control objective was met. From the results given in

Table 3.1, it is clear that as h increases, the L2 norm of the entries of the tracking error

decreases.
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Figure 3.2. Position tracking error z1(t).

3.5. Evaluation of the Method

In this chapter, a robust adaptive control design supported with periodic distur-

bance estimation method was utilized for position tracking control of unmanned surface

vessels. Backstepping control was utilized in the control design while the disturbance

estimation was realized via a Fourier series expansion like method. Lyapunov based ar-

guments were utilized to prove that the designed controller guarantees the convergence

of the tracking error in the presence of parametric uncertainties and unknown periodic

external disturbances. The presented theoretical results were supported with simulation

21



0 5 10 15 20 25 30 35 40 45 50

-5

0

5

10

[m
]

Actual and desired position along x-axis

0 5 10 15 20 25 30 35 40 45 50

-5

0

5

[m
]

Actual and desired position along y-axis

0 5 10 15 20 25 30 35 40 45 50

Time[sec]

-4

-2

0

2

4

[d
e

g
]

Actual and desired position along yaw direction

Actual

Desired

Figure 3.3. Comparison of the actual position η(t) and the desired position ηd(t).

studies. In these studies, the system was considered to be disturbed by sinusoidal per-

turbations in (3.51). Different simulation studies were conducted for different values of

harmonic limit and it was observed that the designed controller can be efficiently used to

meet the control objectives.
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Figure 3.4. Actual position η(t) and desired position ηd(t) presented in xy plane.
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Figure 3.5. Auxiliary error z2(t).
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Figure 3.6. Control input torque τ(t).
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Figure 3.7. Estimations of the entries of M and D matrices.
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Table 3.1. Comparison table for different harmonic limits of the approximation.

Harmonic Limit States max value of z1 L2 norm of z1 max|τi(t)|

h = 0
Linear position x 1.0030 0.6720 12.8266
Linear position y 0.2575 0.7613 38.0131

Yaw angle ψ 1 0.5644 8.0638

h = 1
Linear position x 1.0030 0.6530 12.8019
Linear position y 0.1259 0.6963 38.7162

Yaw angle ψ 1 0.5594 8.1577

h = 3
Linear position x 1.0029 0.6454 12.6860
Linear position y 0.0633 0.6779 39.9905

Yaw angle ψ 1 0.5564 8.1688

h = 5
Linear position x 1.0029 0.6427 12.6138
Linear position y 0.0294 0.6692 41.7399

Yaw angle ψ 1 0.5548 8.0400
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CHAPTER 4

OUTPUT FEEDBACK APPROACH

This chapter1 concentrates on output feedback trajectory tracking control of ma-

rine vehicles with dynamical uncertainties. The system under consideration, due to the

natural response of oceanic waves, is again considered to be subject to periodic exter-

nal disturbances. The output feedback structure of the proposed controller algorithm is

established via a novel nonlinear model free observer in conjunction with a Fourier se-

ries expansion like periodic disturbance estimator. Lyapunov based arguments have been

utilized in order to prove the stability of the closed–loop system and the convergence of

the tracking and unmeasured state observation errors. Performance demonstration and

viability of the proposed method are realized via numerical simulations.

This chapter is organized as follows: Dynamic model of the ship and problem

formulation along with error system development are given in Sections 4.1 and 4.2, re-

spectively. Observer–controller design is explained in Section 4.3 while Lyapunov type

stability is represented in Section 4.4. Sections 4.5 and 4.6 contain numerical simulation

results and conclusions, respectively.

4.1. System Model and Properties

In this section, the dynamic model of the marine vessel will be given which after

some straightforward mathematical manipulations will be put in a robot manipulator dy-

namic model like form along with some important properties that will be utilized in the

rest of the derivations. The mathematical model for the dynamically positioned ship is

considered to be of the following form (Fossen, 2002)

1For the completeness and compactness of this chapter, some definitions and model properties are
repeated.
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η̇ = Rν (4.1)

Mν̇ +Dν + d = τ (4.2)

where η (t), ν (t) ∈ R3 represent the position and the velocity of the ship, respectively,

M ∈ R3×3 is the constant, positive definite, symmetric, mass inertia matrix, D ∈ R3×3 is

the constant, damping matrix, d (t) ∈ R3 is additive, periodic disturbances, τ (t) ∈ R3 is

the control input, and R (ψ) ∈ SO(3) represents the orthogonal rotation matrix between

the Earth and body–fixed coordinate frames. The position and velocity vectors are in the

form η , [ x (t) y (t) ψ (t) ]T and ν = [ νu (t) νv (t) νr (t) ]T , respectively, where

x (t), y (t) ∈ R denote the translational positions, ψ (t) ∈ R is the rotation about yaw axes

of the ship, while νu (t), νv (t) ∈ R represent the translational velocities and νr (t) ∈ R

is the rotational velocity about the yaw axes. The above mentioned system matrices have

following structural forms

M =


m11 0 0

0 m22 m23

0 m23 m33

 , D =


d11 0 0

0 d22 d23

0 d32 d33

 (4.3)

where their entries are constant and rotation matrix R (ψ) has the form

R (ψ) =


cos (ψ) − sin (ψ) 0

sin (ψ) cos (ψ) 0

0 0 1

 . (4.4)

After substituting (4.1) and its time derivative into (4.2) and making use of R−1 = RT , a

compact representation of the mathematical model of the marine vessel can be obtained

as

Jη̈ + Cη̇ + F η̇ + τd = τ ∗ (4.5)

where J (η), C (η, η̇), F (η) ∈ R3×3 and the control input τ ∗ (t) ∈ R3 are defined as

J , RMRT , C , RMṘT , F , RDRT , τd , Rd , τ ∗ , Rτ. (4.6)
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The compact model in (4.5) is sometimes referred to as robot–like model due to its presen-

tation being similar to standard robot manipulator dynamic models. The dynamic model

given by (4.5) satisfies the following standard model properties.

Property 1 The matrix J (η) is symmetric, positive definite and has lower and upper

bounds as (Fossen, 2002)

mlI3 ≤ J ≤ muI3 (4.7)

where ml and mu are known, positive constants and I3 ∈ R3×3 is the standard identity

matrix. Likewise, J−1 (η) satisfies below inequalities

1

mu

I3 ≤ J−1 ≤ 1

ml

I3. (4.8)

Property 2 The matrices J (η) andC (η, η̇) satisfy the given skew–symmetry relationship

(Fossen, 2002)

ξT
(

1

2
J̇ (η)− C (η, η̇)

)
ξ = 0 ∀ξ ∈ R3. (4.9)

Property 3 The dynamic term C(η, η̇) has the given relationship

C(ϑ, %)κ = C(ϑ, κ)% ∀ϑ, %, κ ∈ R3. (4.10)

Property 4 The dynamics terms J(η), C(η, η̇), F (η) have following upper bounds

∥∥J(ϑ)− J(%)
∥∥
i∞ ≤ ζj1‖ϑ− %‖ (4.11)∥∥J−1(ϑ)− J−1(%)
∥∥
i∞ ≤ ζj2‖ϑ− %‖ (4.12)∥∥C(ϑ, %)
∥∥
i∞ ≤ ζc1‖%‖ (4.13)∥∥C(ϑ, %)− C(κ, %)
∥∥
i∞ ≤ ζc2‖%‖‖ϑ− κ‖ (4.14)∥∥F (ϑ)
∥∥
i∞ ≤ ζf1 (4.15)∥∥F (ϑ)− F (%)
∥∥
i∞ ≤ ζf2‖ϑ− %‖ (4.16)

where ϑ, %, κ ∈ R3, ζj1, ζj2, ζc1, ζc2, ζf1, ζf2 ∈ R are positive constants and
∥∥(·)

∥∥
i∞ is the

induced infinity norm.
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Property 5 The left hand side of (4.5) can be partitioned as (Aksoy et al., 2017)

J (η) η̈ + C (η, η̇) η̇ + F (η) η̇ + τd = Y (η, η̇, η̈) θ + γ (4.17)

where Y (η, η̇, η̈) ∈ R3×9 denotes the regression matrix, θ ∈ R9 is a constant vector

containing system parameters introduced in (4.3) and is defined as

θ , [ m11 m22 m23 m33 d11 d22 d23 d32 d33 ]T (4.18)

and γ (t) ∈ R3 includes periodic disturbance effects. Additionally desired version of

(4.17) can be introduced as

J (ηd) η̈d + C (ηd, η̇d) η̇d + F (ηd) η̇d + τd = Yd (ηd, η̇d, η̈d) θ + γ (4.19)

in which Yd (ηd, η̇d, η̈d) ∈ R3×9 is a function of the desired position ηd (t) ∈ R3 and its

time derivatives while the remaining terms are same as in (4.17).

4.2. Problem Formulation and Error System Development

In this section, the control problem along with the model constraints and also the

error system development will be presented. The main control objective is to ensure that

the position vector will track desired position vector despite anomalies in the mathemati-

cal model of the marine vessel. Specifically, the mathematical model in (4.2) (and thus its

compact form in (4.5)) is uncertain due to presence of uncertain model parameters (i.e.,

θ in (4.17) or (4.19) is unknown) and also due to the periodic disturbance vector d. The

control problem is further complicated by the velocity vector ν (t) being unavailable for

control design. The subsequent development requires the desired trajectory to be designed

as sufficiently smooth.

To quantify the main control objective, a tracking error, denoted by e (t) ∈ R3, is

defined as

e , ηd − η. (4.20)
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To deal with the restriction of velocity measurements being unavailable, in this chapter,

an observer based strategy will be employed. Specifically, a velocity observer, denoted by

˙̂η (t) ∈ R3, will be introduced in the subsequent sections and to quantify the observation

error, velocity observation error, shown with ˙̃η (t) ∈ R3, and the corresponding position

observation error, represented by η̃ (t) ∈ R3, are defined in the following manner

˙̃η , η̇ − ˙̂η (4.21)

η̃ , η − η̂ (4.22)

where η̂ (t) ∈ R3 is the observed position.

To ease the presentation of the subsequent design and, at the same time, to have

only first time derivatives in the accompanying stability analysis, two auxiliary errors,

namely filtered position tracking error r (t) ∈ R3 and filtered velocity observation error

s (t) ∈ R3, are introduced

r , ė+ µe (4.23)

s , ˙̃η + µη̃ (4.24)

with µ ∈ R being a constant, positive gain. It is easy to notice that due to the need of η̇

for them to be computed, neither r (t) nor s (t) are available. However, it is easy practice

to show that

r + s = η̇d − ˙̂η + µ (ηd − η̂) (4.25)

where all the signals at the right hand side being available.

Following property imposed on the periodic perturbation introduced in Property 5

is essential for the subsequent development.

Property 6 The periodic disturbance term γ (t) can be modeled as (Aksoy et al., 2017)

γ = ETTanh (e) +
h∑
`=1

DT
` Sin (`e) (4.26)
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in which h ∈ R+ represents the harmonic limit and E = diag{ E1 E2 E3 }, D` =

diag{ D`1 D`2 D`3 } ∈ R3×3, ` = 1, · · · , h are unknown, constant, diagonal matrices

standing for the mean value of the disturbance weights and contributions of different error

frequencies, respectively, and

Tanh (e) = [ tanh (e1) tanh (e2) tanh (e3) ]T (4.27)

Sin (`e) = [ sin (`e1) sin (`e2) sin (`e3) ]T (4.28)

for e = [ e1 e2 e3 ]T .

4.3. Observer–Controller Couple Design

In this section, the velocity observer and the control input fused with periodic

disturbance estimation component will be designed, and the closed–loop error systems

for both tracking error and velocity observation will be obtained.

4.3.1. Controller Design

Based on the subsequent stability analysis, the control input τ ∗ is designed as

follows

τ ∗ = Ydθ̂+Kpe+Kc

(
η̇d − ˙̂η

)
+µKc (ηd − η̂) + ÊTTanh (e) +

h∑
`=1

D̂T
` Sin (`e) (4.29)

where θ̂ (t) ∈ R9, Ê (t) ∈ R3×3 and D̂` (t) ∈ R3×3 stand for the estimates of θ, E and

D`, respectively, and are updated adaptively as

θ̂ (t) = Proj
{

Γ

∫ t

0

[
µY T

d (σ) e (σ)− dY T
d (σ)

dσ
e (σ)

]
dσ

+Γ
[
Y T
d (t) e (t)− Y T

d (0) e (0)
]}

(4.30)

Ê (t) = Ψ

∫ t

0

µde (σ) dtanh (σ) dσ + Ψdln (t)−Ψdln (0) (4.31)

D̂` (t) = Ψ`

∫ t

0

µde (σ) dsin (σ) dσ − 1

`
Ψ`dcos (t) +

1

`
Ψ`dcos (0) (4.32)
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in which Proj : R9 → R9 is a projection operator2, Γ ∈ R9×9, Ψ ∈ R3×3, Ψ` ∈ R3×3

for ` = 1, · · · , h are constant, diagonal, positive definite adaptation gain matrices, de (t),

dtanh (t), dcos (t), dsin (t), dln (t) ∈ R3×3 are defined as

de , diag{ e1 e2 e3 } (4.33)

dtanh , diag{ tanh (e1) tanh (e2) tanh (e3) } (4.34)

dcos , diag{ cos (`e1) cos (`e2) cos (`e3) } (4.35)

dsin , diag{ sin (`e1) sin (`e2) sin (`e3) } (4.36)

dln , diag{ ln
(
cosh (`e1)

)
ln
(
cosh (`e2)

)
ln
(
cosh (`e3)

) }. (4.37)

The flow diagram of the controller in (4.29) is given in Figure 4.1.

+ Controller Surface vessel

Disturbances

e

Adaptive Rule

Observer

Disturbance
Estimator

τηd
+

η

−

η

Figure 4.1. Flow diagram of the OFB controller in (4.29).

The terms in the control input design in (4.29) are now briefly discussed. The termsKpe+

Kc(η̇d − ˙̂η) + µKc(ηd − η̂) are feedback components. The adaptive term Ydθ̂ is designed

to compensate for uncertain model parameters adaptively while the other terms are for

estimating the uncertain periodic disturbances. After premultiplying time derivative of

(4.23) with J (η), utilizing (4.5) and (4.23), dynamics of r (t) is found as

Jṙ = −Cr + Ysθ + γ − τ ∗ (4.38)

where Ys (e, ė, ηd, η̇d, η̈d) ∈ R3×9 is a regressor matrix obtained from

2In (4.30), the projection algorithm is used to ensure the boundedness of θ̂ (t) and its time derivative
since required by the subsequent stability analysis.
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Ysθ + γ = J(η) (η̈d + µė) + C(η, η̇) (η̇d + µe) + F (η)η̇ + τd. (4.39)

Substituting the control input in (4.29) into (4.38) yields the following closed–loop error

dynamics for r (t)

Jṙ = −Cr + χ−Kpe−Kc (r + s) + Ydθ̃ + ẼTanh (e) +
h∑
`=1

D̃`Sin (`e) (4.40)

in which θ̃ (t) ∈ R9, Ẽ (t) ∈ R3×3, D̃` (t) ∈ R3×3 are parameter estimation errors defined

as

θ̃ , θ − θ̂ (4.41)

Ẽ , E − Ê (4.42)

D̃` , D` − D̂` (4.43)

and χ (t) ∈ R3 is an auxiliary term defined as

χ , Ysθ − Ydθ (4.44)

which can be upper bounded as

‖χ‖ ≤ ρ1‖e‖+ ρ2‖r‖ (4.45)

where ρ1
(
‖e‖
)
, ρ2

(
‖e‖
)
∈ R being known, positive bounding functions. In Appendix

A, the bound of
∥∥χ(t)

∥∥ in (4.45) is presented.

4.3.2. Observer Design

The velocity observer is updated according to

˙̂η = p+K0η̃ −Kce (4.46)

ṗ = K1Sgn (η̃) +K2η̃ − µKce (4.47)
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in which p (t) ∈ R3 is an auxiliary filter vector, Sgn (η̃) ∈ R3 is the vector form of the

signum function, and K0, K1, K2, Kc ∈ R3×3 are constant, diagonal, positive definite

gain matrices. Substituting (4.47) into the time derivative of (4.46) results in

¨̂η = K1Sgn (η̃) +K2η̃ +K0
˙̃η −Kcr (4.48)

where (4.23) was made use of as well. By utilizing (4.5) and (4.48), the time derivative

of (4.21) is obtained as

¨̃η = N −K1Sgn(η̃)−K2η̃ −K0
˙̃η +Kcr (4.49)

where N (t) ∈ R3 is defined as

N , J−1 (τ ∗ − Cη̇ − F η̇ − τd) (4.50)

which can be separated as sum of two terms

N = Nd +Nb (4.51)

with Nd (t), Nb (t) ∈ R3 being defined as

Nd , η̈d − J−1 (ηd)Ydθ̃ (4.52)

Nb ,
[
J−1 (ηd)− J−1 (η)

] (
Ydθ̃ − J (ηd) η̈d

)
+J−1 (η)

Kpe+Kc (r + s)− ẼTanh (e)−
h∑
`=1

D̃`Sin (`e)


+J−1 (η)

[
C (ηd, η̇d) η̇d − C (η, η̇) η̇ + F (ηd) η̇d − F (η) η̇

]
. (4.53)

Utilizing the fact that desired trajectory is sufficiently smooth, Property 1 and the output

of the projection operator being bounded yieldNd (t) and its time derivative can be proven

to be bounded. Based on its structure in (4.53), Nb (t) can be shown to be upper bounded

as
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‖Nb‖ ≤ ρ01‖e‖+ ρ02‖r‖+ ρ03‖e‖‖r‖+ ρ04‖r‖2 + ρ05‖s‖ (4.54)

where ρ01, ρ02, ρ03, ρ04, ρ05 are known, positive bounding constants. In Appendix A, the

bound of
∥∥Nb(t)

∥∥ in (4.54) is presented.

After substituting (4.49) into the time derivative of (4.24) and utilizing (4.51)–

(4.53), dynamics for s (t) is found as

ṡ = Nd +Nb −K1Sgn (η̃)−K2η̃ −K0
˙̃η +Kcr + µ ˙̃η (4.55)

and selecting the gains µ, K0 and K2 to satisfy

µ (K0 − µI3) = K2 (4.56)

then following form is reached

ṡ = Nd +Nb −K1Sgn (η̃)− 1

µ
K2s+Kcr. (4.57)

4.4. Stability Analysis

The stability of the closed–loop system under the designed observer–controller

couple is analyzed.

Theorem 4.4.1 The velocity observer design in (4.46)–(4.47), the control input in (4.29)

in conjunction with the adaptive update rule in (4.30) and the estimation of the periodic

disturbance parameters in (4.31)–(4.32) ensures asymptotic stability in the sense that

‖e (t) ‖ , ‖ ˙̃η (t) ‖ → 0 as t→∞ (4.58)

provided that the observer gain is selected to satisfy (4.56), µλmin{Kp} ≥ 1 is ensured,

and Kc and K2 are designed as

Kc =
(
1 + ρ2 + knρ

2
1

)
I3 (4.59)

K2 = µ
(

1 + ρ05 + kn
(
ρ201 + ρ202 + ρ203 + ρ204

))
I3 (4.60)
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with kn ∈ R being a nonlinear damping gain chosen to satisfy the following inequality

kn >
1

2

(
1 +

λ2
2λ1
‖z (0) ‖2

)
(4.61)

in which positive bounding constants λ1, λ2 ∈ R and combined error vector z (t) ∈
R(22+3h)×1 are defined as

λ1 ,
1

2
min{1,m1, λmin{Kp}, λmin{Γ−1}, λmin{Ψ−1}, λmin{Ψ−1` }} (4.62)

λ2 ,
1

2
max{2,m2, λmax{Kp}, λmax{Γ−1}, λmax{Ψ−1}, λmax{Ψ−1` }} (4.63)

z ,

[
sT rT eT

√
P θ̃T υT

Ẽ
υT
D̃`

]T
(4.64)

where υẼ (t) ∈ R3 and υD̃`
(t) ∈ R3h are defined as

υẼ ,

[
Ẽ1 Ẽ2 Ẽ3

]T
(4.65)

υD̃`
,

[
D̃11 D̃12 D̃13 · · · D̃h1 D̃h2 D̃h3

]T
. (4.66)

Proof To prove the theorem, a non–negative Lyapunov function, denoted by V (t) ∈ R,

is defined as

V ,
1

2
sT s+ P +

1

2
rTJr +

1

2
eTKpe+

1

2
θ̃TΓ−1θ̃

+
1

2
tr{ẼTΨ−1Ẽ}+

1

2
tr
{ h∑

`=1

D̃`Ψ
−1
` D̃`

}
(4.67)

where tr{·} is the trace operation and P (t) ∈ R is defined as

P , ζ0 −
∫ t

0

w0 (σ) dσ (4.68)

in which w0 (t), ζ0 ∈ R are defined as3

3Subscript i represents the ith entry of a column vector or the ith diagonal entry of a matrix.
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w0 , sT
(
Nd −K1Sgn (η̃)

)
(4.69)

ζ0 ,
3∑
i=1

K1i|η̃i (0) | − η̃T (0)Nd (0) . (4.70)

If the entries of K1 are selected to satisfy following constraint

K1i ≥ |Ndi (t) |+
1

µ
|Ṅdi (t) | ∀t ∈ R, i = 1, 2, 3 (4.71)

then P (t) is non–negative (Xian et al., 2004), (Zergeroglu et al., 2017). Therefore, V (t)

is a Lyapunov function and can be upper and lower bounded as

λ1‖q‖2 ≤ λ1‖z‖2 ≤ V ≤ λ2‖z‖2 (4.72)

where q (t) ∈ R9 is defined as

q ,

[
sT rT eT

]T
. (4.73)

After taking the time derivative of (4.67), utilizing (4.23), time derivatives of (4.30)–

(4.32) and (4.40)–(4.43), (4.57), Property 2, and time derivative of (4.68), V̇ is obtained

in a more compact form as

V̇ = sT
(
Nb −

1

µ
K2s

)
+ rT (χ−Kcr)− µeTKpe. (4.74)

Using the bounds of Nb in (4.54) and χ in (4.45) yields

V̇ ≤ −‖s‖2 − ‖r‖2 − µλmin{Kp}‖e‖2 +
(
ρ01‖s‖‖e‖ − knρ201‖s‖2

)
+
(
ρ02‖s‖‖r‖ − knρ202‖s‖2

)
+
(
ρ03‖s‖‖r‖‖e‖ − knρ203‖s‖2

)
+
(
ρ04‖r‖2‖s‖ − knρ204‖s‖2

)
+
(
ρ1‖r‖‖e‖ − knρ21‖r‖2

)
(4.75)

and after completing the squares in the bracketed terms it can be restated as

V̇ ≤ −
(
µλmin{Kp} −

1

2kn
− 1

4kn
‖r‖2

)
‖e‖2

−
(

1− 1

4kn
− 1

4kn
‖r‖2

)
‖r‖2 − ‖s‖2. (4.76)

37



In view of (4.73), a more conservative upper bound of (4.76) can be obtained as

V̇ ≤ −
[

1− 1

2kn

(
1 +

1

2
‖q‖2

)]
‖q‖2 (4.77)

and for negativeness of V̇ , the square bracketed term must satisfy the following condition

1− 1

2kn

(
1 +

1

2
‖q‖2

)
> 0 (4.78)

which in view of (4.72) can be restated as

1− 1

2kn

(
1 +

V (t)

2λ1

)
> 0. (4.79)

Thus, the right hand side of (4.77) can be rewritten as

V̇ ≤ −β‖q‖2 provided that 2kn > 1 +
V (t)

2λ1
(4.80)

where β ∈ R is a positive constant varying between 0 < β ≤ 1. A more conservative

bound can be obtained as in (4.61) when (4.72) is made use of.

Since V (t) is positive definite and its time derivative is negative, we can conclude

that V (t) is bounded thus, from its definition in (4.67), P (t), e (t), r (t), s (t), θ̃ (t),

D̃` (t), Ẽ (t) ∈ L∞. By using standard signal chasing arguments, boundedness of all

the signals under the closed–loop system can be proven. After integrating (4.80) in time,

q (t) ∈ L2, therefore e (t), ˙̃η (t) ∈ L2 can be proven. Finally by using Barbalat’s Lemma

(Khalil, 2002), asymptotic convergence of the position tracking error and the velocity

observer error to the origin is proven.

4.5. Numerical Simulation Results

To illustrate the performance of the proposed observer–controller couple along

with the periodic disturbance estimation method, numerical simulations were performed.
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The parameters of the dynamic terms in the ship model (4.2) were selected as (Fossen and

Grovlen, 1998)

M =


1.0852 0 0

0 2.0575 −0.4087

0 −0.4087 0.2153

 , D =


0.08656 0 0

0 0.0762 0.1510

0 0.0151 0.0031

 (4.81)

and the system was considered to be disturbed by sinusoidal perturbation of the form

d(t) =


sin(t)

sin(t)

sin(t)

 . (4.82)

The desired position of the ship was chosen as

ηd =


10 sin (0.2t) [m]

10 cos (0.2t) [m]

5 sin (0.2t) [deg]

 (4.83)

and the initial position was adjusted as η (0) =

[
1 [m] −1 [m] 1 [deg]

]T
while the

initial velocity was set to zero. Several numerical simulations were conducted for different

values of harmonic limit h. The controller–observer gains were adjusted to

µ = 2

Γ = I9

Kp = diag{ 2 1.51 1.45 }

K0 = diag{ 22 25 21 }

K1 = diag{ 20 25 21 }

Kc = diag{ 2 5 2 }

Ψ = diag{ 40 2 2 }

Ψ` =


diag{ 20 2 2 } ` < 5

diag{ 30 20 4 } ` = 5.
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The results are shown for h = 3 in Figures 4.2–4.9. Figures 4.2 illustrates the position

tracking error e(t). Comparison of the entries of actual position η(t) and desired position

ηd(t) is shown in Figure 4.3 while the actual and desired position presented in xy plane

is displayed in Figure 4.4. The position observation error η̃ (t) is presented in Figure

4.5 while Figures 4.6 and 4.7 show the actual and observed position, respectively. The

control input τ ∗ (t) is presented in Figure 4.8. The estimations of the entries of M and D

matrices in (4.18) are shown in Figure 4.9. From Figure 4.2, it is seen that the tracking

control objective was achieved.
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Figure 4.2. Position tracking error e(t).

Additionally, for different values of harmonic limit (i.e., h = 0, 1, 3, 5), numerical

simulations were conducted. In all of these numerical simulations, the tracking control

objective was met. Maximum value of e (t) and τ ∗ (t), also L2 of norm of e (t) were

calculated and presented in Table 4.1. Based on the results given in this table, it is clearly

seen that when h increases, L2 norm of e (t) decreases.
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Figure 4.3. Comparison of the actual position η(t) and the desired position ηd(t).

4.6. Evaluation of the Method

An output feedback robust adaptive control design supported with periodic dis-

turbance estimation was addressed for the position tracking control of unmanned surface

vessels in this chapter. The lack of velocity measurements was compensated via a nonlin-

ear velocity observer design while a Fourier series expansion like method was utilized for

periodic disturbance estimation. To guarantee the convergence of the tracking error and

velocity observation error under the closed–loop operation, Lyapunov based arguments

were utilized. The theoretical results were supported with numerical simulations realized

for the case that marine vessel was disturbed by sinusoidal perturbations in (4.82). In

these simulations, it was observed that the proposed controller can be used to provide

position control of marine vessels efficiently. Effect of the change of harmonic limits on

the control performance was also examined and presented in a detailed manner in these

simulation studies.
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Figure 4.4. Actual position η(t) and desired position ηd(t) presented in xy plane.
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Figure 4.5. Position observation error η̃(t).
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Figure 4.6. Comparison of the actual position η(t) and the observed position η̂(t).
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Figure 4.7. Actual position η(t) and observed position η̂(t) presented in xy plane.
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Figure 4.8. Control input torque τ ∗(t).
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Table 4.1. Comparison table for different harmonic limits of the approximation.

Harmonic Limit States max value of e(t) L2 norm of e(t) max|τ ∗i (t)|

h = 0
Linear position x 0.5714 1.2114 43.2470
Linear position y 11 5.1227 611.5837

Yaw angle ψ 1.2420 1.2230 24.0726

h = 1
Linear position x 0.4878 1.1178 40.2028
Linear position y 11 5.0303 611.5926

Yaw angle ψ 1.2436 1.1783 26.5673

h = 3
Linear position x 0.3012 1.0918 53.6611
Linear position y 11 4.9982 611.5926

Yaw angle ψ 1.2024 1.1158 25.5485

h = 5
Linear position x 0.2903 0.9058 8.6887
Linear position y 11 4.9669 611.6722

Yaw angle ψ 1.3105 1.1144 28.1314
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CHAPTER 5

CONCLUSIONS AND FUTURE WORKS

In this thesis, tracking control of marine vessels subject to model anomalies such

as parametric uncertainties and additive environmental disturbances was investigated. The

disturbances were considered to be periodic but its period is unknown. Two controllers

were designed based on the availability of velocity feedback.

Firstly, in Chapter 3, a backstepping controller was designed for position tracking

control of surface vessels when all states (i.e., position and velocity) were measurable.

To compensate for the unknown periodic disturbances, the method inspired from Fourier

series was preferred. Stability of the closed–loop system was investigated via Lyapunov

type arguments and asymptotic stability was ensured. With numerical simulation results,

efficacy of the controller was presented. For different harmonic limit approximations

of the series expansion, it was observed that better results were obtained for increasing

harmonic limit values.

Secondly, in Chapter 4, the lack of velocity measurements in addition to the model

anomalies of parametric uncertainties and environmental forces were coped with robust

adaptive output feedback control design fused with the periodic disturbance estimation

method. With Lyapunov type tools, asymptotic stability was proven. The theoretical

results were supported with numerical simulations and it was observed that this designed

controller was a good compromise between the parametric uncertainties, disturbances,

and the absence of velocity measurements.

When compared with the state of the art research in control of marine vessels,

the periodic disturbance estimation method is firstly applied for control of ships in this

thesis. The closest method in the literature when dealing with the periodic disturbances

is repetitive learning controllers. However, repetitive learning controllers rely on accu-

rate knowledge of the period of the uncertainties and when the period is uncertain, which

is the case examined in this thesis, they cannot be used. Another method when dealing

with periodic disturbances is modeling the disturbances as the output of a dynamic linear

regression model with uncertain regressor state as in Du et al. (2018). While ensuring sim-
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ilar stability result (i.e., asymptotic stability), that method seems to be more complicated

when compared with the proposed methodology.

There are several research avenues to be considered as possible future works. In

the numerical simulations, high frequency oscillations are observed in the transients of

some signals. To decrease this unwanted results, as a possible extension, barrier function

based control strategies can be utilized in conjunction with the proposed control algo-

rithms. A significant amount of vessels have only a single screw propeller and a rudder

as actuators (i.e., control inputs), which makes them under–actuated, that is having fewer

independent control inputs than the number of degrees of freedom to be controlled. Uti-

lizing the proposed methodology in designing controllers for under–actuated ships can be

a challenge to work on as an extension. Besides, the vessel motion forces the whole fluid

and gives rise to oscillations with different amplitudes, which causes the inertia matrix of

the vessel to lose its symmetry which aside from its practical outcomes is a theoretical

issue that needs to be dealt with as symmetry of the inertia matrix is essential for the sta-

bility analysis. Therefore, taking vessels’ hydro–dynamically added inertia into account

can be considered as an extension. Moreover, experimental verification of the proposed

controllers on a surface vessel can be an interesting future work.
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APPENDIX A

PROOFS OF BOUNDS

In this appendix, the proofs of upper bounds in (3.35), (4.45) and (4.54) are given

(Dasdemir and Zergeroglu, 2015).

A.1. Proof of Bound in (3.35)

Substituting (3.5) and (3.17) into (3.34) yields

χ = MRT (ψd)η̈d −MRT (ψd)Ṙ(ψd)R
T (ψd)η̇d +DRT (ψd)η̇d

−Dν +MSRT (ψ)η̇d −MS(ψ̇)RT (ψ)K1z1 −MRT (ψ)η̈d

+MRT (ψ)K1R(ψ)ν −MRT (ψ)K1η̇d. (A.1)

In the view of the property of rotational matrix which is Ṙ(ψd) = R(ψd)S(ψ̇d) and mak-

ing use of (3.1) and (3.9), following expressions can be obtained

χ = M [RT (ψd)−RT (ψ)]η̈d +M [S(ψ̇)RT (ψ)− S(ψ̇d)R
T (ψd)]η̇d

+D[RT (ψd)η̇d −RT (ψ)η̇]−MS(ψ̇)RT (ψ)K1z1

+MRT (ψ)K1(η̇ − η̇d)

= M [RT (ψd)−RT (ψ)]η̈d +M [S(ψ̇)RT (ψ)− S(ψ̇d)R
T (ψ)

+S(ψ̇d)R
T (ψ)− S(ψ̇d)R

T (ψd)]η̇d +D[RT (ψd)η̇d

−RT (ψ)η̇d +RT (ψ)η̇d −RT (ψ)η̇]−MS(ψ̇)RT (ψ)K1z1

+MRT (ψ)K1(K1z1 −Rz2)

= M [RT (ψd)−RT (ψ)]η̈d +M [S(ψ̇)− S(ψ̇d)]R
T (ψ)η̇d

+MS(ψ̇d)[R
T (ψ)−RT (ψd)]η̇d +D[RT (ψd)−RT (ψ)]η̇d

+DRT (ψ)(K1z1 −R(ψ)z2)−MS(ψ̇)RT (ψ)K1z1

+MRT (ψ)K1(K1z1 −R(ψ)z2). (A.2)
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The dynamics terms M , D and kinematic terms R(ψ), S(ψ̇) have the following upper

bounds

∥∥R(ψd)−R(ψ)
∥∥
i∞ ≤ ξR1‖z1‖ (A.3)∥∥∥S(ψ̇)− S(ψ̇d)
∥∥∥
i∞
≤ ξS1‖ż1‖ ≤ ξS1(λmax(K1)‖z1‖+‖z2‖) (A.4)∥∥∥S(ψ̇d)

∥∥∥
i∞
≤ ξS2 (A.5)

‖D‖i∞ ≤ λmax(D) (A.6)

‖M‖i∞ ≤ λmax(M) (A.7)

‖η̇d‖ ≤ ξη1 (A.8)

‖η̈d‖ ≤ ξη2 (A.9)∥∥∥S(ψ̇)
∥∥∥
i∞
≤
∥∥∥ψ̇∥∥∥ ≤‖η̇‖ ≤ ‖η̇d‖+‖ż1‖ ≤‖η̇d‖+ λmax(K1)‖z1‖+‖z2‖ (A.10)

where ξR1, ξS1, ξS2, ξη1, ξη2 ∈ R are positive constants and
∥∥(·)

∥∥
i∞ is the induced infinity

norm.

After utilizing the given upper bound properties of dynamic and kinematic terms, the right

hand side of (A.2) can be upper bounded as

‖χ‖ ≤ λmax(M)ξR1ξη2‖z1‖+ λmax(M)λ2max(K1)‖z1‖

+λmax(M)ξS1ξη1
[
λmax(K1)‖z1‖+‖z2‖

]
+ λmax(M)ξS2ξR1ξη1‖z1‖

+λmax(D)ξR1ξη1‖z1‖+ λmax(D)λmax(K1)‖z1‖

+λmax(M)λmax(K1)‖z2‖+ λmax(D)‖z2‖

+λmax(M)λmax(K1)‖z1‖
[
ξη1 + λmax(K1)‖z1‖+‖z2‖

]
. (A.11)

To obtain a compact form of the above equation, terms c1, c2, c3 and c4 can be defined as

c1 , λmax(M)ξR1ξη2 + λmax(M)λ2max(K1) + λmax(M)ξS1ξη1λmax(K1)

+λmax(M)ξS2ξR1ξη1 + λmax(D)ξR1ξη1 + λmax(D)λmax(K1)

+λmax(M)ξη1λmax(K1) (A.12)

c2 , λmax(M)λmax(K1) + λmax(D) + λmax(M)ξS1ξη1 (A.13)
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c3 , λmax(M)λ2max(K1) (A.14)

c4 , λmax(M)λmax(K1) (A.15)

thus the bound given in (3.35) is achieved.

A.2. Proof of Bound in (4.45)

In view of the Properties 1, 3 and 4, substituting (4.39) and (4.19) into (4.44)

yields

‖χ‖ ≤ {α2mu + ζj1‖η̈d‖+ 2αζc1‖η̇d‖+ ζf2‖η̇d‖+ αζf1 + ζc2‖η̇d‖2

+α2ζc1‖e‖}‖e‖+ {αmu + ζc1‖η̇d‖+ αζc1‖e‖}‖r‖ (A.16)

Selection of the bounding functions ρ1(e) and ρ2(e) as

ρ1(e) , α2mu + ζj1‖η̈d‖+ 2αζc1‖η̇d‖+ ζf2‖η̇d‖+ αζf1 + ζc2‖η̇d‖2

+α2ζc1‖e‖ (A.17)

ρ2(e) , αmu + ζc1‖η̇d‖+ αζc1‖e‖ (A.18)

satisfies the bound in (4.45).

A.3. Proof of Bound in (4.54)

After utilizing the Properties 1, 3 and 4 along with (4.53), we can reach

‖Nb‖ ≤
1

ml

{ζj2muml‖η̈d‖+ ζj2ml

∥∥∥Ydθ̃∥∥∥+ ζc2‖η̇d‖2 + ζf2‖η̇d‖

+Kp,max}‖e‖+
1

ml

2ζc1‖η̇d‖+ ζf1 +Kc,max‖r‖+
ζc2‖η̇d‖
ml

‖e‖‖r‖

+
ζc1
ml

‖r‖2 +
Kc,max

ml

‖s‖ (A.19)
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where‖ė‖ ≤‖r‖ was utilized (Lewis et al., 2003). Bounding constants ρ0i, i = 1, .., 5 can

be defined in view of (A.19)

ρ01 ,
1

ml

{ζj2muml‖η̈d‖+ ζj2ml

∥∥∥Ydθ̃∥∥∥+ ζc2‖η̇d‖2 + ζf2‖η̇d‖

+Kp,max} (A.20)

ρ02 ,
1

ml

{2ζc1‖η̇d‖+ ζf1 +Kc,max} (A.21)

ρ03 ,
ζc2‖η̇d‖
ml

(A.22)

ρ04 ,
ζc1
ml

(A.23)

ρ05 ,
Kc,max

ml

. (A.24)

Hence, the upper bound of ‖Nb‖ in (4.54) is obtained.
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