Identifying critical architectural components with spectral analysis of fault trees
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ABSTRACT

We increasingly rely on software-intensive embedded systems. Increasing size and complexity of these hardware/software systems makes it necessary to evaluate reliability at the system architecture level. One aspect of this evaluation is sensitivity analysis, which aims at identifying critical components of the architecture. These are the components of which unreliability contributes the most to the unreliability of the system. In this paper, we propose a novel approach for sensitivity analysis based on spectral analysis of fault trees. We show that measures obtained with our approach are both consistent and complementary with respect to the recognized metrics in the literature.
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1. Introduction

We increasingly rely on software-intensive systems such as modern embedded systems employed in telecommunication, consumer electronics, automotive, avionics and health application domains. Software plays a central role in defining the functionality and the quality for these systems. As a result, both hardware and software faults constitute a threat for system reliability. This threat gets amplified as systems continue to grow in size and complexity.

For a long period, software reliability has been basically addressed at the source code level. However, the increasing size and complexity required a special focus on higher abstraction levels as well. In particular, early reliability evaluation at the software architecture design level became essential [1,2]. Software architecture represents the gross level structure of the system, consisting of a set of components, connectors and configurations [3,4]. This structure has a significant impact on the reliability of the system [5]. Hence, it is important to evaluate software architecture with respect to reliability risks [6]. By this way, the quality of the system can be assessed early to avoid costly redesigns and re implementations.

In the case of software-intensive embedded systems, both hardware and software faults have to be taken into account. To analyze the propagation and interaction of these faults, system level abstract models have been developed. These models include state/path-based models [5,7,8] and (dynamic) fault trees [9,10]. In this work, we employ fault tree models, which depict logical interrelationships among faults that cause a system failure. They have been integrated as part of AADL (Architecture Analysis and Design Language) [11]. There also exist tools for synthesizing them automatically based on UML models [12]. Fault trees can be used for estimating the reliability of the overall system based on individual component failures. Another goal is to estimate the sensitivity of system reliability with respect to reliabilities of system components [5,13,14]. This goal is achieved with so-called sensitivity analysis [15] or importance analysis [16,17] to identify critical components [18]. These are the components of which unreliability contributes the most to the unreliability of the system.

An established measure for sensitivity/importance was introduced by Birnbaum [19], which is basically defined as the partial derivative of the system reliability with respect to the corresponding component reliability. Hereby, the system reliability is defined as a function of reliabilities of the involved components. There have also been other measures introduced for assessing component importance; however, it was later observed that they provide counterintuitive or inconsistent results [16,20].

In this paper, we propose a novel approach for sensitivity analysis. The approach is based on the spectral analysis of Boolean functions. Spectral (or Fourier) analysis is widely used in mathematics and engineering for decomposing a signal into a sum
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of periodic functions. Representing a function as a sum of simpler functions allows for a sort of probabilistic reasoning about the various parameters of the system. In our approach, we use fault tree models as input, which are commonly used for sensitivity/importance analysis [2,13,14,16,18,21]. We apply spectral analysis on these models to identify critical components of the architecture. We evaluate our approach based on a benchmark fault tree model and two additional subject models derived from a software architecture description of a Pick and Place Unit (PPU) of a factory automation system [22]. We show that the measures obtained with our approach are both consistent and complementary with respect to the recognized metrics in the literature. Moreover, to the best of our knowledge, this is the first study that applies spectral analysis methods to the evaluation of fault trees.

The remainder of this paper is organized as follows. In the following two sections, we provide background information on fault tree analysis and spectral analysis. In Section 4, we introduce our approach for sensitivity analysis. In Section 5, we present an evaluation of our approach. In Section 6, we discuss the results and limitations. In Section 7, we summarize the related studies. Finally, in Section 8, we conclude the paper.

2. Fault tree analysis

A fault tree is a graphical model, which defines causal relationships among faults leading to a system failure. An example fault tree model is depicted in Fig. 1. Hereby, the top node (i.e., root) or the top event of the tree represents the system failure. The leaf nodes of the tree (labeled as a, b, and c in Fig. 1) are named as basic events. In our modeling approach, each basic event represents a failure of an individual component of the software architecture. We can also see an intermediate event in Fig. 1. Such events represent undesirable system states that can lead to a system failure. Logical connectors, which interconnect the set of events, infer the propagation and contribution of these events to other events and eventually to the system failure. For example, we can see in Fig. 1 that basic events b and c are connected with an AND-gate (depicted with symbol □), which in turn is connected to the intermediate event. This means that the intermediate event occurs if both b and c occur. This can be the case, for instance, if these basic events represent the failures of functionally equivalent software components employed for N-version programming [21]. Another basic event, a is connected with the intermediate event through an OR-gate (depicted with symbol □), which in turn is connected to the top event. This means that the top event occurs if one or both of a and the intermediate event occur. This can be the case, for instance, if a represents the failure of a (critical) component, of which failure directly leads to the system failure regardless of the states of other components.

Occurrence of a set of k events can be represented as a vector of Boolean variables, \( x = [x_0, x_1, \ldots, x_{k-1}] \), of length k. Hereby, \( x_i = 1 \) and \( x_i = 0 \) indicate the existence and absence of event i, respectively. Boolean variables and operations are noted and defined as follows:

\[
\begin{align*}
  x_i^c &= \overline{x_i} = \begin{cases} 0 & \text{if } x_i = 1 \\ 1 & \text{if } x_i = 0 \end{cases} \\
  x_0 \cdot x_1 &= x_0 \land x_1 \\
  x_0 + x_1 &= x_0 \lor x_1
\end{align*}
\]

An AND-gate represents the intersection of the events attached to the gate. All events must exist for the output event of the gate to occur. For k input events, the equivalent Boolean expression would be

\[
f_{\text{AND}}(x) = x_0 \land x_1 \land x_1 \land \cdots \land x_{k-1}
\]

Let \( p_0, \ldots, p_{k-1} \) denote the probabilities of the input events. Under the assumption that these events are independent, the probability of the output event can be defined as

\[
p = \prod_{i=0}^{k-1} p_i
\]

Similarly, an OR-gate represents the union of the input events. There must exist at least one input event for the output event to occur. The equivalent Boolean expression is

\[
f_{\text{OR}}(x) = x_0 \lor x_1 \lor x_1 \lor \cdots \lor x_{k-1}
\]

The probability of the output event can be written as

\[
p = 1 - \prod_{i=0}^{k-1} (1 - p_i)
\]

Let us assume that n different potential failures are identified for a given software architecture. These failures are considered as basic events. Then, a vector of Boolean variables, \( x = [x_0, x_1, \ldots, x_{n-1}] \) can represent the occurrence of these events. So, \( x_i = 1 \) and \( x_i = 0 \) indicate the existence and absence of failure i, respectively. The occurrence of the top event can be represented as a Boolean function of \( x, f(x) \), where \( f(x) = 1 \) and \( f(x) = 0 \) indicate the failure and the correct functioning of the overall system, respectively. For the example fault tree model depicted in Fig. 1, this function can be defined as \( f(x) = a \lor b \land c \).

Note that in reliability engineering, failure probabilities depend on time, i.e. they are expressed as \( p(t) \), \( t \in [0, T] \) where T is the mission time and they are assumed to be generated from a failure distribution. Therefore all equations depending on the probabilities are also time dependent. For the sake of clarity, we prefer to use a simpler notation throughout the paper by simply omitting the time dependency. This means that all equations presented in this study are applicable to any time \( t \in [0, T] \).

2.1. Coherent and non-coherent systems

Fault tree analysis techniques commonly assume that the analyzed system is a coherent system, which is defined as follows:

**Definition 1 (Coherent system).** Given a system with n possible component failures, and its fault tree, where the occurrence of the top event is defined by \( f : \mathbb{B}^n \to \mathbb{B} \), the system is said to be coherent iff:

1. (Relevancy) \( \ln_i > 0 \quad \forall i \in \{0, 1, 2, \ldots, n - 1\} \)
2. (Monotonicity) \( f(x) \geq f(y) \) whenever \( x \geq y \) pointwise.

The first requirement states that each component must have an influence on whether or not the system works. Second, \( f(x) \) is required to be monotone, i.e., a non-decreasing function. In other words, fixing a component cannot make the system worse. Note
that a coherent system satisfies that \( f(\emptyset) = \bar{\Omega} \) and \( f(1) = \Omega \), meaning respectively if all components are working then the system must be working, and if all components are failed then the system must be failed. Hereby, \( \emptyset \) and \( 1 \) represent strings with all bits zero and one, respectively.

Failure probability of the top event can be computed as:

\[
P_{TE} = E[f(x) = T] = \sum_{x=0}^{2^n-1} p(x) \cdot f(x)
\]  

(3)

where \( p : \{F, T\}^n \rightarrow \mathbb{R} \) is the probability for a particular value of \( x \) among the \( 2^n \) possibilities. \( p(x) \) is defined as follows:

\[
p(x) = \prod_{i=1}^{n} p_i \prod_{i \notin x} (1 - p_i)
\]  

(4)

For example, \( x = [T, F, T, T, F, T] \) means that the components 0, 2, 3 and 5 are failed at the time of observation, while the other events, 1 and 4 are working. The probability of this case is \( p(x) = p_0(1 - p_1)p_2p_3(1 - p_4)p_5 \).

It has been observed that the majority of the importance measures are strictly developed for coherent system analysis [23]. On the other hand, some systems can be non-coherent, in which both component failure and recovery contribute to a system failure [24]. This issue was addressed in only a few studies. A non-coherent extension of Birnbaum’s importance index [25,24] was previously utilized. A unified framework [23] has been proposed to analyze functions used for obtaining measures of importance and their implications on both coherent and non-coherent systems.

2.2. Dynamic fault trees

Traditional or static fault trees (SFT) capture the effects of a combination of events, i.e., component failures resulting in a system failure. They disregard the temporal order of the occurrence of these events. In some circumstances, the ordering of events do matter. For example, consider a switch that is used for alternating between a component and its spare. The failure of this switch after it activates the spare does not cause a failure; however, its failure before this activation does lead to a system failure; Dynamic fault trees (DFT) were introduced to capture temporal ordering of events and their effects [26].

In SFTs, basic events are represented with Boolean variables. However, Boolean algebra does not have any mechanism to handle the temporal order of occurrence. Hence, DFTs use temporal events as shown in Fig. 2, where \( d(a) \) is the unique date of occurrence of event \( a \). Such basic events are supplied as inputs to gates, which model the propagation of the events to a system failure. DFT introduce 3 more gates in addition to the conventional gates used in SFT: the priority AND gate (PAND), the spare gate (SPARE), and the functional dependency gate (FDEP). The commonly used graphical notations for these gates are shown in Fig. 3.

PAND gate is used for capturing failure-sequence dependency. All input events must exist for the output event of the PAND gate to occur. In addition, the occurrence of these events must be ordered in time from left to right (i.e., in the order that they are depicted).

SPARE gate is used for representing the management and allocation of spare components. It has one distinguished primary input and one or more spare inputs. If the failure of primary input occurs, it is replaced by one of the spare inputs. The primary and all the spare input events must take place (all the corresponding components must fail) for the output event of the SPARE gate to occur. A spare input can be shared among multiple SPARE gates. In this case, if a spare is already utilized by any of the SPARE gates, it is considered to be unavailable (failed) for the other SPARE gates that share it.

FDEP gate is comprised of a trigger event and a set of dependent events. When the trigger event occurs, it causes the dependent events to occur as well. That is, all the corresponding components will be assumed to be failed. This gate does not have an output, or it has a dummy output [28], which is simply ignored. For non-repairable events, it is known that a FDEP gate can be removed by replacing its children by OR gate of the child and the FDEP trigger, and a SPARE gate can be replaced by a k-out-of-N OR gate of SFT [29]. To analyze dynamic fault trees, temporal operators are incorporated [30], as defined below:

\[
a \leq b = \begin{cases} 
  a & \text{if } d(a) < d(b) \\
  a & \text{if } d(a) = d(b) \\
  \bar{b} & \text{if } d(a) > d(b)
\end{cases}
\]  

(5)

The symbol \( \leq \), namely Inclusive Before defines the relation among temporal events such that expression \( a \leq b \) yields \( a \) if \( a \) is non-strictly occurs before \( b \) and \( \bar{b} \) otherwise. The algebraic expression of PAND gate can be written as:

\[
a \text{PAND} b = b \wedge (a \leq b)
\]  

(6)

For further details on the analysis of fault trees, we refer to the IEC 61025 standard [9] and the literature [31,10]. In the following section, we introduce spectral analysis of boolean functions. Then, we introduce the application of this analysis technique to fault trees.

3. Spectral analysis of boolean functions

Spectral or Fourier analysis is widely used in mathematics and engineering. Fourier decomposes a signal as a sum of periodic functions like \( X(f) = e^{2\pi \imath f n} \). In case of Boolean functions, the most used transform has been defined over Abelian group \( \mathbb{Z}_2^n \). Boolean functions are usually defined as \( f : \{F, T\}^n \rightarrow \{F, T\} \). As a requirement of Fourier analysis, instead of 0 and 1, and \( \bar{1} \) will be used as False and True values respectively. Hence the function becomes \( f : \{1, -1\}^n \rightarrow \{1, -1\} \). The relevant definitions and theorems about Fourier analysis are given below without the proofs. For further explanations, examples and theorems with proofs, we refer to [32–34].

**Theorem 1** (Fourier expansion). Every \( f : \{-1, 1\}/n \rightarrow \mathbb{R} \) can be expressed with its Fourier expansion,

\[
f(x) = \sum_{a \in [n]} \hat{f}(a) \chi_a(x),
\]  

(7)

The symbol \( \chi_a(x) \) is the characteristic function of the set \( \{x \in \{0, 1\}^n : x_a = 1\} \) which is defined as:

\[
\chi_a(x) = \begin{cases} 
  1 & \text{if } x_a = 1 \\
  0 & \text{if } x_a = 0
\end{cases}
\]
where \( \hat{f}(\omega) \) is the Fourier coefficient and \( \chi_\omega(x) = \prod_{i \in \omega} x_i \) is the parity function. It is also adopted that \( \chi_0 = 1 \).

**Definition 2 (Inner product).** Let \( f, g : \{-1, 1\}^n \to \{-1, 1\} \). The inner product between \( f \) and \( g \) is defined as

\[
\langle f, g \rangle := \sum_{x \in \{-1, 1\}^n} f(x)g(x) = E_{x \in \{-1, 1\}^n} [f(x)g(x)].
\]

Note that \( \langle f, f \rangle = \|f\|_2^2 = 1 \) and more generally \( \|f\|_p := E|f(x)|^p / p \).

Fourier coefficients can be written as

\[
\hat{f}(\omega) = \langle f, \chi_\omega \rangle = E_{x \in \{-1, 1\}^n} [f(x)\chi_\omega(x)].
\]

Note in particular that coefficient \( \hat{f}(\emptyset) = E[f] \) corresponds to the mean \( E[f] \). For example, recall the 3-input Boolean function \( f(x) = a \lor b \land c \) that was defined in the previous section.

Agreeing that \( a \) and \( c \) are the most and least significant bits respectively, it is trivial to derive the truth vector for \( f \) as \( \{11111111\} \), i.e., \( \{11111111\} \) as shown in Table 1.

Using Formula [8], Fourier coefficients can be computed as \( \hat{f}(\emptyset) = E[f] = \frac{1}{2}(1+1+1+1-1-1-1) = 0.250 \), \( \hat{f}(1) = \frac{1}{2}(1.1+1.1+1.0+1.0) = 0.750 \) and so on. The eight coefficients are used to constitute the Fourier expansion of \( f \) as follows:

\[
f = -0.25 + 0.75a + 0.25b + 0.25ab + 0.25bc + 0.25ac - 0.25bc - 0.25abc.
\]

The derivative or difference calculus for Boolean functions has been benefited in testing digital circuits and also software over the past two decades. It can also be used to describe the notion of influence.

**Definition 3 (Derivative).** The derivative of \( f \) with respect to its input \( x_i \) is defined as,

\[
\frac{\partial f}{\partial x_i} = \frac{f(x_i := -1) - f(x_i := 1)}{-1 - 1} = \sum_{\omega \ni i} \hat{f}(\omega) \chi_{\omega \setminus i}(x).
\]

Eq. (9) requires that the derivative of a Boolean function can be in \( \{-1, 0, 1\} \). If \( \frac{\partial f}{\partial x_i} (x) = 0 \), then \( x_i \) is said to be pivotal for \( f \) at \( x \).

For example, if \( b \) and \( c \) are true \( b \lor c = 1 \) and \( f \) otherwise is monotonically increasing since changing one bit from false to true would never cause the output to switch from true to false. Monotonicity requirement can also be expressed by \( \frac{\partial f}{\partial x_i} \geq 0 \), \( \forall i \). In theory, all Boolean functions excluding the negation operation are monotonic.

**Definition 4 (Influence).** The influence of input \( x_i \) on \( f \) is defined as,

\[
\text{Inf}_i(f) := P r(f(x) \neq f(x_i ^{\text{flip}})) = E_x \left[ \frac{\partial f}{\partial x_i} (x)^2 \right] = \sum_{\omega \ni i} \hat{f}(\omega)^2.
\]

where \( x_i ^{\text{flip}} \) is the string \( x \) with its \( i \)-th bit flipped.

For \( f(x) = a \lor b \land c \), the influence values are found as \( \text{Inf}_a(f) = 0.75 \) and \( \text{Inf}_b(f) = 0.25 \). We can comment on the influence values such that \( a \) is the most important component, whereas \( b \) and \( c \) have identical importance and they are less important with respect to \( a \).

Fault trees are mostly designed to be coherent. The structural functions in this category are therefore monotone. In this case, \( \frac{\partial f}{\partial x_i} \geq 0 \) and the influence becomes [33]

\[
\text{Inf}_i(f) = E_x \left[ \frac{\partial f}{\partial x_i} (x) \right] = \frac{\partial f}{\partial x_i} (\emptyset) = \hat{f}(i).
\]

Eq. (12) implies that the influence of a variable simply equals to one Fourier coefficient. This makes the computation of influences feasible particularly for large functions. For the previous example, \( \text{Inf}_a(f) = \hat{f}(1) \), \( \text{Inf}_b(f) = \hat{f}(2) \), and \( \text{Inf}_c(f) = \hat{f}(4) \).

Another concept is the energy spectrum which may provide useful information about the noise sensitivity of a function.

**Definition 5 (Energy spectrum).** For any real-valued function \( f : \mathbb{B}^n \to \mathbb{R} \), the energy spectrum \( E_f(k) \) is defined by

\[
E_f(k) := \sum_{|\omega| = k} \hat{f}(\omega)^2 \quad \forall k : 1 \leq k \leq n
\]

where \( |\omega| \) depicts the number of 1 bits in \( \omega \).

\( E_f(\emptyset) \) is known as DC component, which is the zero-frequency component. If most of the Fourier mass is localized on high frequencies, then the function is sensitive to small perturbations, i.e., component failures as shown in a sample spectrum given in Fig. 4. If a fault tree is found to be noise sensitive, that means, very small number of component faults can significantly impact/degrade the overall system reliability. In that case, one may consider restructuring the architecture to resolve dependencies or dedicate additional effort for adding redundancy and design diversity to improve the reliability.

### 3.1. Approximating Fourier coefficients

The time and resource usage complexity of the transformation are given as \( \mathcal{O}(n2^n) \) and \( \mathcal{O}(2^n) \) respectively [35]. Therefore, transformation becomes harder as \( n \) gets bigger. In this case, Fourier coefficients can be approximated. Recall that the Fourier coefficient, \( \hat{f}(\omega) = E[f \cdot \chi_\omega] \) is an expectation under uniform distribution. \( \chi_\omega : \{0, 1\}^n \to \pm 1 \) is a parity function defined as,

\[
\chi_\omega(x) = (-1)^{\sum_{i \in \omega} x_i},
\]

is approximated by

\[
\hat{f}(\omega) = E[f \cdot \chi_\omega] \approx \sum_{x \in \{-1, 1\}^n} f(x) \chi_\omega(x).
\]

This paper provides more insights on the approximation methods for Fourier coefficients, which are widely used in many applications.
where \( \omega \cdot x = \sum_{i=1}^{n} a_i x_i \). We can approximate the Fourier coefficients from uniformly drawn examples \( \{x_1, f(x_1), \ldots, (x_m, f(x_m))\} \). Expected value is the following empirical average,  
\[
\frac{1}{m} \sum_{j=1}^{m} f(x_j) \omega(x_j)
\]

and this value converges to the exact value of \( \hat{f}(\omega) \) as \( m \) grows. Moreover, Chernoff bound tells us how quickly this convergence happens [36].

4. Spectral evaluation of fault trees

In this section, we illustrate how to incorporate spectral analysis into the evaluation of fault trees and propose a new metric for sensitivity analysis. First, we redefine the conventional metrics using Boolean derivative calculus. These metrics are shown to have some drawbacks in particular cases. To overcome these drawbacks, we propose a new metric based entirely on the spectral coefficients. This metric is more informative and it is demonstrated to harmonize the former metrics while eliminating their drawbacks.

Sensitivity metrics can be classified into two categories: structural and probabilistic. The metrics of the former category rely on the location of the component in the failure logical function and the latter category takes into account the failure probability of the associated component. We take into account four common metrics: Birnbaum’s importance index, Birnbaum’s structural importance index, criticality index and Fussell-Vesely index. Birnbaum’s importance index (IB) is widely used and it defines the partial derivative of the system failure probability with respect to the failure probability of its components.

Let \( f(x) \) be the Boolean function of a fault tree. Shannon’s expansion states that [37]:

\[
f(x) = x_1 \land f_1^x(x) \lor x_2 \land f_2^x(x) \ldots
\]

where

\[
f_i^x(x) = f(x_1, x_2, \ldots, x_{i-1}, T, x_{i+1}, \ldots, x_n)
\]

\[
f_i^x(x) = f(x_1, x_2, \ldots, x_{i-1}, F, x_{i+1}, \ldots, x_n).
\]

The component is said to be critical if \( x_i = T \rightarrow f(x) = T \) and \( x_i = F \rightarrow f(x) = F \). Therefore, the criticality of component \( x_i \) can be expressed with the following requirement:

\[
f_i^x(x) \land f_i^x(x)
\]

The probability that this condition holds is

\[
Pr[f_i^x(x) \land f_i^x(x)] = Pr[f_i^x(x) = T] - Pr[f_i^x(x) \land f_i^x(x) = T]
\]

The Birnbaum index is traditionally given as:

\[
IB_i = Pr[f_i^x(x) = T] - Pr[f_i^x(x) = F]
\]

We can redefine this metric by exploiting the influence definition of spectral analysis as follows:

Definition 6 (Birnbaum’s importance index (IB)). Let \( f \) be the structure function of a fault tree. Importance index of component \( i \) is defined as,

\[
IB_i(f) = Pr[f(x) \neq f(x_{[i]})] = \sum_{x=0}^{2^n-1} p(x) \cdot \frac{\partial f}{\partial x_i}(x),
\]

where \( x \) is a string such that \( x \in [n] \) and \( p : [F,T]^n \rightarrow \mathbb{R} \) is given as

\[
p(x) = \prod_{i \in x} p_i \prod_{i \notin x} (1 - p_i).
\]

In fact, \( p(x) \) is the probability of event \( x \). For example, the probability that components \( b \) and \( c \) are failed at the time of observation, i.e., \( x = [F, T, T] \), can be calculated as \( p(x) = (1 - p_b)p_c \). Note that the sum of probabilities of all possible event combinations must be 1, i.e., \( \sum_{x=0}^{2^n-1} p(x) = 1 \). As an example, let \( f(x) = a \lor b \land c \) represent a fault tree, assuming that the failure probabilities of component \( a, b \) and \( c \) are given as \( p_a = p_b = p_c = 0.1 \). We know that \( \frac{\partial f}{\partial c} = 0.75 + 0.25b - 0.25c \) is 1 if \( (b, c) \in \{(F, F), (F, T), (T, T)\} \). Therefore, \( IB_b(f) \) can be calculated as

\[
0.9 \cdot 0.9 + (0.9 \cdot 0.1) + (0.1 \cdot 0.9) = 0.99.
\]

Similarly, we can compute that \( IB_b(f) = IB_c(f) = 0.09 \).

Birnbaum’s structural importance index slightly differs from IB relying entirely on the structure of the function. One can realize that it is the equivalent of the influence value defined with \( IB \). On the other hand, it can also be computed by restricting the definition of IB given with Eq. (16) such that \( Pr[f = F] = 0.5 \). In that case, the probability space consists of all binary n-strings with uniform distribution. In this case, failure probabilities of components are assumed to be identical such that \( p_i = 0.5 \forall i \in \{1, 2, \ldots, n\} \). Hence, \( p(x) = 0.5^n \) and the formula in Eq. (16) becomes

\[
\text{Inf}(f) := \left( \frac{1}{2^n} \sum_{x=0}^{2^n-1} \frac{\partial f}{\partial x_i}(x) \right),
\]

which is the expected value given in Eq. (11). As the name implies, this metric depends solely on the structure of the function. It does not take into account the failure probabilities of the components.

Criticality index (IC) [38] represents the probability that the event \( x_i \) is critical and its occurrence leads to system failure. It is formulated as

Definition 7 (Criticality index (IC)). Let \( f \) be the structure function of a fault tree. Criticality index of component \( i \) is defined as,

\[
IC_i(f) := \frac{IB_i(f)}{IB_i(f) + \frac{p_i}{Pr(E)}},
\]

Note that \( Pr(E) \) can be computed as 0.109 using Formula (3). Then, \( IC_i(f) \) is found as follows:

\[
IC_a = 0.99 \cdot 0.1 = 0.9098.
\]

Similarly, we can compute that \( IC_b = IC_c = 0.0826 \).

There exist other metrics proposed in the literature, such as Risk Reduction Worth (RRW), Risk Achievement Worth (RAW) and Fussell-Vesely (FV) [39][40]. RRW measures the change of the system failure probability when a component is perfectly working and is given by:

\[
RRW_i(f) = \frac{1}{1 - IC_i(f)}
\]

On the contrary, RAW is the measure of the change of system failure probability when a component is supposed to be failed or removed and it can be computed in terms of RRW:

\[
RAW_i(f) = \frac{1}{p_i} \left( 1 - \frac{1 - p_i}{1 - RRW_i(f)} \right)
\]

Since RRW and RAW strictly depend on IC, this study shall not dwell upon them any further. Moreover, they are less expressive than IB and IC in terms of component sensitivity [39]. Nevertheless, FV is rather common in chemical industry and we use it for comparison purposes. FV, referred to as “fractional contribution” is a measure of the contribution of a component to the system failure without being critical. The variable \( x_i \) contributes to the system failure when a minimal cut set containing \( x_i \) occurs. Therefore, it can be expressed as:

\[
\text{FV}(f) := \sum_{x_i \in \text{cut set}} p(x_i).
\]
**Definition 8 (Fussell-Vesely index (FV)).** Let \( f \) be the structure function of a fault tree. Fussell-Vesely index of component \( i \) is defined as,

\[
FV_i(f) = \frac{Pr(\bigcup_{C_i} = T)}{Pr_E} \approx \frac{Pr_E - Pr[\hat{f}_i^2(x) = T]}{Pr_E} \approx 1 - \frac{1}{Pr_E} \sum_{x=0}^{20-1} p(x)(1 - 2\hat{f}_i^2(x)).
\]  

(22)

For example, \( FV_f(f) \) can be calculated as

\[
0.109 - (0.9 - 0.1 - 0.1)(2(1-(-1))) = 0.9174.
\]

Similarly, we can compute that \( FV_f(f) = FV_f(f) = 0.1743 \). The aforementioned four metrics are quite common but they may expose some difficulties or misinterpretation in particular cases. First, even though Inf provides useful information about the relation between the component failures and the system failure, it solely seems insufficient to identify critical components since it disregards the failure probabilities of the components. Therefore, \( IB \) and \( IC \) are often used together for reliability evaluation. For any given component, if both values are low then the associated component is not critical. If both are high, the component can be considered most critical. The case of high \( IB \) and low \( IC \), however, indicates that the component is structurally not important or its impact is dominated by other components with high failure probabilities. In this case, one might consider a structural improvement. On the contrary, the case of low \( IB \) and high \( IC \) indicates a lack of structural flaw, but high failure probability of the associated component. Hence, the component reliability should be improved in this case.

As stated before, \( IC \) is expected to involve the failure probability of the associated component, whereas \( IB \) is independent of it due to the derivative with respect to that component. However, \( IC \) also falls short to reflect failure probability to the evaluation, as will be shown in Section 5. The second drawback for both \( IB \) and \( IC \) is that they are limited to the analysis of a certain class of systems: Coherent Systems. They may induce misleading results for non-coherent systems. Although fault trees are traditionally designed to be coherent, non-coherent fault trees have also been shown useful [41]. Fussell-Vesely is also unable to discriminate the aforementioned two cases: (i) low \( IB \) and high \( IC \): The component needs to be improved and (ii) low \( IC \) and high \( IB \): The structure function needs to be improved.

In order to overcome these drawbacks, we propose a new importance metric based on Fourier analysis, in which both failure probabilities and \( IB \) are taken into account. We call this metric spectral sensitivity, which is defined as follows:

**Definition 9 (Spectral Sensitivity).** The spectral sensitivity of input \( x_i \) on \( f \) is defined as,

\[
S_i(f) := \sum_{\omega \in \mathbb{Z}} \hat{f}(\omega)^2 p(\omega).
\]  

(23)

where \( \hat{f}(\omega) \) depicts spectral of Fourier coefficients and

\[
p(\omega) = \prod_{i \in C} p_i \prod_{i \notin C}(1 - p_i).
\]  

(24)

Below, we show that \( S_i \) is the superposition of \( Inf_i \), \( IB_i \), \( IC_i \) and \( p_i \).

**Lemma 1.**

\[
\sum_{\omega \in \mathbb{Z}} p(\omega) = p_i.
\]

**Proof.** We can write

\[
\sum_{\omega \in \mathbb{Z}} p(\omega) = p_i \sum_{\omega \in \mathbb{Z}} p(\omega \setminus \{i\}) + (1 - p_i) \sum_{\omega \in \mathbb{Z}} p(\omega \setminus \{i\}) = 1.
\]

Note also that

\[
p_i \sum_{\omega \in \mathbb{Z}} p(\omega \setminus \{i\}) = \sum_{\omega \in \mathbb{Z}} p(\omega \setminus \{i\}) \cdot (1 - p_i).
\]

Hence we can get

\[
\sum_{\omega \in \mathbb{Z}} p(\omega) = p_i \sum_{\omega \in \mathbb{Z}} p(\omega \setminus \{i\}) + p_i.
\]

We know that \( \omega \) defines a probability distribution over \( \mathbb{Z} \). Thus

\[
\sum_{\omega} p(\omega) = 1.
\]

By Lemma (1), \( \sum_{\omega \in \mathbb{Z}} p(\omega) = p_i \). We also have the following facts: By Parseval theorem [32], \( \sum_{\omega} \hat{f}(\omega)^2 \) = 1 and also by Eq. (11), \( \sum_{\omega \in \mathbb{Z}} \hat{f}(\omega)^2 = 1 \) and also by Eq. (11), \( \sum_{\omega \in \mathbb{Z}} \hat{f}(\omega)^2 = 1 \) and also by Eq. (11), \( \sum_{\omega \in \mathbb{Z}} \hat{f}(\omega)^2 = 1 \). One can realize that \( S_i \) depends on \( Inf_i \) and \( IC_i \) and \( IB_i \) depends on \( p_i \). Note that \( IC_i \) may not depend on \( p_i \). However, consider a specific case that component-

\[
IB_i \text{ or minimum cut set is 1, i.e., } \frac{Pr_E}{p_i} \text{ PREST}. \text{ In this case, } p_i \text{ disappears in } Eq. (19). \text{ Let us define a concept of weighted influence such as:}
\]

\[
WInf_i = \frac{\sum_{\omega \in \mathbb{Z}} p(\omega) \hat{f}(\omega)^2}{\sum_{\omega \in \mathbb{Z}} p(\omega)}.
\]

The denominator equals to \( p_i \). Therefore, this value is expected to be similar to Birnbaum’s index \( IB_i \). In order to incorporate \( p_i \) into the metric, we can multiply it by \( p_i \), hence one can notice that \( S_i = p_i WInf_i \), which shows that \( S_i \) contains \( p_i \) as well.

4.1. Application to non-coherent Systems

A simple fault tree shown in Fig. 5 is used to demonstrate the comparisons of the traditional and spectral measures for non-coherent systems. Let \( f = a \lor b \lor c \) be the Boolean representation of the tree. Note that the system does not satisfy the monotonicity requirement of Definition (1). Since all components have the same order of minimal cut set, \( Inf_b, Inf_c, \) and \( Inf_c \) must be identical. They can be computed as 0.25 expected by Eq. (11). Assuming \( p_a = p_b = p_c = 0.1 \), Birnbaum’s indexes can be found as \( IB_a = 0.09, IB_b = IB_c = 0.09 \) by Eq. (16). A negative value comes from the partial derivative with respect to \( b \). The probability of \( b \) is \( (1 - p_b) \). The derivation of \( (1 - p_b) \) with respect to \( b \) results in a negative \( IB \) value. On the other hand, \( Inf_{IB_b} \) is much higher than \( Inf_{IB_a} \) and \( Inf_{IB_c} \). This indicates that component \( b \) is much more critical than \( a \) and \( c \), which is misleading. All components are expected to have identical criticality with equal probabilities and influences.

Both \( IB \) and \( S \) measures for this example are shown in Table 2, which confirm this expectation.

4.2. Application to dynamic faults trees

Dynamic fault trees (DFT) involve temporal sequences of failures. Spectral evaluation of functions does not analyze...
the timing behavior in the input combinations, therefore spectral sensitivity measure cannot be applied directly to DFTs. In fact, importance analysis in DFT is still an open research area, and to the best of our knowledge there is no such work. Nevertheless, by altering the definition of Boolean derivative, Birnbaum importance index can still be applied to DFT, yet the nature of this index limits the calculation to a specific mission time. We take into account the analysis for Priority-AND failure logic, since its output depends on the sequence of the inputs. For non-repairable events, it is known that a DFEF gate can be removed by replacing its children by OR gate of the child and the DFEF trigger, and a SPARE gate can be replaced by a k-out-of-N OR gate of static fault trees [29].

Definition 10 (Time-aware derivative). Time-aware derivative of f with respect to its input x_i is defined as,

\[
\frac{\partial f}{\partial x_i} = \frac{f(x_i^+) - f(x_i^-)}{2} \tag{25}
\]

The semantic of + and - notations is such that x_i is assigned true after a false value. The intuition behind this definition is that the output is checked against the switch of input x_i from F to T, as expectedly from a non-repairable component. For \( f(x) = a \text{ AND } b \), it is easy to check that

\[
\frac{\partial f}{\partial a} = \frac{(-1) \cdot b - 1 \cdot b}{-2} = b, \quad \frac{\partial f}{\partial b} = \frac{(-1) \cdot a - 1 \cdot a}{-2} = a
\]

On the other hand, for \( f(x) = a \text{ PAND } b \), using the notation given in [21], f can be written as

\[ f = b \land (a \leq b) \]

The derivatives with respect to a and b can be found as

\[
\frac{\partial f}{\partial a} = \frac{b \land (T^+ \leq b) - b \land (F^- \leq b)}{-2} = \frac{b - 1 - b}{-2} = 0
\]

Note that \( F^- \leq b = F \). Also \( T^+ \leq b = T \), since input a is assigned \( T \) later than input b is assigned any value. In this case, AND produces \( F \) regardless of \( b \).

\[
\frac{\partial f}{\partial b} = \frac{T^+ \land (a \leq T^+) - F^- \land (a \leq F^-)}{-2} = \frac{(-1) \cdot a - 1 \cdot a}{-2} = a
\]

The example DFT given in Fig. 6 can be expressed as follows:

\[ u = (c \land (b \leq c)) \lor (b \land (a \leq b)) \]

The derivatives can be computed as,

\[
\frac{\partial u}{\partial a} = \frac{(c \land (b \leq c)) \lor (b \land (F^- \leq b)) - (c \land (b \leq c)) \lor (b \land (F^- \leq b))}{-2} = 0 \tag{27}
\]

\[
\frac{\partial u}{\partial b} = \frac{(c \land (T^+ \leq c)) \lor (T^+ \land (a \leq T)) - (c \land (F^- \leq c)) \lor (F^- \land (a \leq F^-))}{-2} = 0.5 - 0.5a \tag{28}
\]

\[
\frac{\partial u}{\partial c} = 0.25 + 0.25a - 0.25ab \tag{29}
\]

Table 3 shows the complete results for this tree. Note that at a specific mission time, \( E_\infty = 0 \). Consider these two cases: (i) \( a \) fails (switches to \( T \)) when \( b \) is working and (ii) \( a \) fails after \( b \) has failed. In both cases, the output will remain zero. Therefore, failure of \( a \) itself does not have any effect on the output according to the definition of Birnbaum. Component \( c \) seems to be most critical component among these three.

5. Evaluation

This section will describe the evaluation of the approach and results. First, we evaluate our approach with a benchmark fault tree model given in [42]. Then, we apply our approach on two larger fault tree models. These models are derived from a software architecture description of a Pick and Place Unit (PPU) of a factory automation system [22].

Fig. 7 illustrates the model that is used as a benchmark [42]. The structure function of the tree can be constructed step by step as follows:

\[ E_{11} = x_0 \cdot x_1 \]

\[ E_{22} = x_4 + x_3 \]

\[ E_1 = E_{11} + x_2 = x_0 x_1 + x_2 \]

\[ E_2 = x_3 \cdot E_{22} = x_3 x_0 x_1 + x_3 x_4 + x_5 \]  

\[ f(x) = E_1 \cdot E_2 = (x_0 x_1 + x_2 x_3 x_4 + x_5) \]

We can evaluate the tree structurally, using the influences (Birnbaum's structural importance) of the basic events and the energy spectrum of the function. The influence values \( E_\infty \) are given in Table 4. The influences are independent of the probabilities, hence they remain the same in all the experiments. All influence values are non-zero and \( f(x) \) is monotonic, therefore the system is coherent. According to Table 4, \( x_3 \) is the most important component, followed by \( x_2 \). We can also see the energy spectrum of the tree in Fig. 8. Since the Fourier mass is localized at the low frequency (left) side, one can conclude that the tree is not noise sensitive. This means that the system failure depends on the failure of many components.
Table 4
Evaluation results.

<table>
<thead>
<tr>
<th>$x_0$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.094</td>
<td>0.094</td>
<td>0.281</td>
<td>0.469</td>
<td>0.156</td>
<td>0.156</td>
</tr>
</tbody>
</table>

Experiment 1

<table>
<thead>
<tr>
<th>p</th>
<th>$P_\text{IF}$</th>
<th>$P_\text{IC}$</th>
<th>$P_\text{FV}$</th>
<th>$P_\text{S}$</th>
<th>$P_\text{IB}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.06</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Experiment 2

<table>
<thead>
<tr>
<th>p</th>
<th>$P_\text{IF}$</th>
<th>$P_\text{IC}$</th>
<th>$P_\text{FV}$</th>
<th>$P_\text{S}$</th>
<th>$P_\text{IB}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.06</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Experiment 3

<table>
<thead>
<tr>
<th>p</th>
<th>$P_\text{IF}$</th>
<th>$P_\text{IC}$</th>
<th>$P_\text{FV}$</th>
<th>$P_\text{S}$</th>
<th>$P_\text{IB}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.06</td>
<td>0.01</td>
<td>0.01</td>
<td>0.04</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Fig. 7. Fault tree model used as a benchmark [42].

Taking on the probability values of Experiment 1, we can calculate the failure probability of the top event by Eq. (3):

$P_\text{TE} = 1.784672 \times 10^{-5}$

We applied three different parameter settings on the given fault tree model to compare different sensitivity metrics, including the one we proposed. All the results are presented in Table 4.

The first setting is the same with [42]. In this experiment, according to $P_\text{IB}$, $x_2$ is the most important component, followed by $x_3$. In terms of criticality index, component $3$ is most critical with $IC_3 = 1.0$, followed by $x_2$. Moreover this value does not correspond to the probability changes as will be shown next.

We can calculate the failure probability of the top event as:

$p_\text{TE} = \left(p_0 p_1 + p_2 - p_0 p_1 p_2\right) p_3 (p_4 + p_5 - p_4 p_5)\}$ by Eqs. (1) and (2). Thus,

$IC_3 = \frac{\partial p_\text{TE}}{\partial p_3} = \left(\left(p_0 p_1 + p_2 - p_0 p_1 p_2\right) p_3 (p_4 + p_5 - p_4 p_5)\right) \frac{p_3}{p_\text{TE}} = 1.$

Hence, $IC_3$ is independent of the probabilities. When the failure probability of component $3$ is extremely low, this value becomes misleading as demonstrated in the results of the third experiment listed in Table 4. The spectral sensitivity indicates $x_3$ as the most important component yet the second is $x_4$ unlike the results of $IB$ and $IC$. This is because the probability of $x_4$ is four times the one of $x_3$.

In the second experiment, we increase the failure probability of $x_3$ $6.67$ times to see the effect of $S$. According to $IB$ and $IC$, the most important components remain the same, where $S$ now points out $x_5$.

In the third experiment, we decrease $p_3$ $20$ times. Although $p_3$ is quite smaller than the other probabilities, this time $IB$ and $IC$ indicate $x_3$ as the most important, which is again misleading. On the other hand, $S$ orders the first three components as $x_4, x_2$ and $x_3$. The results show that $S$ takes into account $IB$, $IC$ and the failure probabilities of components as well.

We can also see in Table 4 that $IC$ and $FV$ yield to same results for all the three experiments. In the following, we evaluate our approach with two larger fault tree models. We apply three different parameter settings on these and perform comparisons among $IB$, $IC$ and $S$.

The analyzed fault tree models are derived from two different versions of a software architecture description of a Pick and Place Unit (PPU) of a factory automation system [22] that was evolved over time. These models are enumerated as FT1-SC14 and SC0-10. They are depicted in Figs. 9 and 11, respectively. We used uniformly distributed random numbers as the probability values of basic events.

The sensitivity results and the energy spectrum of FT1-SC14 are presented in Table 5 and Fig. 10 respectively. In this system, all importance metrics agree on the same component, $x_3$ as the most critical one. The reason is that the structural importance order of basic events is as follows:

$x_0 = x_1 = ... = x_8 = x_{14} = x_{15} > x_9 = x_{10} > x_{14} = x_{15},$

therefore the component with the highest failure probability is expected to be most critical. The energy spectrum exhibits a more
Our approach is subject to limitations when it is employed in a dynamic context such that the fault tree model and/or component reliabilities change in time. If the fault tree model changes due to the evolution/adaptation of the architecture [22], metric evaluation should be repeated. Likewise, if a set of design alternatives has to be evaluated, metric calculations should be performed for each alternative design as a whole to make a comparison among them. Our approach is indifferent with respect to the other sensitivity/criticality metrics from this perspective. There exist reliability analysis approaches [28] that are particularly focusing on facilitating modular analysis and as such the (partial) reuse of calculations in case of changes. We did not consider this issue in our work. Similarly, component reliabilities are assumed to be crisp and constant values. This assumption may not be valid for all type of components especially when runtime adaptations are possible. However, one can repeat calculations for a range of values to perform a what-if analysis. Such metric evaluations can be pre-computed off-line, especially if the potential changes can be predicted. These computations can be used at runtime depending on the observed changes.

The time complexity of the calculation of the entire spectra for a Boolean function is denoted by $\mathcal{O}(n2^n)$. Therefore, the complexity of our spectral sensitivity metric given in Eq. (23) is $\mathcal{O}(n^{2n})$. Traditional metrics are usually calculated either using Boolean manipulation or through Binary Decision Diagram (BDD) representation of the fault trees [29]. Conversion to a BDD has exponential worst-case and linear best-case complexity. However, BDDs are shown to exhibit better performance than Boolean manipulation since they provide a compact representation of Boolean functions with a high degree of symmetry and fault trees show this symmetry. Once a BDD is obtained, cut sets can be determined by starting at all 1-leaves and traversing upwards to the root. Birnbaum and other aforementioned metrics can be calculated through the cut sets, therefore they have linear complexity after the BDD is generated. In all conditions, spectral techniques appear to be inefficient compared to the other methods. Nevertheless, the approximation method presented in Section 3.1 is
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promising since it allows to compute the coefficients in reasonable times. Moreover, approximate values are sufficient to find the order of importance of the components. In the evaluation section, the spectral sensitivities for the two relatively large fault trees, FT1-SC14 and SC0-10, are calculated with the approximate spectral coefficients.

7. Related work

There have been many software architecture analysis techniques introduced [6]. These techniques mainly adopt scenario-based analysis approaches. Hereby, the impact of set scenarios is analyzed on a model of the architecture to identify the potential risks and the sensitive points of the architecture. Different analysis methods use different type of scenarios (e.g., usage scenarios [44], change scenarios [45], failure scenarios [18]) depending on the quality attributes (e.g., performance, maintainability, reliability) that they focus on. Some methods such as ATAM [44] utilize multiple type of scenarios for addressing multiple quality attributes at the same time. Previously, failure scenarios have been used for analyzing software reliability at the architecture design level [18]. In that approach, fault tree models have been defined based on these scenarios [14]. Then, sensitivity analysis has been performed on these models based on the measure introduced by Birnbaum [19].

In this work, we assume that the fault tree model of the system is given as input. However, we apply a new technique for sensitivity analysis.

In this work, we applied spectral analysis of Boolean functions for sensitivity analysis. There also exist other sensitivity analysis approaches that are applied based on (dynamic) fault tree models [16,5]. These approximate approaches make use of variations of Markov chain models (DTMC, CTMC) in order to model the software architecture. These models are usually derived based on fault trees [16,46] that are provided as input. As an alternative approach to analytical resolution, there also exist simulation techniques and tools [47] applied on fault tree models. They are used particularly for analyzing DFT models to perform dynamic reliability assessment [48,49]. They mainly employ Monte Carlo simulation with the aim of overcoming the limitations of analytical methods such as state space explosion and lack of modularity in analysis [47]. There also exist studies that benefit from Bayesian Network (BN) that is a powerful method for probabilistic reasoning, particularly taking into account the complex dependencies in components and uncertainty in modeling. To that end both FT and DFT can be converted into BN [50] and Dynamic BN [51] respectively.

Spectral analysis of Boolean functions is a powerful technique. In the literature, Fourier analysis, Walsh or Walsh–Hadamard transformations, Reed–Muller transformation are all used for spectral analysis. These techniques are well-known for more than thirty years. Although they have a wide application area in mathematics, physics and engineering, its application in computer science seems relatively limited. Some fields that have utilized spectral analysis so far include error-correcting code analysis, cryptography, graph theory and quantum computing. Spectral analysis of Boolean functions has attracted a great attention from computer scientists in the last decade [32–34]. This is due to well-developed theorems such as Kahn–Kalai, Arrow’s and Peres’s theorems, and also its contribution in the development of social choice theory. The influence of Boolean variables and noise sensitivity has also been studied by several papers [32,34,52]. In our study, we benefit particularly from influence, probabilistic influence and energy spectrum of spectral analysis in order to analyze fault trees that represent both coherent and non-coherent systems.

Our spectral analysis technique can be safely used for both coherent and non-coherent systems. IEC 61025 does not distinguish between these two types systems [9]. Indeed, fault tree analysis is usually applied to coherent systems. However, as stated by [25,41], non-coherent systems can also be useful in many cases and the sensitivity analysis techniques proposed for these systems are quite limited. It is also demonstrated that the conventional metrics, IB and IC provide misleading results for the evaluation of non-coherent systems. Therefore, some extensions have been proposed for these metrics [25,24]. There were also other extensions proposed [53] to address complex components (as well as group of components) whose failures are triggered by a combination of basic events. In our approach, component failures are modeled in the form of basic events.

8. Conclusions, limitations and future work

We introduced a new approach for identifying critical components of the software architecture with respect to reliability. Our
approach employs a spectral analysis of fault trees that are commonly used models for sensitivity and importance analysis at the architecture design level. The approach is applied on benchmark fault tree models and the results are compared with respect to the recognized metrics in the literature. It was observed that the measures obtained with our approach are consistent with the existing metrics. In addition, we showed that our approach can facilitate the analysis of different types of fault trees, which are considered to be out-of-scope for the current metrics.

Our approach is currently applicable to static fault trees only. Further research is necessary for extending or complementing the approach to make it applicable for dynamic fault trees as well. Likewise, it is assumed that the software architecture is not subject to changes and component reliabilities are defined as crisp and constant values. Another limitation of the approach is time complexity leading to exponential growth in the worst case. We offered an approximation method to be able to compute coefficients in reasonable times. In our experiments, approximate values turned out to be sufficient for finding the relative component importance. However, more case studies and controlled experiments are needed to evaluate the effectiveness of our approximation method for different types of subject systems.
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